
Doing More With Less: 

 
From Sample to Population 
 

Jenny Zhang 

Allstate Insurance Company 

May, 2015 

 

1 



Table of Contents 

Calculating Sample Size 

Bootstrapping 

Downsampling 

Bayesian Analysis 

2 



Population and Sample 

3 

Current Customers Surveys Completed 



Measure Proportion of Promoter 

4 

Not At All Likely Somewhat Likely Very Likely 

Promoter 



Hypothesis Testing 

 

Hypothesis testing is a formal process to determine whether to 

reject a null hypothesis or not, based on the sample data. 

 

•      is null hypothesis 

•      is alternative hypothesis 

 

In the statistical framework, we either reject a null hypothesis or fail 

to reject a null hypothesis. 
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Type I and Type II Error 
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Decision 

Truth Type I Error Correct Decision 

Correct Decision Type II Error 

Fail to  



What is  
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A z-score indicates how many standard deviations an 

element is from the mean. 



Confidence Interval 
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Traditional Sample Size 
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Traditional Sample Size 
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Confidence 

Level 

Z score 

90% 1.645 



Test for Equality 

How many surveys per agent are 

credible in order to reflect a 

statistically significant change on 

the Promoter Score? 
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Steps 

 

1. Set up hypotheses: null and alternative 

 

2. Identify the distributions and key variables 

 

3. Select desirable confidence level and statistical power 
 

4. Calculate sample size needed 
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Hypothesis on Promoter Score 

p1 is the current proportion of promoters among 

all customers for an agent.  

 

p2 is the proportion of promoters for an agent in 

the next month. 
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𝑝 =
𝑦

𝑛
 𝑎𝑛𝑑 𝑦 ~ 𝑏𝑖𝑛𝑜𝑚𝑎𝑙(𝑛, 𝑝) 



Derivation 
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We reject the null hypothesis if 
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Sample Size Needed 
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Illustrative Example 
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To conclude a significant change, more samples are needed. 



Aggregate the Results 

 

 

We want to aggregate the results to a regional level. 

 

We can use weighted average by number of customers to scale it 

back in order to minimize the sample size needed. 
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Promoter 

Proportion 

Agency 

Satisfaction 

Big Sample 59.3% 70.2% 

Weighted Avg w/ 40 

surveys per agent  

59.0% 70.5% 



Sample Size Calculation 

 Survey Analysis 

 Hypothesis Testing 

 Collect right   

 amount of sample 
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Bootstrapping 
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Random sampling with replacement. 

 



Illustrative Example Cont. 
 
      - Customer Experience Survey 
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Bootstrap 

When Sample is not 
Sufficient 

Establish Error Bounds 

Statistical Inference 
with a Small Sample 

2
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Downsampling 
 
Down Sampling zero-claims can reduce the time of model 

convergence during the model development phase. 

 

The standard deviation for parameter estimator will likely increase 

with the small sample. It won’t necessarily reverse modeling 

decisions. 

 

Modeler can periodically run the model with the entire training data 

set to verify the model structure. 

 

Once the mode structure is finalized, the entire data set should be 

used for the final model. 
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Downsampling 

During Model 
Development 

Save Time 

2
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Bayesian Analysis 
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Bayesian Analysis 

Need more flexibility 

Less Sample Needed 

Allow distributions for  
parameters 

2
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Summary 
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Questions 
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