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Because Things Change




Legal Disclaimer

The information in this publication was compiled from sources believed to be reliable
for informational purposes only. All sample policies and procedures herein should
serve as a guideline, which you can use to create your own policies and procedures. We
trust that you will customize these samples to reflect your own operations and believe
that these samples may serve as a helpful platform for this endeavor. Any and all
information contained herein is not intended to constitute advice (particularly not legal
advice). Accordingly, persons requiring advice should consult independent advisors
when developing programs and policies. We do not guarantee the accuracy of this
information or any results and further assume no liability in connection with this
publication and sample policies and procedures, including any information, methods or
safety suggestions contained herein. We undertake no obligation to publicly update or
revise any of this information, whether to reflect new information, future
developments, events or circumstances or otherwise. Moreover, Zurich reminds you
that this cannot be assumed to contain every acceptable safety and compliance
procedure or that additional procedures might not be appropriate under the
circumstances. The subject matter of this publication is not tied to any specific
insurance product nor willadopting these policies and procedures ensure coverage
under anyinsurance policy.



Overview

Difficult to determine how much credibility should be given to Loss
Ratio shifts by year

Extend the Cape Cod method for automatic smoothing by year
— Relatively simple method

— Calculates the credibility to give to each year

— Tricks to make robust in order to be practical

— Can also be thought of as a credibility weighting between the chain
ladder and BF methods

* Adding predictive variables

"Multiple segmentations with credibility



Reserving Challenges - Look Familiar?

Should you react to thisincrease?
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Reserving Challenges - Look Familiar?
How about this decrease?
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Cape Cod Method (Review)

Used Premium =
Premium X Percent Losses Reported
or: Premium / LDF

- Apriori LRfor BF Method =
Total Reported Losses/ Total Used Premium
or: Weighted average of years by used premium

* (The same a priori loss ratio is selected for all years)



Improvement to Cape Cod Method

- Add a decay factor so that years farther away receive less weight in
the a priori loss ratio selection (Gluck 1997)

- This effectively smooths the data

But little guidance is given as to the amount of credibility/smoothness
to use



Which Is Correct?
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What isthe Credibility Method for Yearly Loss
Ratios?

- Buhlmann-Straub and related methods are the standard for
determining credibility for a segment vs the overall average

- But, here there is an order to the experience (time series data), which
IS not the case with data segmentations

- What is the standard credibility method for this type of problem?

10



Time Series Credibility Methods

Bayesian Approach
— Pros: (Non-comprehensive)
— Hexible
—Cons:
— Complicated
— Requires specialized expertise and software
— Very difficult to implement within a spreadsheet environment

Kalman Filter
— Pros:
— Simpler, can be implemented in spreadsheets
—Cons:
— Does not handle varying volume (premium) by year
— Does not handle non-normal errors or multiplicative changes
— Formulas can seem complicated
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Overview of the Kalman Filter

- Standard econometric method for solving these types of time series
problems (in addition to Bayesian methods)

Is analogous to Buhlmann credibility method for time series
Developed by Rudolph Kalman in 1960 for use in signal processing

- Also used in radar systems, NASA space shuttles (such as the Apollo
program), cruise missiles, and GPS (Wikipedia)
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Intuition of the Kalman Hilter

Predict the Expected Loss Ratio For Year 2 to be Used in a BF Method
(assuming no rate changes or trend, and that all years have the same loss volatility)

Loss Ratio Year 1 = 70% (For certain)
Projected Loss Ratio Year 2 = 80% (Chain Ladder)

If very low loss volatility
— Prediction for Year 2: 80%

If very high loss volatility
— Prediction for Year 2: 70%

If loss volatility = volatility of year-to-year changes
— Prediction for Year 2: 75%
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Intuition of the Kalman Filter
Predict the Expected Loss Ratio For Year 2 to be Used in a BF Method (Cont.)

More generally:
— Prediction for Year 2:

Z=Q/(Q+R)

Where
R = Variance of Experience
Q = Variance of Year-to-Year Changes

— Variance of Estimate: P(2)
1/P2)=1/Q+1/R
(Exact for Gaussian, approximation otherwise)

Assume Q=0.5,R=15

- Z=05/(05+15)=0.25

— LR(2) =70%x 0.75 + 80% x 0.25 = 72.5%

— Var[Year 2 Estimate] =P(2)=1/(1/05+1/15)=0.375
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Intuition of the Kalman Flter
Predict the Expected Loss Ratio For Year 3

* Projected Loss Ratio Year 3 =90% (Chain Ladder)

* Variance of using the Year 2 Estimate for Year 3 = Variance of the Year
2 Prediction (Calculated Above) + Volatility of Year-to-Year Changes.
(P2)+Q=0.375+0.5=0.875)

- Compare thisto the volatility of the experience
- Z=[PQ2)+Q]/[P2)+Q+R]=0.875/(0.875+1.5)=0.37
- LR(3)=72.5%x 0.37 +80%x 0.63=77%
 Variance:
1/PB)=1/[P2)+Q]+1/R
=1/(1/0875+1/15)=0.553

- And so on...
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Intuition of the Kalman Filter
Back-Smoothing

Now, we can use this year 3 estimate to improve the final year 2
estimate

- Similar formulas are used. Credibility given to Year 3 prediction for
Year 2:
Z=P@Q3)/[PRB)+Q]=0553/(0.553+0.5)=0.525

Final LRQ2) = 77%x 0.525 + 72.5% x 0.475 = 75%

- And so on...
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Solving for the Parameters
The unknown parameters, Q, R, and the starting LR are all solved via
Maximum Likelihood

When solving, use the estimates for each year before considering the year’s
experience (which is basically the estimate of the previous year)

— Otherwise, the method will smooth exactly to the experience

Calculate the error between this and the actual observed loss ratio for each
year

Variance of Observation = Parameter Variance + Process Variance =
P(Previous Year) +Q + R

Likelihood = Normal( Error, Variance )
— (Note we will change this part)
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Changesto the Formula for Loss Ratios

* Varying Volume (Premium) per Year:

— Instead of using a parameter for the yearly variance, use a variance
factor parameter

— Variance per Year = R/ Volume

Incomplete Years:
— Define: Volume = Used Premium = Premium / LDF
— Also, observed LR = Reported LR x LDF

— (Note: thisisjust the input to the method)
— More incomplete years will have greater variance
— Consistent with the Cape Cod approach
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Changesto the Formula for Loss Ratios

Non-normal errors and multiplicative changes per year: Do NOT use
a log-transformation

— Difficult to determine the weights per year

— Would not be consistent with the Cape Cod method

— Requires a messy bias correction
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Changesto the Formula for Loss Ratios

Non-Normal Errors:

— Instead of calculating the likelihood using a normal distribution, calculate
the likelihood using a Gamma distribution as well. Then take a weighted
average of the log-likelihoods.

— For each year, convert the variance to a coefficient of variation by
multiplying by a new parameter

— Using the expected mean and coefficient of variation for each year,
back into the Gamma parameters and calculate the Gamma likelihood

— final log-likelihood = (p / 2 ) Gamma log-likelihood + (1 -p /2 ) Normal
log-likelihood (where p = Tweedie power, often 1.67)

— This comes close to approximating a Tweedie and is much simpler to
Implement
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Changesto the Formula for Loss Ratios

Multiplicative Changes per Year:

— If anormal distribution is used, the year-to-year changes are assumed to
be additive

— If a Gamma distribution is used, the year-to-year changes are assumed to
be multiplicative (since the standard deviation, which is related to the
magnitude of the error, is proportional to the mean)

— If a“Tweedie” is used, the year-to-year changes are assumed to be in
between additive and multiplicative

— To make them multiplicative, for the variance of the year-to-year changes,
use this instead:

QXLR"(2-p)
Where LRis the loss ratio estimate for each year before considering the
year’s experience and p isthe Tweedie power
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Final Formulas

Refer to the paper
- (Note that K=Z, and is called the Kalman Gain)

- Or just use the spreadsheet on the CASwebsite
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Application of Method

- Apply this method to the Chain Ladder ultimate loss ratios
per year

- Volume for each year = Used Premium

- The result isthe true expectation for each year (which
may be different from what actually occurred, due to
random fluctuation)

- Use thisresult in a BFmethod, since the expectation is
that the remainder of the year will develop according to
this expectation
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Credibility Weighting Between BFand CL

- Since credibility is given to the year itself as well, this method can also
be thought of as a credibility weighting between the BF and Chain
Ladder methods

— When full credibility/smoothness is indicated (Z =100% for all
years)

— The results of the method will match the Chain Ladder
indications

— Performing a BF using this is equivalent to the Chain Ladder

— Is no credibility/smoothness is indicated (Z = 0% for all years)

— The result will be the weighted average of the Chain Ladder loss
ratios with weights equal to the used premium

— Thisis equivalent to the BF method
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Thisis all great, but it won’t work

 Actual experience is often too volatile to accurately estimate the
required parameters (depending on the data..)

This procedure requires more data points than typically used in the
reserving context

25



Robustifying the Method

- Smple solution: use quarterly data, especially if <20 years (?) of data
are being used
— Increases the number of data points four-fold
— If seasonality by quarter may be a factor, this can be incorporated
(and even credibility weighted) similar to a predictive variable
(discussed later)
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Robustifying the Method

Use “Bagging” (Bootstrapped Aggregation)

Borrowed from machine learning

Perform multiple iterations of the method, each time including only
a fraction of the data

(To skip a point, just set the credibility to O, but still include in the
likelihood)

The final indicated a priori loss ratios are then calculated as the
average loss ratios across all of the iterations

Each iteration will receive a varying amount of smoothness, and
averaging across all of these produces a much more stable and
reliable result

Using 2/3 of the data each iteration and 50 iterations seems to
perform well
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Bagging Example

The first 10 runs (from another example) as well as the run that resulted in
the most amount of smoothness (highest Z) are shown as dotted lines

Many (17/50) runs resulted in no smoothness (Cape Cod, Z = 0%)
The solid black line is the average across all runs

The key to bagging is that it takes advantage of an unstable method and uses
it to produce an overall better result
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Now We’re Ready
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Running the Example
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But with quarterly data, we decide on about 0.6 (D) for this example
(although this method is not really the same as exponential smoothing)
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Bag Results
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Example 2
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Answer 2
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Bag Results 2

_ €OYT07
 TOVT07
 €DETOT
 TOETOT
 €07107
 TOTT07
 €01T07
 TOTT07
 €00T07
 TDOTO?
 €06007
 TD6007
_ €08007
 TD8007
 €0£007
 TDL007
 €09007
 TD9007
 €05007
 TDS007
 €0v007
 TOV007
 €0£007
 TDE007

110.0%

100.0%

90.0%

80.0%

70.0% -

60.0%

50.0%

40.0%

34



Example 3

190%

170% A FE

150% R
4 e

130%

.............. Observed

Observed - Yearly

Cape Cod
Exp Smooth (0.5) ====Exp Smooth (0.75) == == Exp Smooth (0.9)

= ===Exp Smooth (0.95)

A) S=1 (CC) D) S=[0.75,0.9)
B) S=[0.95, 1) F) S=[0.5,0.75)
C) S=[0.9,0.95) F) S=1[0, 0.5) (CL)

Simulated Data



Answer 3
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Bag Results 3
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One Last Example —Lower Volatility
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One Last Example —Lower Volatility
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Bag Iterations
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Incorporating Predictive Variables

The Kalman Filter also allows for predictive variables, such as the
state of the economy or the market cycle, to be incorporated in the
process

* Modified formulas are shown in the paper to account for the
changes in the expected values and variances

- Can also be thought of as a regression equation with a varying
intercept
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Incorporating Predictive Variables

- As a simple example, use the year as a predictive variable to
estimate trend, but also allow for additional changes by year
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Credibility/Stability For Predictive Variables

Add credibility weighting for categorical variables and stability to
numerical variables by applying a penalty for larger coefficients

Use a Ridge Regression type methodology

Add thisto the total log-likelihood:
— > log(Norm( Coef(i), O, Penalty Variance ) )

Values further away from 0 will lower the likelihood, thus the
maximization routine will cause the coefficients to be “pushed”
towards 0 based on their amount of credibility

(With this method, all values of a variable should be assigned
coefficients)



Credibility/ Stability

- The same Penalty Variance is usually used for all variables

- For thisto make sense, all (hon-dummy) variables should be
standardized first to set them to the same scale

— (X-Mean )/ Standard Deviation (if no dummy variables)

— Or, if dummy variables are being used aswell: X/ (2 x
Standard Deviation ) (Gelman 2008)

* Using this method improves the performance of predictive
variables and also lessens the effect of non-predictive variables
that were accidentally included



Credibility/ Stability

Solving for the Penalty Variance

 Use cross validation to solve for the Penalty Variance:
— Test various candidate variance values
— For each, fit the model on a fraction of data

— Use the remaining data to calculate the error: (sum of squared
error divided by the mean to the Tweedie power)

— Repeat several times to add stability

— Use the same fit and test fractions - this greatly decreases the
number of iterations needed

— Hopefully, a nice curve should result - otherwise, more
iterations may be needed

— Select the variance with the lowest test error



Multiple Lines of Business

* Multiple lines of business can be ran together leveraging the same
variance parameters, but allowing the starting loss ratios to differ

* Going one step further, credibility weighting between the starting
loss ratios can be performed as well

- Similar to credibility for predictive variables, add a penalty term to
the total log-likelihood for each line:

— > log( Norm( LR(i), Complement LR, LR Between Variance ) )
— (The Complement LRis added as an additional parameter)

- The “LR Between Variance” can be solved for using Buhlmann-
Straub, or more ideally via cross validation (as shown previously)



But, this also doesn’t work...

- The problem with this credibility weighting method is that
“pushing”the initial loss ratio estimates towards the mean, but
then letting them vary freely afterwards often generates results
that deviate outwards away from the mean with time, even if this
IS not the case
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Solution

 Instead of applying the credibility penalty to the starting loss
ratios, apply it to the ending loss ratios

* These ending loss ratios can be considered the midpoint, since
they are the starting point of the back-smoothing iterations

- This is statistically justified by pretending that we are inverting the
Bayesian credibility equation...- see the paper

- This method produces better results that do not artificially deviate
either towards or away from the mean

48



Additional Misc. Notes

* Applying this method to frequency and severity separately can
often do a better job of capturing the true signal in the data

- The Kalman HRlter is able to solve for a vast array of flexible time
series models. This method only scratches the surface.



Conclusion

- Estimating expected loss ratios per year with volatile data can
often be a confusing and difficult task, subject to a large degree of
judgment

* The goal of this paper isto hopefully improve this process by
lending support from modern statistical techniques without losing
the simple and intuitive nature of the Cape Cod method



Questions ?
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