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Antitrust Notice
• The Casualty Actuarial Society is committed to adhering strictly to the letter and 

spirit of the antitrust laws. Seminars conducted under the auspices of the CAS are 
designed solely to provide a forum for the expression of various points of view on 
topics described in the programs or agendas for such meetings. 

• Under no circumstances shall CAS seminars be used as a means for competing 
companies or firms to reach any understanding – expressed or implied – that 
restricts competition or in any way impairs the ability of members to exercise 
independent business judgment regarding matters affecting competition. 

• It is the responsibility of all seminar participants to be aware of antitrust 
regulations, to prevent any written or verbal discussions that appear to violate 
these laws, and to adhere in every respect to the CAS antitrust compliance policy.
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Poll Questions

Poll 1: Have you ever done a GLM analysis in pricing? 

• Yes
• No

Poll 2: Have you ever done a Machine Learning analyses?

• Yes
• No
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Generalized Linear Models

https://www.casact.org/pubs/monographs/papers/05-Goldburd-Khare-Tevet.pdf

With increases in computing power and 
access to big data, actuaries have in fact 
been using GLMs in the insurance rating 
process for many years. 

The use of GLMs for classifying risks and 
rating personal lines business has increased 
tremendously in recent years and has spread 
to commercial lines business as well.



A Quick Overview of GLM

Three components of GLM

• Link Function: a monotonic differentiable function 

• Response variable Y: has a distribution in exponential family

• Linear component: 𝜷𝜷𝟎𝟎 + 𝜷𝜷𝟏𝟏𝑿𝑿𝟏𝟏 + 𝜷𝜷𝟐𝟐𝑿𝑿𝟐𝟐 +𝜷𝜷𝟑𝟑𝑿𝑿𝟑𝟑 +𝜷𝜷𝟒𝟒𝑿𝑿𝟒𝟒 + ���
𝒈𝒈 𝑬𝑬 𝒚𝒚 = 𝑿𝑿 𝜷𝜷

Key focus for modelers:

• To find the explanatory variable which has strong predictive power

• To explain the model results with acceptable level of credibility
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Pros and Cons of GLM in Pricing
Pros

• Well established: literature, regulatory acceptance, software, etc.

• Empirically tested: do find significant signals in insurance data

• User-friendly: adapt easily to rating manual and relativity concept 

Cons of GLM:

• Assumptions: assumptions, as link function, error function, underlying GLMs 
may not hold.

• Interactions: there is no systematic way to find all the relevant interactions.



Machine Learning

https://www.information-age.com/artificial-intelligence-fourth-industrial-revolution-123475170/

Machine learning is already all 
around us, unlocking our 
phones with a glance or a touch, 
suggesting music we like to 
listen to, and teaching cars to 
drive themselves, etc.

Artificial Intelligence (AI) has 
been described as the ‘fourth 
industrial revolution’.



What is Machine Learning?
Machine learning (ML) is the scientific study of algorithms and 
statistical models that computer systems use to perform a specific task 
without using explicit instructions, relying on patterns and inference 
instead. It is seen as a subset of artificial intelligence. 

Machine learning algorithms build a mathematical model based on 
sample data, known as "training data", in order to make predictions or 
decisions without being explicitly programmed to perform the task.

In its application across business problems, machine learning is also 
referred to as predictive analytics.

Reference:
https://en.wikipedia.org/wiki/Machine_learning



GLM vs. Machine Learning
• Methodology: Regarding prediction, GLM and machine learning can 

solve mostly the same problem from different perspectives.

• Assumptions: much less assumptions are needed for machine 
learning methods.

• Predictability:  it is generally believed machine learning is superior 
than GLM.



A glance of ML algorithms
The types of machine learning algorithms differ in their approach, the 
type of data they input and output, and the type of task or problem 
that they are intended to solve.

Supervised learning algorithms： build a mathematical model of a set 
of data that contains both the inputs and the desired outputs.

Unsupervised learning algorithms： take a set of data that contains 
only inputs, and find structure in the data, like grouping or clustering of 
data points.

Reference:
https://en.wikipedia.org/wiki/Machine_learning



Random Forest (RF):

https://www.quantinsti.com/wp-content/uploads/2019/03/Random-Forest-Algorithm.jpg



Gradient Boosting Machine (GBM)



Modelling Tools

• R  packages
• Python scikit-learn
• H2O
• Xgboost
• Spark MLlib
• Vowpal Wabbit



Case Studies 

2/3 of the winning solution in Kaggle competition use GBM



All State Claims Severity



Kaggle Competition Ranking

Reference:
Dr. Ji Yao’s unpublished research.



Winning Models
• #1st Place Solution:

– w1*NN1^w2 + w3*NN2^w4 + w5*XGB1^w6 + w7 - weights optimized by using optim (Nelder-Mead) in 
a 1-fold manner => apply weights to test predictions => average 10 test predictions for 10x optimized 
weights.

– If NN1 < w1 , then w2NN1^w3 + w4 Else if NN1 > w5, then w6NN1^w7+ w8 Else NN1

• #2nd Place Solution:
– Level 1: The main ones were XGB and Keras NN (all of them with 4-6 bags)
– Level 2: mainly trained XGB and Keras NN models, with different params, but also included linear 

regression with different target transformations, random forests and gradient boosting from sklearn
– Level 3:  quantile regression from statsmodels package

• #3rd Place Solution:
– I ended up with using XGB and Keras exclusively for my final solution, which is an

ensemble of around 100 base models (70% XGB & 30% Keras models). The test set predictions have 
been generated by a 20-times bagged Keras model with one hidden layer as stacker at the 2nd level.

https://www.kaggle.com/c/allstate-claims-severity/discussion



Start with Titanic Modeling

https://www.kaggle.com/c/titanic/data



Influence of variables



Overfitting --- Number of Iterations

gbm.perf(object, plot.it = TRUE, oobag.curve = FALSE, overlay = TRUE, method)



Lift Graphs --- GLM vs. GBM

Reference:
https://www.casact.org/education/spring/2016/presentations/C-9.pdf, & Dr. Ji Yao’s unpublished research.

https://www.casact.org/education/spring/2016/presentations/C-9.pdf


Summary of the Study

All models are wrong, but some are useful.
George Box



Compare the Methods for Insurance Application

Reference:
Dr. Ji Yao’s unpublished research.



Which Algorithm is the best?

Reference: 
https://www.youtube.com/watch?v=9GCEVv94udY

As the tasks and loss 
functions vary by context, 
the development of 
machine-learning 
methods has been 
relatively more problem 
specific.



Deep learning might be the next hot topic
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