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1 Introduction

The author intends to outline and clarify a basic application of mixed distributions. The equa-
tions are based on a life insurance publication written more than fifty years ago. By a change in
perspective, the same model can be applied to workers compensation insurance for the fitting of
probability density curves to a mixture of injury typesﬂ

The original life insurance research paper did not consider workers compensation as an appli-
cation; we can in the following way. Our example will be cash flows and their stopping times for
different workers compensation and employers liability injury types. In this model, the cash flow
stops or fails when the claim is closed. The WC and EL application is not necessarily based on
mortality tables. The claim can close when the employee is healed and returns to work.

It should be noted that although mixed distributions are in use countrywide for workers com-
pensation business, the application described in this paper may or may not be the same as the
countrywide model.

The basic equations for the life insurance model are taken from statistical methods in the testing
of failure rates. The failures can be due to a variety of causes. As one example, think of a group of
cohorts in health insurance, each group of claimants having a certain illness. As another example,
think of a population of automobiles, each failing due to a mechanical failure, electrical failure or
normal deterioration.

First, we address basic notation.

Consider a mixture of failure sub populations. Denote the number of sub populations by the
variable s. There will be s=5 different types of claims in our model and Employers Liability claims
also, in a separate 6th sub population. Let r; be the number of units belonging to the i*” sub
population. For example, the first sub population contains r; units, the second sub population
contains ry units, the i*" sub population contains 7; units, and the last sub population contains r
units. Given a random sample of n units, the failure of 71 units is due to cause (1), 79 units fail
due to cause (2), and so on up to 7.

1»Estimation of Parameters of Mixed Exponentially Distributed Failure Time Distributions from Censored Life
Test Data” by William Mendenhall and R.J. Hader Source: Biometrika Vol. 45 No. 3/4 (Dec., 1958) pp. 504-520

Casnalty Actnarial Society E-Forum, Fall 2012


esmith
Typewritten Text

esmith
Typewritten Text

esmith
Typewritten Text

esmith
Typewritten Text

esmith
Typewritten Text

esmith
Typewritten Text


A Note On Mixed Distributions

A random sample of n units is tested up to time ¢ = 7. Then ¥j_; r; = r is the total number of
units failing before time T" and (n — r) units which can’t be identified as to sub population survive
the test. The data is similar to censored life data.

In visual terms, think of the size of loss distribution as a matrix. Column (1) shows the fatalities,
column (2) shows permanent total claims, column (3) all permanent partial, column (4) temporary
total, column (5) medical only claims; here an additional column (6) will be included for Employers
Liability. The rows of the matrix are the loss limits. The loss limits can start as low as 5,000 and
end as high as 10,000,000. Note that the subscript i refers to the columns, the sub populations.

The matrix is populated with the number of claims by injury type whose ultimate payout is
the size of the loss limit. The cash flow stops or fails when the claim is closed and the loss has
reached a limit. We make one assumption to adapt property and casualty insurance to this model,
that the claim incurred amounts increase with time. We’ll ignore subrogation or other types of
reimbursement. In other words, the claims are at their ultimate value. Recall from page 2 that the
survival function G(x) accounts for IBNR claims.

Back to notation.

Denote the failure times for the i*" sub population by t;j. Then the r; claims which close in
sub population (1) can be ordered as ti1, t12,..., tij,..., t1,,. In other words, there are r; claims
in sub population (1) and they close in a certain order in time. The ry claims in the second sub
population can be ordered as t21, t22,..., t2j,..., tar,. The it sub population contains r; claims
ordered as t;1, ti2,. .., tij,- .- Lir,-

Let the sub populations be mixed in proportions p1, ps,..., ps. The p; are constants.

n!

Note that the number of different ways the claims can be ordered is:
rlral ool ool (n = )]

To simplify the computation, define a new variable z;; = t;;/T. Recall that T is the total
allotted time for the experiment and that the ¢;; are times to failure for each individual cash flow.
Necessarily, each t;; is less than the total time 7". Then each z;; is less than unity.

Now consider an arbitrary cumulative distribution function F;(x), the associated density func-
tion f;(z), and the survival function G;(z) = 1 — F;(x). This general CDF can be either the expo-
nential, the Weibull or the log normal distributions. Let F(x) = ¥7_;p;Fi(z) and G(z) = 1 — F(x).
In the model below, the survival function G(x) will account for the IBNR claims.

It should be noted that we are accustomed to thinking of F/(1) = 1 and G(1) = 0 for F(z) and
G(x) valued at = 1. Here it isn’t true because the z;; have a maximum value of unity

As an example, consider the exponential distribution: F;(z) =1 — exp[—z/f;]

G() =1=X_pFi(1) = 1= X3, pi + 5o exp[(=1/5:))] = Ei_y expl(=1/51)]

since ¥¢_;p; = 1. Thus G(1) is not equal to zero.
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A Note On Mixed Distributions

2 The Basic Theory

We consider an arbitrary cumulative distribution function in this section. The calculation of
the likelihood function will be clearer without specific detail. Some of the terms in the numerator
and denominator of the likelihood function will cancel. The cancellations will be seen more clearly
if detail is left out.

In Sections 3, 4, and 5, we consider examples of the mixed exponential, the mixed Weibull, and
the mixed log normal distributions. The basic theory holds for an arbitrary CDF.

We need:
1. The probability of the ordered sequences of failure times,
2. The joint probability density functions,

The conditional probability of the ordered observations,

The likelihood function, and

oro W

The maximum likelihood estimates of the parameters.

The formula for the probability of the ordered sequences includes the number of possible ordered
sequences, the probability of failure for claims in each of the sub populations, and the survival
probability at time T for claims still open at the end of the experiment. The probability is evaluated
at time « = t/T for t = T. The value of x is then z = 1.

Given a random sample of n units comprised of i sub populations and total number of claims
r=r1+7re+...+7;+...4+ 715, the probability that r1 units will fail due to cause (1), that o units
will fail due to cause (2), that r; units will fail due to cause (i), and that (n — ) units will survive
the test is given by a multinomial distribution.

Denote the above probability by P(ri,ra,...,7s|n) then for z = 1 at time T

n! - r; (n—r)
P(ri,79,...,7sn) = T g1 il;[l[piFi(l)] [G(1)] (1)
At this point, the reader may want to review the joint density functions of order statistics.
Good references may be found in the CAS Exam 1 syllabus. Recall that the joint probability
density function is equal to the product of the density functions if and only if the random variables

are independent.

Now we select the i*" sub population conditional on the event that there are r; claimants in
that sub population in order to derive a likelihood equation.

Denote the conditional probability distribution by P(x;1, 2, ..., Zir|7:) and the conditional

probability density function by p(x;1, g, ..., Tir,|75)-
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For the i*" sub population the joint density function for the ordered statistics conditional on
the probability of r; claimants in the i*” sub population at the end of the experiment is:

pit, @i o i r5) = 2 [ fioig) [IF (D)

j=1

The joint conditional density for all of the s sub populations is the product of the s sub populations:

[Ttk = LT I o 0 @

The likelihood function is the product of equations (1) and (2) above:

p(r17r27 .. ,Ts‘n) Hle p(xi17x’i27 eeey miri Ti) =

2 o AP (6 Tt [T )10
s Ti=1 =1 =1

’I"l!’l"g!...

Notice that the terms [F;(1)]" in both numerator and denominator cancel. The same is true for
the product of the r;!.

We are left with the likelihood and the log likelihood functions:
TL' - T < —r
L= mﬂpill—[ﬁ(%)[G(l)}(" ) (3)
Ti=1 j=1

InL =1In T+ Yiapt + X375 In fi(zy) + (n — ) In[G(1)] (4)

n!
(n—r)

The p; will be redefined here to clarify their relationship in the curve fitting process. It’s
important to note that there is no effect on the model or the calculations. As we will see in the
maximum likelihood examples below, redefining the p; clarifies that the most weight in the tail is
given to the serious injury types. For instance, at some point in the actuarial data, the proportion
p2 of permanent total claims dominates the other injury type weights. Stay tuned...

Thus, we define a new functional form for the proportions p;. Define p;(x) = p;G;(x)/G(z) for
G(z) the survival function as defined in the Introduction above. The proportions of the injury type
curves now depend on the survival function. Define k; = p;(1) = p;G;(1)/G(1).

At this point, maximum likelihood estimates will be computed for specific examples. The MLEs

depend on the number of parameters in the distribution and we continue with specific forms of the
equations.
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3 The Mixed Exponential Distribution

Take the case of the mixed exponential distribution with s = 2 sub populations.

__ . n!
The number of distinct sequences of claims is —————
rilral(n —r)!

The density functions are fi(z1;) = (1/61)exp|—(z1;/61)] and fa(x2;) = (1/B2)exp[—(z2;/52)]
The CDF's are Fy(z1;) = 1 — exp[—(x1;/61)] and Fy(zg;) = 1 — exp[—(x2;/52)]
The survival functions are G (x1;) = exp[—(z1;/61)] and Ga(x2;) = exp[—(z2;/52)]

Given a random sample of n units comprised of two sub populations and total number of claims
r = r1 + 79, the probability that r; units will fail due to cause (1), that ro units will fail due to
cause (2), and that (n — r) units will survive the test is given by a multinomial distribution.

Denote the above conditional probability by P(r1,72|n) then for z = 1 at time T

n!

P(ry,raln) = [p1F1 (1)) [p2Fo(1)]2[G(1)]) "7 (5)

rilral(n —r)!

The joint distribution in this example before conditioning is given by the product of the fi(z1;)
and the fa(xza;) for the two sub populations ¢ = 1,2 and for all j.

For the 1°¢ and 2™¢ sub populations the respective joint conditional density functions are:

p(T11, 2125 ooy T1py [11) = 71! H fi(zy) /[P (L)) (6)
p(T21, 722, ..., T2r, [12) = 72! H fa(zo5)/[F2(1)]™ (7)

Taking the product of the above three equations (5), (6) and (7) yields the likelihood function and
the log likelihood function:

2

' S T1 T2
L = p(ry,valn) [ ] p(@i, @2, oo i 1) = ﬁ [Ip0 I f1@n) I fetazpicu)™=" ()
Ti=1 j=1 j=1

i=1

InL =In ! + X rinp; + 301 In fi(@15) + 272 In fo(we;) + (n — ) In[G(1)] (9)

(n—r)
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In order to derive maximum likelihood parameters, start by taking the partial derivative of the
log likelihood function with respect to the first parameter.

n!
dln ——
omL " Tm—n  , Orinp, g QW fi(e1) | o Ol folwsy) | O(n—r)[G()

0B, 0B, =B, = 9B, = 9B, B,

(10)

Note that the first term in equation (9), the factorial, is a constant. The derivative of a constant is
zero and the first term in equation (10) will disappear. The same is true for the second term since
the p; are constants. The derivative of the function f>(z2;) with respect to £, will also disappear
since it is a function of 5 but not J;.

The following terms in the derivative of the log likelihood function with respect to 31 remain:

OlnL o Oln f1(z1,) 0In[G(1)]
=y DT (g ) A 11
861 =1 8ﬂ1 ( ) 861 ( )
Consider the first term in equation (11):
fiens) = 5 espl~(522)
1) = g KPIT,
oy
lnfl(xlj) = —lnﬁl — i
1
81nf1(x1j) _ _i T ‘Tﬁ
aﬁl 61 ﬁ%
r 8111 fl(xlj) r 1 r xlj T 1 r xlj
v ZEIV) ey ey 2y 2L e (24
=1 8ﬁ1 j=1 (61) + ]:1( ,812 ) ﬁl +( ,812) j:l( 1 )
r 8lnf1(x1j) T1 1\ —
Yl ————"=——+4+(=)T 12
7j=1 861 ﬂl (,8%) 1 ( )
where 7 is the average of the r values z;.
Consider the second term in the derivative of the log likelihood equation:
2 1n[G(1)] o[l - 52 p (1) (n—7)(p1/B7) expl—5]
(n—r)T:(n—r) 5 = T T (13)
5 2 (1 exp[—5;] + p2 exp[—5;])

Substituting these results, equations (12) and (13) back into equation (11), we have so far:
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(n—r)(p1/B7) expl— 7]
(p1 exp[— 5] +p2 exp[— 5. )

OlnL _ 71 1\~
o = —E T (F)n+

To see the results more clearly, define the variable:

(p1) expl— 2]
(1 ool 2] + pa x| L] (4

ky =

Then we have the result:

OlnL  kin—7r) 1 ra

- — 15
05, & AT A 1
We can compute the derivative with respect to B3 in a similar way:
OlnL 7y n (T—Z)x‘ + (n—r)(pz/ﬁﬁ)exp[—g%]
08, B B (prexp—E] + paexp[— )
And since
1/B4] p2exp[—1/Bs]
ky = (1— ki) =1— PLOXD| 16
2 ) = G a1 /B ]+ peesa[ /B resp[ 1/ + paexp[ /3] )
we can then write:
OlnL (1—k)(n—7r) 712  7omn (17)

By 33 B B

There remains one more derivative to take before setting the above derivatives in equations (15)
and (17) equal to zero and solving for the optimal parameters. Note that there is a constraint in
the system that the proportional amounts p; add to unity when summed.

Recall from the introduction that the p; will be redefined:
pi(z) = piGi(z)/G(z), that p;(1) = p;G;(1)/G(1), and that 1 = 37_;p;.

Recall also that for the exponential distribution: F;(x) =1 — exp[—z//;]

Then, for the case of two sub populations where s = 2:

1 1
G(1) =1-S2_piF(1) = 1-%2_ p;[1—exp[—x/B]] = 1= p;+57_  p; exp[— 3 —]=%p; eXp[*E]
(18)
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L pG()  pll-F)]  piexp—z]
k’i = pz(l) = G(l) = G(l) = 212:1]% exp[—é] (19)

Before calculating the maximum likelihood equation in its entirety, firstly consider the term in the
log likelihood equation (9) that involves G(1). Utilizing equations (18) and (19):

OlnG(1) 1 0l=—pF(1) —pFo(1)] 1L Ol=piFi(1) — (1 = p1)Fa(1)]
Ip; 1-F(1) opy 1-F(1) Ip;
dG() [FRM+FROL)]  eplg)-ep-5) ki ke 20)
p, 1-F(1) D1 exp(fﬁ—ll) + p2 exp(—é) p1 P2
Now we’ll compute the entire equation for % to reflect the constraint in the system of two sub
populations.
OlnL 0lnG(1 oryl Org In(1 — k k
n :(’I’L—T) n ()+ 1 Ilpl+ T2n( pl):(n_r)[il_j_’_ﬁ_g (21)
Ipy dp, Ip, oy p1 P2 p1 P2

Gathering the terms together from equations (15), (17), and (21), we can state that the system of
maximum likelihood equations for two sub populations is the following. Each of these equations
will be set to zero to derive the optimal set of parameters with a constraint:

dlnL _ ki(n—r) r 4 migy

9B, Je; B

dlnL _ (I=k)(n—r) 1y T2T2
a8, B2 , T B3 0

85;1L:(n—r)[h—k—2]+r—l—r—2:0

At this point, let’s review which of the quantities are known and which are unknown.

The quantity n is the total number of cohorts in the population. The quantity r is the total
number of known claims at the end of the experiment ¢ = T. The quantities r; and ry are the
number of known claims in the first and second sub populations respectively. The quantities &; are
the average values of the claims in each sub population. These are the known quantities.
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The unknown quantities are the optimal 3; and the optimal p;. At this point, we have three
equations in three unknowns.

For the case of an arbitrary number of sub populations below, the seriously interested reader
can work out similar equations, following the same steps and techniques as above.

Here we state the equations for an arbitrary number of sub populations:

’I’l,' . S . S Ti
L=— ,[G(l)}( )Hpil HHfi(l‘ij) (22)
(n T)‘ i=1 i=1j=1
|
I =l o (0= ) WG]+ S + S S I o) (23)
OlnL 8IH[G(1)] s Oln fz(.iﬁz]) ]{11(7?, — ’I") T TiT;
o5, """ a5 TV o R
OlnL OlnG(1)  Or;lnp;  Orgln(l — Etllpi) ki ke, 1T T
=Mn-r + + L =n—-r)———]+———=0 (25
Ip; (=1) Ip; Ip; Ip; ( )[pz- ps] pi Ds (25)

Note that the equation for 361% holds for ¢ = 1,2,...,(s — 1). The partial derivative with respect
to ps has been eliminated by the constraint ¥3_,p; = 1.

4 The Mixed Weibull Distribution

The probability density function, cumulative distribution function, and survival function for the
Weibull distribution differs slightly in the exponential. Each of the functions is shown below.

The Weibull density functions are fi(z;;) = (c;/B:)(wij/B:) ¢ Vexp[—(z1;/51)%]
The Weibull CDFs are F,L' (.CCZJ) =1- exp[—(xij /ﬂz)cl]
The Weibull survival functions are G;(x;;) = exp[—(52)”] and G(1) = 33_, p; exp[—(1/5:)]

The likelihood and log likelihood functions are the same as before but the exact form of the
density and survival functions will differ:

n'

ri) = m [Tim 27 T TGS fila) (G

L= P(Tl, ro,... 77“z‘|71) Hle p(xilaxi% ooy Ty

n! e
InL =1n m + 35y Inp; + X550 In fi(245) + (n—7) In[G(1)]
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The derivatives with respect to §; and p; for both the Weibull and the exponential are similar
and will seem familiar to the reader. However, as we will see, the derivative with respect to ¢; is
very different for the Weibull than for the exponential. In practical terms, the implementation will
be more difficult.

Firstly, we’ll take the derivative with respect to 5;:

OlnL
0B, n

9 1n[G(1)]
05,

d1n fi(wi5)
0B;

(n—r) + E;"Zl

(n—r) OXi_1pi CXP[‘(%)Q]

57 e — B + (e — ) (Inaiy — n B) — (S2)=]

T1-F(1) 9B, =198, Bi
PN D) epl—(2)] 1 a1, e ay
=(n-r 2 e+ X = — + (=) (=)
= S5 ipiexpl—(5")] =l Bi ( Bi ) (ﬁi)( Bi )
As before, define
b — Di exp[—(ﬁ%)ci]
T eXP[—(g%.Ci)]
Then:
OlnL ckiln—r) ¢ c e
08, ~ g g (26)
Secondly, we’ll take the derivative with respect to ¢;:
OlnL 0In[G(1)] s OIn fi(xi;)
dc; (n—=7) c; e Jc;
_ (n—r) dIn %2, p; exp[—(5)%] v O o o oy (Tije
=1 F) ac. + X0 ac, Mne; —Ing; + (¢; — 1)(Inz;; —InB;) — ( 3, )]
1 piexp[—(5-)] L1 i 7
=(n-—r)(=)"(ng; e Y [+ (Inxy; — InB;) — (22)% In(=L
( )(ﬁi) (In 3;) penl (1] ],1[@ (Inzs; —In ;) (&) (/Bi )]
— ()N (B £ T — I By + 57 g — () (%
=(n r)(/{:l)(ﬁl) (InB;) + . riln B + X5 [Inw; (ﬂz )% In( 3, )] (27)

10
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The derivative of the Weibull with respect to p; is similar to the exponential since the density
function is not a function of p;.

OlmL  ~  0lmG()  Irilnp; Orsln(l - Y5 i)
Ip; = (=) Ip; - Ip; " Ip;
ki ks T Ts
=n-r)——-—]+—-—-— (28)

Dbi DPs Di Ds

Here we summarize the maximum likelihood equations for the mixed Weibull distribution, referring
back to equations (26), (27), and (28):

OlnL  ckin—r) ey

aB; P! Bi

C;

i+1
Bt

+(

T Ci
)ijlxij

Tij Zij

(n— r)(ki)(l_)ci (In 3;) + Q —riIn B + X Inag; + ( 5,

aci Bz C; ﬁz )Ci ln(

)]

Again, note that the equation for aalnL holds for i = 1,2,...,(s —1).

i

5 The Mixed Log Normal Distribution

Each of the probability density functions, cumulative distribution functions, and survival func-
tions for both the normal and the log normal distributions will be shown below for easy reference.

The normal density function is given in the standard notation:

o(t) = exp[—t?/2]

1
V2T
1
By a change of variable, replacing ¢ with w = (t — ) /o and replacing dt with dw = —dt, the normal
o

density function is:

o) = = exl-
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1
By a different change of variable, replacing ¢ with w = (Int — p)/o and dt with dw = t—dt, the log
o

normal density function is:

SR = \/%Texp[— S P LA L

1

= (1) (29)
o

Now consider the normal distribution function, which is the integral of the density function:

®@:/IWW:£ﬁf¥w“m%

Continuing in our notation with the change of variables above:

oy (wij—pi)/oi 1 Wi
w2t | st =— [ o

g; — o0 0i J—00
lnxi‘ — (Inxij—pi)/o; 1 wij 1
e oltydr =+ [ Lottt (30)
K3 — 00 K3 —00

Notice in the first equality of each of the two equations immediately above, that the integrand is
the same as that for the normal distribution. What has changed is the upper limit of integration.
In practical terms, to calculate the value of the log normal distribution function for a given value
of x;;, compute the value of w;; = (Inz;; — p;)/0; and then look up w;; in a table for the normal
distribution. No additional tables are necessary for the log normal distribution function.

The survival function for the normal distribution is known as the Q-function in engineering
textbooks. The survival function for the log normal distribution is expressed similarly:

Qx) = / o(t)dt = \/%/ exp[7t2/2] dt =1— ®(x)

Tij — iy [ 1 /Oo (—t2/2] 7, _ Tij — i
Lig — iy Dt = —— ex dt=1—;
Qe th = | o= [ e ey

gi Tij—pi)/ o gi

Inz;; — py > 1 > 279 Inz;; — ps
chgiggf)::/ ¢@Mt:4——i/ expl =t /A dt =1—-®;(—2L—=1) (31)
( V2T J(nwi;—ps)/o: i

Inwi;—pi)/os gi

We’ll continue the derivation focused only on the log normal distribution. The likelihood and log
likelihood functions are the same as before but the exact form of the density and survival functions
will differ for the log normal.

12
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Recall that equations (3) and (4) give us the likelihood and log likelihood functions for the general
mixed distribution. In the standard notation for the log normal density and distribution functions,
the analogous equations are now:

4

1>(#iwﬂmﬂIﬂw“?;“w@’%wT> (32)

i=1j=1

n! s s i lnxij — Mg — s
7(71 i + Xy Inp; + X7, X0 In ¢(T) + (n—7r)In[Q( p

InL=1In ) (33)

Where, as before: ®(x) = Xi_p;P;(x) and Q(z) = 1 — ®(x).

The partial derivatives are taken with respect to the variables y; and o;. As before, the deriva-
tives of the first two terms in In L vanish when the partials are taken. The first two terms in In L
contain factorials and the variables p; but not the variables u; and o;.

In Tij — Mi — s
Ol 0 gy (— 2 —E) omQ(—1))
gnL v Ti +(n— 7“)70Z (34)
op; 7 O, o,

7 (3

Consider the partial with respect to u; of the density function in the first summation. By the chain
rule:

Inwz;; —p; Inz;; —
A, o Inag; — ou,; o Inag — Vor 2012 P 2022
H(———) P(———)
o; g;
Inx;; —
o1 .Y B i
o, o?
) (Inzi; — p;) )
since the term ¢(—————=) cancels from both the numerator and the denominator.
05
Similarly, for the partial with respect to o;:
Inz;; — p Inz;; — p
81n¢(70i ) 1 3¢’(T) 1 1 ][(lnxij _ M)z]e [—(lnxij _ Nz‘)Q]
— = X
do, ¢(1H$ij - ,Ui) do, ¢(lnxij - ,Ui) Vor o} P 202
Oi op
13
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Inz;; — Hiy
oi _ (g — w)?

= 3
do; o;

0ln ¢(

(36)

Before proceeding, recall the operation of differentiation under the integral sign. Don’t feel bad
about looking it up in Wikipedia if you don’t remember the formula.

For the function F'(z), with the proper conditions of continuity and differentiability allowing us to
interchange a derivative and an integral, we have from the fundamental theorem of calculus:

b(x)
F(;v):/f(x,t)dt
a(z)
OF (z) Ob(x) da(z) "™ of(x,t)

T e e M e (37)

Now consider the last term in equation (34), the term with the survival function. We’ll see
that keeping the integrand as a function of only the variable t is a definite advantage here. If the
integrand is not a function of u; or o; then differentiation under the integral sign will be particularly
easy since the partial with respect to the integrand will vanish.

. . (=pifoi)
QUMY —1— ey =1 - w3y, / o(t)dt

oF) ok} —0

For clarity, let’s first compute:

M
2Q( o ) .\ 9 (=pi/oi)
g =S [ e (3)
Then, insert (38) into:
o Q) 0Q(—) . e/
o; 1 Ti L _ s i i (t)dt
ou; o TH op; = M Oy oo
¢ Q(T) ! Q(T) ¢

The integrand and the lower limit of integration are not functions of u;. By equation (37), the
differentiation reduces to that of the upper limit of integration:
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— i
o1
RO e m Bmfe) ., (i)
Similarly, taking the partial with respect to o;, yields:
—Hi
o1 —
") L m dmfe) g, (pifod)
) =X L ) =Xy L (40)
7 Q(—) 9% Q(—)

0 4

Gathering the terms in equations (35) and (39), we have from equation (34), the derivative of
the log likelihood function with respect to pu;:

In Tii — Mg — i
Ol O gy (— L) OmQ(—1)]
i — 27”7 g; + (TL _ 7’)701
o = o o
s 1 Inagy — py s (Pi/G
=y, DRI gy, ) (41)
i i Q(—)

Gathering the terms in equations (36) and (40), we have the derivative of the log likelihood function
with respect to o;:

lnxi’ — s — s
Ol O gy (— L —E1) omQ(—1))
gur _ e Ti +(n—r)——— %
do; =1 do; do;
s 1 Inw; — s (—pi/o?
L O R e Lt (42)
! ! Q(T)

The derivative of the Log Normal with respect to p; is similar to the exponential and Weibull
functions since the density function is not a function of p;.

aan(%‘i)
(n =)

2

n or; Inp; n OrsIn(1 — Zf;llpi)
op, op,

K2 7
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s 1 a (_HL/UL) T Ty
== / e -
g
1 (—pi/oi) - Ty
— =g [ s+ -
Q( ) —00 i Ds
g;
— Mg
®;(—)
= —(n—r)[Xi 9i i — Ts
(n—r)[Z5, J m)] P
o}
L
= —(n—7)[Z5, i Pk (43)

L-Sp pidi(H) PP

i

The maximum likelihood equations (41), (42), and (43) for the mixed log normal distribution
are a challenge. The integral in the formula of the distribution has no closed form solution. This
integral appears in both the numerator and denominator of the summation in equation (43). The
values ®(x) can be approximated very accurately for asymptotic (large) values of x. However,
equation (43) could involve several approximations at each step of the MLE iteration. Thus, the
algorithm could be lengthy. Professional optimization software is highly advisable.

6 Summary

A model of mixed distributions pertinent to workers compensation insurance is adapted from
life insurance. Maximum likelihood equations for the mixed exponential, mixed Weibull, and mixed
log normal distributions are derived for the fitting of a mixture of probability density curves by
injury type. Implementation of the model requires optimization software.
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