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Catastrophes and Workers Compensation Ratemaking 

T o m  Daley,  A C A S ,  M A A A  

Abstract: The CAS Statement of Principles Regarding Property and Casualty Insurance Ratemaking states that 
"Consideration should be given to the impact of catastrophes on the experience, and procedures should be 
developed to include an allowance for the catastrophe exposure in the rate.'" 

For the first time in many years, NCCI has modified the methodolo~'  used to determine a state's 
overall average loss cost or rate level indication for workers compensation. The aggregate ratemaking 
methodology was modified specifically to handle two general categories of large events for which 
workers compensation exposure exists. They are: a) large individual claims, and b) catastrophic events 
related to the perils of industrial accidents, earthquake, and terrorism. NCCI actuaries worked with a 
well-known modeling firm to determine provisions for catastrophic events on a state basis. 

This paper describes the new methodology NCCI has developed, implemented, and filed in many 
of its states. It discusses in detail how the traditional areas of aggregate ratemaking were modified: loss 
development, the tail factor, trend, selection of loss limits by state, and application of excess provisions. 

The paper also documents for the first time in CAS literature how computer modeling was applied 
in workers compensation to determine a loss cost by state. Consideration was given to the protection 
of proprietar:" trade secrets of the EQECAT modeling firm, with whom NCCI partnered. 

Keywords: workers compensation; NCCI ratemaking; NCCI loss cost filings; catastrophic events; large 
losses; TRIA. 

1 . . INT RO DUCT ION 

For the first time in many years, NCCI has modified the methodology used to determine 

a state's overall average loss cost or rate level indication for workers compensation 

insurance. The aggregate ratemaking methodology was modified specifically to handle two 

general categories of large events for which workers compensation exposure exists. They are: 

a) large individual claims, and b) catastrophic events related to the perils of industrial 

accidents, earthquake, and terrorism. 
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This paper describes the new methodology NCCI has developed, implemented, and filed 

in many of its states. It discusses how the traditional methods for aggregate ratemaking were 

modified, as well as how advanced modeling techniques were used to quantify loss cost 

provisions by state for those perils. The large loss ratemaking procedure can be described as 

one that uses reported losses capped at a given dollar threshold and adds a provision for 

expected losses excess of this threshold. The details underlying the specifics of the approach 

and the decision making process are documented in the pages that follow. 

1.1 R e s e a r c h  Context 

The focus of this research is two-fold. It addresses the use of modeling outside of 

personal lines, as well as providing an update on current workers compensation ratemaking 

methods. Current CAS literature that addresses some of the same issues include "Workers 

Compensation Ratemaking" by Sholom Feldblum, and "Issues in the Regulatory Acceptance 

of Computer Modeling for Property Insurance Ratemaking" by Rade Musulin. 

1.2 Objective 

This paper updates the CAS literature on workers compensation ratemaking techniques, 

with particular attention to recent modifications in the NCCI ratemaking methods for 

handling large claims and very- large events. To address its absence in the current CAS 

literature, this paper also discusses the use of computer modeling in workers compensation 

ratemaking. Class ratemaking considerations will not be addressed in this paper, as the 

considerations of large losses on class relativities is currently being reviewed at NCCI. 

1 . 3 0 u d i n e  

The remainder of the paper proceeds as follows. Section 2 will discuss the reasons and 

impetus for the changes made, the thought process NCCI followed, the research approach 

and results, and specific aggregate ratemaking methodology changes. Section 3 documents 

the modeling approach used for several catastrophic perils, and how the modehng of large 

events was used to estimate loss costs. 

2. BACKGROUND AND METHODS 

Prior to the 1970s, the workers compensation rates promulgated by NCCI included a 1- 

cent catastrophe provision in every" rate. This provision was eventually removed from 

ratemaking. 
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The events of  September 11, 2001, which caused the greatest insured loss in property- 

casualty history to date (that may or may not have been exceeded by Hurricane Katrina), 

brought into focus the potential that large events may have on workers compensation. 

Previous NCCI estimates of  the insured loss for the workers compensation line of  insurance 

due to the events of  September 11 'h range from $1.3 - $2.0 billion on a direct (of 

reinsurance) basis. As with so many other lines of  insurance and perspectives about risk- 

taking, the events of  that day created a compelling reason to take a fresh look at how 

workers compensation ratemaking could fund such large, infrequent events prospectively. It 

was clear that funding large events is an issue in workers compensation, and is no longer just 

an issue confined to personal and commercial property insurance. 

2.1 O v e r v i e w  o f  the Methodology Change 

NCCI revised its aggregate ratemaking approach in 2004 to more closely resemble basic 

limits ratemaking. Limited losses are calculated by subtracting the actual loss dollars for each 

claim that are excess of a given dollar threshold from the aggregate unlimited losses for a 

state. Next, the limited aggregate losses are multiplied by limited loss development factors 

(discussed later) to obtain ultimate limited losses. Trends (loss ratio and severity) are then 

calculated using these limited losses and benefit changes are applied (to the limited base of  

losses). 

Finally, the trended ultimate limited losses are divided by a factor (1 -XS), where XS is 

the Excess Ratio (described later) for the appropriate dollar threshold, resulting in total 

projected ultimate losses, for use in ratemaking. 

In the sections below the details of  the large loss procedure will be described and how 

the different aspects of  the ratemaking process and the overall rate filing are affected. The 

terms "limited" and "capped" will be used interchangeably. 

2.2 How Were Large Events Handled in the Past? 

Historically, NCCI actuaries occasionally encountered one or more large individual or 

multi-claim occurrences in past loss cost and rate filings that impacted a state's overall loss 

cost or rate level indication. The methods of  handling these claims varied from state to state. 

Treatments in filings of  historical experience that included large claims or occurrences in a 

filing included the following ad hoc approaches: 

* Making no adjustment to the reported experience for the state 

• Selecting a longer experience period (for example, three policy years in lieu of  two 
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years) 

• Allowing the large claim(s) to remain in the base losses, without applying loss 

development factors to the specific large losses 

• Removing the large claim completely from the experience period, without building 

back any excess provision 

Similar decisions were made for loss development and loss ratio trend selections. It made 

sense for NCCI to develop an approach that was standardized and uniformly applicable 

across its states. 

2 .3 G o a l s  a n d  Objectives 

The goal of this research was to develop an aggregate ratemaking methodology, which 

would provide long-term adequacy of loss costs, rates, and rating values while recognizing 

the need for rate stability, particularly at a state level. It also aided in standardizing the 

methodology for handling individual large claims in aggregate ratemaking. 

2.4 Def'ming a Large Event 

Beginning in 2002, NCCI began working with EQECAT, a division of ABS Consulting. 

EQECAT is a modeling firm that has performed modeling for the California Earthquake 

Authority, a large earthquake pool, and has performed modeling extensively used in 

windstorm filings. The perils EQECAT modeled specifically for NCCI included the 

following: 

• Terrorism 

• Earthquake 

• Catastrophic IndustrialAccidents 

Naturally, only injuries and losses resulting from the simulated events that related to 

workers compensation were a priority from NCCI's perspective. 

It soon became clear to NCCI actuaries that the most practical approach for treating 

large catastrophic events in a ratemaking context was to exclude entirely from the NCCI 

ratemaking data any actual catastrophic events that occurred in the past due to these perils. 

The reasons for doing this included: 

1. Actual catastrophic events of this nature that impact the workers compensation line 

of insurance have rarely occurred. Thus, they would not be predictive by their nature. 
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2. Actual catastrophic events would create volatility for a state's loss cost structure. 

3. Direct carriers cannot put per-claim or per-occurrence limits on workers 

compensation policies. Therefore, events such as these would not be able to be 

excluded from workers compensation coverage without statutory actions by 

legislators. 

4. Reporting and aggregating information from such large events would create difficult 

data reporting issues, conceivably involving multiple employers with multiple claims 

involving multiple insurance carriers. 

5. Very few catastrophic events of  this nature ever occurred, and thus, it was easy to 

remove data for these perils from NCCI's historical databases, provided the loss 

limitation dollar amount chosen was significandy large. 

6. State of  the art modeling techniques could be used to better estimate the cost of  

large events directly caused by one of  the named perils. 

After much discussion both internally at NCCI, and with external parties including 

cartier representatives and regulatory authorities, NCCI selected a threshold of $50 million 

for the specific perils of  terrorism, earthquake, or catastrophic multi-claim occurrences. This 

threshold applies per occurrence, across all states for which claims arise from a single 

occurrence. 

The entire ground-up amount of losses generated from a catastrophic multi-claim event 

is removed from the ratemaking data, not just the portion excess of  $50 million. The loss 

costs derived from the modeling for the named perils include the cost of  the first $50 million 

layer, as well as the excess. 

NCCI removes the catastrophic occurrences first, and then caps individual claims 

secondly. The $50 million limit applies to individual claimant large losses that occur in 

workers compensation, but a more stringent limiting approach is applied. Large individual 

claims are treated state-specifically and the loss limitations are applied based on 1) the size of 

the state, and 2) the maturity of  the claim. This procedure is described in more detail under 

the section entided "Selecting a Threshold by State". 

2.4.1 Captur ing the Detai l  on Large Individual  Claims and Events  

For use in workers compensation ratemaking, NCCI collects the Policy Year Call (#3) 

and Calendar-Accident Year Call (#5), amongst other calls. The data calls are due by April 1 

each year, and provide a year-end snapshot of twenty individual years of  cumulative data and 

Casualty Actuarial Society Forum, Winter 2007 5 



Catastrophes and Workers Compensation Ratemaking 

certain aggregate data on prior years. NCCI collects the data by carrier and by state, and it is 

reconciled to each carrier's Annual Statement. Because this data is reported on a summarized 

basis, large individual claims are not identified. 

A review of the other databases NCCI maintains showed that a new call would be 

required to provide the information needed to implement the new large loss procedure. 

NCCI designed Call #31, considering input from NCCI's Actuarial Committee and Data 

Collection Procedures Subcommittee, to capture detail on large individual claims greater 

than $500,000, and multi-claim occurrences from large catastrophic events. Extraordinary 

loss events that may involve multiple insurance lines of business, states, or data collection 

organizations are synchronized with the already existing catastrophe numbering system 

administered by the Insurance Services Office (ISO) for the property casualty industry. 

Consideration was given to having a large occurrence data call, but was not pursued due to 

practical considerations of the data providers. 

A copy of Call #31 (i.e. Large Loss and Catastrophe Call) is included in Appendix C. 

2.4.2 Selecting a Threshold by State 

In order to perform the large loss limitation procedure in aggregate ratemaking,, a 

threshold is needed at which individual claims will be limited. 

Thresholds are state-specific. They were initially calculated based on a given state's on- 

leveled and developed experience period Designated Statistical Reporting (DSR) level 

premium from the previous year's filing. The initial dollar threshold is calculated as one 

percent of this premium figure--after all currently approved expense provisions have been 

removed--rounded to the nearest one million dollars. As an example, in a full rate state, this 

would mean standard premium at DSR level less all expenses multiplied by 0.01. This 

includes all policy (or accident) years in the experience period used in the most recent 

previous filing. 

Essentially, a large individual claim is defined as one for which the impact of the claim 

under the prior methodologT would result in an overall average statewide loss cost level 

change of at least one percent. Depending on the state, two or three years of experience will 

generally be used for the experience period. The advantages of this approach are that loss 

limitation thresholds: 

1. Reflect the actual loss volume in each state, 

2. Are inflation sensitive, 
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3. Temper the impact that one large claim may have on the overall statewide loss cost 

level indication, and 

4. Install a standardized approach across states 

As will be described in a later section, a lower threshold results in more claims being 

limited (and losses removed), but also results in a greater expected excess factor being 

applied. Conversely, if a larger threshold was selected, fewer losses are limited and removed 

from ratemaking, but the magnitude of  the expected excess factor is smaller. NCCI had 

considered a two percent of  DSR pure premium threshold, but after considering the two 

thresholds and observing the hypothetical results of  previous loss cost filings for many states 

under both thresholds, a one percent threshold was chosen. One of the main reasons for 

selecting the one percent threshold was to provide stability. 

2.5 Limited Loss Development 

Historically, NCCI workers compensation aggregate ratemaking was based on using 

unlimited loss development factors applied to unlimited losses. The new methodolog 3, 

revised the loss development procedure to use limited loss development factors and apply 

them to limited base losses from the state's experience period. Thus, the ultimate losses 

derived are limited to a given threshold, analogous to the concept of  basic limits losses, 

commonly found in other propert3r - casualty lines of  insurance. In other lines of  insurance, 

the insured makes the decision as to how much coverage to purchase, and increased limit 

factors are computed and applied to derive the proper loss estimate for the limit sold on the 

policy. 

The important difference that separates the workers compensation line of  business from 

those other lines of insurance is that the benefits the coverage provides is based on statutory 

provisions, and essentially workers compensation provides unlimited medical benefits. In 

some jurisdictions, wage replacement benefits are also unlimited as to their duration. (One 

exception to that general statement is employers' liability coverage, with a basic limit of  

$100,000, and the employer has the option to purchase higher limits if desired.) Therefore, 

the unique coverage differences that workers compensation presents for NCCI actuaries is 

that the limited ultimate losses must be brought to an unlimited ultimate basis. This is 

addressed by the application of  the excess ratio, which will be discussed in a later section of  

the paper. 

NCCI computes loss development factors separately for indemnity and medical benefits. 

The large claims that are subject to loss limitation almost always have both an indemnity and 
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medical component. Therefore, by limiting individual claims, a procedure had to be 

determined for capping the two components. The procedure NCCI uses to cap individual 

claims is discussed in a later section of  this paper. 

A difficult hurdle the NCCI actuaries had in implementing a new methodology Lased on 

limited loss development was how to handle the workers compensation tail factor, which is a 

19 th report to ultimate factor based on incurred losses including IBNR. in addition to the 

many well-documented, difficult challenges that exist estimating the tail factor in workers 

compensation was the challenge of answering the question, "How does one cap a bulk 

reserve?" A subsequent section of  this paper is devoted to the details underlying the 

modifications made to the NCCI tail factor methodology. 

2.5.1 De-Trending Loss Thresholds for Loss Development 

The maturity of  the claim is considered in the loss limitation that is applied. This is 

achieved through a process NCCI calls de-trending. De-trending is a procedure that 

progressively reduces the thresholds in historical periods to remove the distortion inflation 

has on loss development triangles. A detailed example may be found in the Appendix. 

Thresholds are de-trended each year by the corresponding change in the annual state-specific 

CPS wage index. This procedure was chosen for the following reasons: 

1. State-specific wage changes will reflect indemnity inflation, and, through actual 

testing, provided a very reasonable proxy for medical inflation over a long period, 

2. For consistency, as annual state-specific wage information is already used in other 

areas of  the filing such as the wage adjustment used in loss ratio trend calculations, 

and 

3. The medical CPI commonly used to approximate medical inflation is only available 

on a countrywide or regional basis rather than a state-specific basis. 

NCCI performed actual data testing of the differences that would result in thresholds 

based on de-trend factors using annual medical CPI percentage changes in lieu of de-trend 

factors using CPS wage changes. The overall differences in loss cost level indications that 

resulted by state between the two de-trending approaches tested were hardly discernable. 

Thus, it was not clear that the countrywide medical CPI would better represent state-specific 

medical inflation than the state-specific CPS wage index. 

Another very important, yet subde, point to clarif 3, is that the de-trending percentage does 

not represent, nor was intended to quantify, the total loss severity trend that occurred from 
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year to year. It represents an inflationary amount to recognize the change in the average 

nominal costs of  a claim over time. A loss severity trend in workers compensation measures 

much more than inflation. It measures changes such as the following: 

* Changes in the utilization of  benefits such as longer or shorter claim durations, or 

the propensity of  claimants to return to work sooner or later than in the past, 

• Changes i n  medical utilization, such as increased usage of  more expensive 

treatments, medical procedures, pharmaceuticals with no generic equivalents, etc., 

• Changes to a state's administration of  its workers compensation system, which may 

increase or reduce adjudication delays, alter dispute resolution processes, increase or 

decrease attorney involvement, etc. 

If  the de-trend percentage selected was the total loss severity trend that was incurred 

(which is very difficult to isolate and quantify), then it would be difficult for NCCI to 

accurately forecast loss costs. The historical data (adjusted for de-trending) used for loss 

development and to forecast the trend would be adjusted in such a way that the projected 

loss costs would be inaccurate by some implicit amount. Actuaries at NCCI tested two 

possible indices for de-trending, namely CPI inflation and changes in total claim severity. By 

developing simple models, it was demonstrated that the de-trending index should be based 

on inflation because it produces more predictive loss development factors than using claim 

severity for the de-trending index. 

Using the simple models, the actuaries separately tested the impact on loss development 

factors and resulting ultimate losses of  de-trending the cap using both an inflation index and 

a severity index. De-trending by an inflation index preserved the value of  the age-to-age link 

ratios when average claim size is increasing due to inflation, which is what one would expect. 

When severity increases due to changes in claim duration, using inflation to de-trend 

preserved the value of  the age-to-age link ratios for early reports, but link ratios for later 

reports would need to be adjusted to reflect lengthening durations. The alternative de- 

trending index, claim severity, resulted in distorted age-to-age link ratios at every age, making 

the resulting ultimate losses less predictive, In conclusion, the resulting ultimate losses were 

more predictive using an inflation index to de-trend large loss thresholds. 

The initial state-specific thresholds were rounded to the nearest million for the policy year 

effective period when the new methodology was first implemented. For example, if the 

experience period DSR pure premium volume is $525M, a 1.0% threshold would imply a 

(rounded) large loss limitation of  $5.0 million for the midpoint of  the rate effective period. 

The rate effective period is also known as the "base year". The thresholds for each of  the 
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years prior to the effective period are not rounded. 

Because NCCI actuaries develop a range of  indications using policy year and 

calendar/accident year data, NCCI must de-trend large loss thresholds applicable to both 

sets of  data. NCCI calculates the accident year de-trended thresholds first, and then 

calculates the de-trended policy year thresholds second. This is accomplished by weighting 

together two adjacent calendar/accident year thresholds using the state-specific distributions 

of premium writings by month. The reason for de-trending accident year thresholds first is 

that the CPS wage changes are on a calendar year basis, which is a better match with 

calendar/accident year data. A detailed example of  the de-trending approach used may be 

found in Appendix A. 

Once de-trended thresholds are computed for individual years, they are fixed at those 

dollar amounts going forward. In this way, the limited loss development factors will not vary 

from year to 3,ear due to revisions to the thresholds. In subsequent loss cost filings, the base 

year threshold will be trended forward utilizing actual CPS wages to the extent possible and 

then projected CPS wage changes. For example, if the AY 2006 threshold is $5,000,000, the 

newly calculated AY 2007 threshold will be $5,000,000 multiplied by the expected 2006-2007 

CPS wage change. 

In the future if a state grows or shrinks such that the threshold seems too high or low, 

NCCI may consider recalibrating the threshold at that time. Thresholds in years subsequent 

to the base year will not be rounded. 

NCCI uses the same threshold and excess ratio for loss cost level indications based on 

paid and "paid+case" losses. Since large losses are reported to NCCI only for those claims 

with "paid+case" loss amounts greater than $500,000, the minimum de-trended threshold 

used in a state is $500,000, despite the fact that de-trending could generate a lower threshold. 

Due to the size of  DSR pure premium in the states of  Florida. and Illinois, and hence, 

the very large indicated threshold, the large loss procedure was not filed in those 

jurisdictions. 

2.5.2 Applying the L o s s  Limitat ions  to Individual  Claims 

In workers compensation ratemaking, losses are separately analyzed by type of  benefit; 

namely, indemnit 3, and medical losses. This impacts the method one chooses to limit a large 

claim. Further complicating loss limitation is that the traditional chain-ladder loss 

development techniques project ultimate losses using cumulative paid losses as the base (i.e. 

"paid" methods), as well as cumulative paid losses plus case reserve amounts (i.e. 
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"paid+case" methods). 

In a given state, the NCCI actuaries review a range of  indications based on both "paid" 

and "paid+case" methodologies. Therefore, capping large claims was more challenging than 

expected. After reviewing several loss limitation possibilities, the decision was made to use a 

methodolog3* that limited payments first, followed by limiting the case reserves. The capping 

would be applied to individual claims within the experience period as well as within the 

historical loss development triangles. The myriad of  other options considered by NCCI for 

capping claims is not included in this paper for sake of  brevity. 

NCCI uses proportional capping to allocate limited claim amounts. Limited loss 

amounts for claims above the threshold will be allocated to layers and to indemnity and 

medical in the proportion that their values contribute to the total value of  the claim and the 

threshold. NCCI limits paid losses first, then limits the case reserves until the per claim 

threshold is reached. The remaining excess losses are subtracted from the aggregate 

unlimited losses in order to calculate limited losses for use in ratemaking. In order to 

understand the mechanics of  how claims are limited, the following hypothetical illustrative 

examples are included: 

Illustration 1. For claims that have pierced the threshold on a "paid" basis; State 

threshold = $1M: 

U N L I M I T E D  LOSSES ($Millions) Paid Case Total 

Indemnity 0.4 0.6 

Medical 4.8 2.2 

Total 5.2 2.8 

1.0 

7.0 

8.0 

Total 

0.077 

0.923 

1.0 

In this situation, the resultant limited amounts are as follows: 

L I M I T E D  LOSSES ($Millions) Paid Case 

Indemnity 0.077 

Medical 0.923 

Total 1.0 
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The  formula for deriving the l imited paid amount s  for indemni ty  and medical is: 

( Indemni ty  pa id / to ta l  paid) x threshold  = (0.4 / 5.2) x 1.0 = 0.077 

(Medical pa id / to ta l  paid) x threshold  = (4.8 / 5.2) x 1.0 = 0.923 

Il lustration 2: A claim that  has no t  pierced the threshold on  "pa id"  basis, bu t  has pierced 

the threshold  on  a "pa id+case"  basis; State threshold = $1M: 

UNLIMITED LOSSES ($MilLions) Paid Case Total  

Indemni ty  0.1 0.8 0.9 

Medical 0.3 6.8 7.1 

Total  0.4 7.6 8.0 

In  this situation, the resultant limited amounts  are as follows: 

L I M I T E D  L O S S E S  ($MiUions)  Paid 

Indemni ty  0.1 

Medical 0.3 

Total  0.4 

Case Total  

0.063 0.163 

0.537 0.837 

0.6 1.0 

In  I l lustrat ion 2, the limited paid amounts  are identical to the unlimited paid amounts .  

The  " remainder  o f  th resho ld"  is computed  as follows: 

" remainder  o f  th reshold"  = ( threshold - total paid) = (1.0 - 0.4) = 0.6 

The  formula for limited case reserve amounts  for indemni ty  and medical: 

( Indemnity  reserve / to ta l  reserve) x " remainder  o f  threshold"  = (0.8 / 7.6) x 0.6 = 0.063 

(Medical reserve / to ta l  reserve) x " remainder  o f  threshold"  -- (6.8 / 7.6) x 0.6 = 0.537 

It is possible to have negative deve lopment  on  a limited basis for individual claims when  
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the uncapped claim value increases. Usually this results from a shift in the proportion of  paid 

losses and/or  case reserves between indemnity and medical claim benefits from one 

evaluation to the next. This is simply a situation to be aware of, and should not significantly 

impact the limited loss development factors. 

2.5.3 Tail Factor Adjustment 

A limited tail factor (referred to as a capped tail factor in the terminology that is being 

introduced in this section) is needed to properly develop capped "paid" and "paid+case" 
losses to an ultimate basis. The previous NCCI tail methodology generates uncapped (i.e., 

unlimited) tail factors. Because claims with accident dates prior to 1984 are not reported on 

Call #31 (Large Loss and Catastrophe Call), it is not possible to adjust the state uncapped 

tail to a capped tail by removing the effect of  losses excess of  the state threshold. In order to 

convert the uncapped "paid+case" tail factor to a capped "paid+case" tail factor, we use a 

tail adjustment. 

In general terms, the tail adjustment considers the relationship between a countrywide 

capped "paid+case" tail factor and a countrywide uncapped "paid+case" tail factor, and 

applies that relationship to individual state uncapped "paid+case" tail factors to generate 

state-specific capped "paid+case" tail factors. 

First, a countrywide capped tail factor CLDF v is derived for the threshold T from 

countrywide uncapped tail factors, countrywide excess tail factors, and countrywide excess 

ratios, using the formula: 

C L D F  T = " 1 - ) ( S T  

Where, 

CLDF w = Capped "paid+case" tail factor, 19 th - to - ultimate, for threshold T 

ULDF = Uncapped "paid+case" tail factor, 19 ,h - to - ultimate 

XS T = Excess ratio for threshold T, i.e., the ratio of  losses excess of  T to total losses at an 

ultimate report. 

HLDH. r -- Excess "paid+case" tail factor, 19 ~a - to -ultimate, for threshold T 

All of  the above factors are on a countrywide basis for medical and indemnity benefits 
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combined, across all injury types. Thresholds are de-trended to the 19 ~h prior report. 

The numerator of the right hand side of (2.1), 1-XS-v, is the proportion of total ultimate 

losses that are below the dollar threshold T. The denominator is the proportion of total 

ultimate losses below the threshold T reported at 19 years of maturity-. To see this, note that 

1/ULDF is the proportion of total unlimited losses reported at 19 )Tears, and XSr/ELDF.r is 

the proportion of total losses that are excess losses reported at 19 years. The difference is the 

proportion of total losses less than the threshold reported at 19 years. The ratio of the 

numerator and denominator is the loss development factor• The adjustment factor Fr is 

C L D F  T - 1 
FT = 

U L D F  - 1 

(2.2) 

where CLDF r and ULDF are as described above. The state capped tail factor is derived 

as follows: 

S C L D F  y = 1 + F y ( S U L D F  - 1) (2.3) 

Where, 

• + / 19~h SCLDFr = State-specific capped "prod case" tail factor, - to - ultimate, for threshold T 

,, I ,, 19 th - S U L D F =  State-specific uncapped,, paid[cas[ tail factor, to-ultimate. 

The state-specific uncapped paid-~case tail factor, SULDF, is the state uncapped 

incurred (including IBNR) tail factor times the ratio of uncapped incurred (including IBNR) 

at 19 'h report to uncapped "paid+case" at 19 'h report. This is computed separately for 

medical and indemnity losses• 

In practice, the factor H.v is applied to the uncapped medical and indemnity "paid+case" 

tail factors separately, to produce separate capped "paid+case" medical and indemnity tail 

factors. 

An additional step is necessary to convert to a state-specific paid tail factor on a capped 

basis. The state-specific capped "paid+case" tail factor, SCLDF r , is divided by the ratio of 

capped "paid" losses to capped "paid+case" losses at 19 'h report, separately for medical and 

indemnity losses• The de-trended dollar thresholds are used in the calculations of the "paid" 

to "paid+case" ratio for each state. 
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Unlimited "paid+case" tail factors, SULDF, will not be adjusted (i.e. reduced) if the 

unlimited "paid+case" tail factor is less than or equal to 1.000. 

NCCI used Reinsurance Association of America (RAA) data [2] to calculate countrywide 

excess loss development factors (ELDFs). Data is submitted to RAA by reinsurers on an 

accident year de-trended basis. The RAA excess loss development factors are available only 

for combined "paid+case" losses (not "paid" losses) for five attachment point ranges (in 

thousands of dollars: $1-150, $151-350, 5351-1500, $1500-4000, $4001 and greater) through 

an 18 'h report. NCCI fit curves through average period-to-period development factors for 

the lowest four ranges to extrapolate 19~h-to-ultimate tail factors for each of the ranges 

(reported development for the highest range was deemed too volatile to provide a reliable 

base for extrapolation). A curve was fit through these four tail factors to extrapolate tail 

factors for higher attachment points. RAA produces excess loss development data every two 

years, which will allow NCCI to update the underlying factors periodically. 

NCCI class ratemaking is generally not impacted by the new procedure at this time. 

NCCI concluded that it is appropriate for class ratemaking development factors to be 

unlimited for the following reasons: 1) The excess ratios are computed using the same 5th- 

to-ultimate factors as are applied to the loss dollars on serious claims, and 2) The first 

through fifth report link ratios derived from the Workers Compensation Statistical Plan data 

are currently based on unlimited losses. This is an area that is being explored in class 

ratemaking research. 

An alternative considered was to apply the tail adjustment only to medical tail factors 

since it is believed that most development after 19 'h report, especially for large claims, occurs 

on medical rather than indemnity. One reason why this procedure was not followed is that 

adjustments to indemnity factors are usually small, since the uncapped indemnity, factor is 

generally small, so most of the impact of the tail adjustment is to the medical tall factor. For 

states whose indemnity tall factor is large, it is likely that large loss development occurs ot~ 

indemnity claims as well as medical, in which case it is appropriate to adjust indemnity tail 

factors. 

A future consideration might be to incorporate state-specific excess ratios and unlimited 

"paid + case" tail factors, which are inputs into the tail adjustment calculation, in lieu of 

countr)avide excess ratios and tail factors. 

2.6 Application of  the Excess  Ratios 

Adiusted per claim excess ratios will be used in calculating unlimited ultimate losses from 
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limited ultimate losses. Excess losses are defined as the sum of the excess portion of  claims 

above a given per claim threshold. NCCI produces proposed excess ratios with each loss 

cost or rate filing. 

The excess ratio, XSv, for a given threshold T, is defined as: 

XS.r = Expected Excess Losses Above Threshold T 

Expected Total Unlimited Losses 

(2.4) 

The ratio of  excess losses to total unlimited losses is at an ultimate value. The excess 

ratio applied in the large loss procedure is on a per claim basis and varies by state as well as 

by threshold. This differs from an excess loss factor as excess loss factors are on a per 

occurrence basis, and also may include a provision for expenses. 

Excess ratios are not adjusted when applied to different experience period years for 

purposes of  calculating experience period loss ratios for ratemaking or for trend calculations. 

Therefore, in a given filing, the same excess ratio is applied to each year in the experience 

period. This is due to the fact that the dollar thresholds applicable to historical years are de- 

trended. By de-trending the threshold in the loss development and trend calculations, the 

proportion of losses above the threshold is preserved. Consider the following simple 

example. If  a state's threshold is $5.0M in 2005, and that corresponds to a 2.0% excess ratio, 

then a $4.8M threshold in 2004 would also correspond to a 2.0% excess ratio, assuming that 

the 1.042 (1.042 = $5.0M/$4.8M) change in threshold values is solely due to inflation and 

correctly measures the actual rate of  claim inflation in the state. 

The adjusted, per claim excess ratio is applied as a factor, 1/ (1 -XS), to limited ultimate 

losses that have been on-leveled and trended to the midpoint of  the proposed filing effective 

period. Similarly, the excess ratio applied has also been trended to the midpoint of  the 

proposed filing effective period. Each policy period in the experience period has the same 1/ 

(1-XS) factor applied to both indemnity and medical losses, since the size-of-loss 

distributions are on a combined indemnity and medical basis. The excess ratios for aggregate 

ratemaking are a weighted average across hazard groups using expected losses as weights, 

and are based on the values contained in the state's latest approved filing. 

2.7 Loss  Ratio  Trend  

Indicated exponential loss ratio and severity trends, as well as econometric trends, are 
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based on the losses that are derived from the large loss procedure. That is, trend indications 

are based on ultimate limited losses, where the limit is determined using the same de-trended 

thresholds by year as those used for toss development. This is consistent with the general 

approach that the ratemaking analysis is done on a limited basis, and is consistent with the 

fact that the excess ratio used in the filing implicitly contains inflationary trend over time. 

2.8 Defense, Cost Containment and Adjusting and Other Expenses 
(formerly Loss Adjustment Expenses) 

No changes to the calculation of  Loss Adjustment Expense (LAE) factors were made as 

a result of  using the aggregate large loss limitation procedure. This is a potential area of  

future study. 

2.9 Summary of Filing Results for the Large Loss Methodology 

NCCI fried the new large loss procedure for the first time in the filing season with 

effective dates from October 1, 2004 through July 1, 2005. The new procedure was filed in 

32 states and it coincided with NCCI's  revised excess loss factor procedure. Most state 

regulatory officials were satisfied with the implementation of  NCCI's new methodology and 

its long-term advantages, and NCCI staff tracked results for each state on both an 

"unlimited" basis (i.e. the previous methodology) and the newly filed large loss procedure. 

In the implementation year of  the large loss procedure, the overall limited rate/loss cost 

level change was the same as would have been filed using the prior unlimited loss procedure 

when averaged across the 32 states where it was filed by NCCI. The indicated loss cos t / ra te  

level change approved across individual NCCI states ranged from 0.973 to 1.028, indicating 

that the difference between the new methodology and the previous one, even at the extreme 

ends of  the spectrum, were relatively modest and generally symmetric around 1.00. 

In summary, as of  May, 2006, the large loss methodology was adopted in 30 of  the 32 

states where it was filed. Colorado and Virginia have not adopted the change in 

methodology, and it has not been filed in Nevada, Illinois, or Florida. 

3. THE USE OF CATASTROPHE MODELING IN WORKERS 
COMPENSATION 

A secondary, but very important, goal of  this paper is to discuss how modeling was used 

to derive loss cost provisions for catastrophic events due to terrorism, earthquake, and 

industrial accidents. In late 2002, NCCI filed Item B-1383, which was a national item filing 
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proposing new loss cost/rate provisions by state for events that result from acts of foreign 

terrorism. This filing was designed to align with conditions of the Terrorism Risk Insurance 

Act (TRIA) passed by Congress in 2002. 

In 2004, NCCI filed Item B-1393, which was a national item filing proposing new loss 

cost/rate provisions by state for events that result from the following perils: acts of  domestic 

terrorism, earthquake (and tsunami, in certain states), and catastrophic industrial accidents. 

Almost all states approved the voluntat 3, loss cost and assigned risk rate provisions that 

NCCI filed, and many workers compensation insurers now apply these values to payroll in 

hundreds of dollars to determine the premium it generates. As part of Item B-1393, this 

premium is applied after standard premium is determined, and is not subject to any other 

modifications including, but not limited to, premium discounts, experience rating, 

retrospective rating, and schedule rating. It is an additive amount applied in the calculation 

of a policy's estimated annual premium initially charged to an employer, which is subject to a 

final audit when payroll is finalized at policy expiration. 

3.1 Definition of the Perils 

Terrorism, earthquakes, and catastrophic industrial accidents can result in losses of  

extraorclina~, magnitude for workers compensation. While the exposure is real, the absence 

of a large event in recent histot 3, within the data means that the current loss costs and rates 

do not provide for this type of  exposure. NCCI's new approach is to exclude losses resulting 

from these major catastrophes once a provision for their exposure is contained in the loss 

costs and rates. The threshold for each of these exposures is S50 million. The modeling 

results described below assume that all extents exceeding $50 million of loss for workers 

compensation would be removed from ratemaldng on a first-dollar basis. 

For purposes of the modeling, the following definitions apply: 

• A c t s  o f  F o r e i g n  Terror i sm:  A n  acts of  terrorism within the scope of  TRIA with aggregate 

workers compensation losses in excess of  $50 million. This is defined as: 

a. An,,, act that is violent or dangerous to human life, property, or infrastructure; and 

b. The act has been committed by an individual or individuals acting on behalf of any 

foreign person or foreign interest, as part of  an effort to coerce the civilian 

population of the United States or to influence the policy or affect the conduct of 

the U.S. Government by coercion 

• D o m e s t i c  Terror i sm:  All acts of terrorism outside the scope of  TRIA with aggregate 
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workers compensation losses in excess of $50 million. 

• Eatxhquake: The shaking and vibration at the surface of the earth resulting from 

underground movement along a fault plane or volcanic activity where the aggregate workers 

compensation losses from the single event are in excess of $50 million. 

• Catastrophic IndusttiM Accident: Any single event other than an act of  terrorism or an 

earthquake resulting in workers compensation losses in excess of $50 million. 

Note that for workers compensation, obligations to pay benefits are dictated by state 

law, and exclusions of these perils are not possible without statutory changes. Because TRIA 

has a unique mechanism for triggering federal reinsurance, separate statistical codes were 

created to capture premium credits or debits reported to NCCI for the Foreign Terrorism 

catastrophe provision and the catastrophe provision covering the other three perils, 

commonly referred to as DTEC (Domestic Terrorism, Earthquake, and Catastrophic 

Industrial Accidents). 

3 .2 O v e r v i e w  o f  t h e  A p p r o a c h  to D e t e r m i n i n g  Loss Costs U s i n g  
Modeling 

Beginning in 2002, NCCI began working with EQECAT, a division of ABS Consulting. 

EQECAT is a modeling firm that performed modeling for the California Earthquake 

Authority, a large earthquake pool, and performed modeling extensively used in windstorm 

filings. Sen,ing the global property and casualty industry, EQECAT is known as a technical 

leader and innovator in the development of analysis tools and methodologies to quantify 

insured exposure to natural and man-made catastrophic risk. EQECAT developed three 

models for NCCI. These models address the potential exposure to workers compensation 

for terrorism, earthquake, and catastrophic industrial accidents. The models are described in 

detail in the following sections. 

The framework of determining loss costs/rates using the modeling can best be described 

in the following manner: 

1. Events are simulated for specific states using qualitatively defined thresholds. Some 

events modeled may actually result in no losses. The qualitative thresholds used by peril 

were: 

• Large industrial accidents likely to cause at least two worker fatalities or at least ten 

worker hospitalizations, 

• Terrorist attacks with the potential to cause at least $25M in workers compensation 
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losses according to the magnitude of physical event, and 

• All possible earthquakes are modeled 

2. Expected Annual Losses (EAL) were calculated for every state and peril analyzed. 

These losses were obtained using the casualty counts generated from the simulated events 

and by using state-specific benefit payments by injury type by state provided by NCCI. 

3. Using the loss exceedance distribution underlying the EAL estimates, NCCI 

actuaries remove from the distribution events that do not exceed the selected dollar 

threshold of $50M. See Appendix B for more explanation. 

4. The modified EAL was divided by the number of full-time-equivalent (FTE) 

employees and divided by the annual wage per employee (based on Current Population 

Survey or CPS) to derive a pure loss cost per $100 of payroll. 

5. Tkis was computed by peril and summed to determine the catastrophic (DTEC) 

provision. (Note: the foreign terrorism provision was computed similarly except for a final 

adjustment to remove the portion of losses from events that exceeded the federal backstop 

provided under TPdA.) 

3.3 Modeling the Three Perils: Terrorism, Industrial Accidents, and 
Earthquake 

Separate EQECAT models have been utilized to provide estimates of the risks to workers 

compensation insurers due to the following perils: 

• Terrorism events 

• Industrial accidents 

• Earthquake ground shaking 

All three models consist of the following primary components: 

• Definition of the portfolio exposures 

• Definition of the peril hazards 

• Definition of the casualty, vulnerability 

• Calculation of loss due to casualty 

Each of the above components is described separately below. 

3.4 Por t fo l io  E x p o s u r e s  W i t h i n  the  M o d e l s  
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The location, number, and types of  employees are needed to characterize the risk 

exposures to all three perils listed above. Business information databases were used to obtain 

the addresses of  businesses and the estimated number of  employees assigned to each 

location. For the perils of  terrorism events and industrial accidents, the exposures were 

aggregated to the census block level (typically a city block). This aggregation level was 

suitable for terrorist events and industrial accidents that span hundreds of  meters. Since the 

definition of  seismic hazard data is rather refined, the exposure data at each work site were 

used. 

The number of  workers at each aggregate level (census block or work site) was prorated 

to approximately account for part-time workers, workers absent for various reasons, and the 

self-employed. The workers were then grouped into five NCCI industry groupings: 

Manufacturing, Contracting, Office & Clerical, Goods & Services, and All Others. Certain 

government classifications not covered by workers compensation were excluded. 

In addition to the employee information, required exposure data for the earthquake peril 

include information on the buildings where the employees are located. Building information 

consists of  the structure type and age. 

Furthermore, the number of  employees used for the earthquake peril was defined for 

four different work shifts: 

• Day shift 

• Swing shift 

• Night shift 

• Weekends and holidays 

Since the number of  casualties vat-), depending on the time of  the day and day of  the 

week when the earthquake strikes, it is necessary to determine the number of  employees for 

the different work shifts. The day shift accounts for most of  the workers compensation 

exposure. 

The definition of  exposure by work shift was only performed for the earthquake peril. 

Earthquakes are natural disasters and can occur at any time in a random manner. Therefore, 

it is considered important to "average" the losses from all possible outcomes. Conversely, 

terrorism events and industrial accidents can be considered to occur most likely during the 

day shifts when there are more people and activities. Terrorism events are planned to inflict 

maximum casualties, and industrial accidents are more prone to occur during the peak hours 

of  activities. 
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3.5 Peril Hazards  Within  the M o d e l s  

3.5.1 Peril Hazards for Terrorism Events 

EQECAT assembled data on the insurers' exposure and subjected that exposure to a 

large number of simulated terrorist events. These simulated terrorist events consist of three 

primary elements: 

1. Weapon types 

2. Target selection 

3. Frequencies of weapon attacks 

A brief description of each element follows. 

1. Weapon Types 

Specific weapons were selected from the range of -known or hypothesized terrorist 

weapons. The selection process considered weapons that have been previously employed, 

weapons that could cause large numbers of casualties, or weapons that would be more 

readily available. In some cases a "likely" or "practical" weapon size (or quantity of agent) 

was selected; in other cases, a range of weapon sizes was selected, in part, to reflect standard 

quantities that might be available. Some of the selected modes of attack are listed below. 

a) Blast/Explosion 

b) Chemical 

c) Biological 

d) Radiological 

e) Other 

2. Target Selection 

A target is the location of a terrorist attack and, in the model, represents the locus of a 

casualty footprint. An inventory of targets having the following characteristics was created 

such as: 

• Tall buildings--10 stories and higher 

• Government buildings--with a large number of employees or serving a critical or 

sensitive nature (e.g., FBI office). 
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• Airports--major 

• Ports--major  

• Militat3T bases--U.S, armed forces 

• Prominent locations---capitol buildings, major amusement parks, etc. 

• Nuclear pouter plants----operational 

• Railroads, railroad yards and stations--freight lines for railroad cars carrying 

chemicals 

• Dams--large ones near urban areas 

• Chemical facilities---emphasizes those with chlorine and ammonia on site 

Nuclear power plants, dams, and chemical facilities receive only specific casualt3T 

footprints. Other locations are assigned more than one type of  terrorist weapon. Some 

footprints have no specific target but are distributed at regular intervals throughout the 

urban area. This spreads out the effect to a larger population in the urban area. Mobile 

release anthrax is not located at any target but located in the general downtown area in major 

metropolitan areas. 

3. Frequency of  Weapon Attack 

The relative likelihood of  a type of  attack occurring at a target location is represented by 

an assigned (annual) frequency. The significance of  an attack's frequency is in its relationship 

to other attacks. Attack frequency is based on the following considerations: 

• Availability of weapons 

• Attractiveness of  target 

• Relative attractiveness of  the region to other regions based on various theories 

For footprints that are atmospheric releases of  chemical, biological, and radiological 

agents, wind direction affects the assigned frequency. The frequency for each wind direction 

is weighted by the likelihood of  the wind blowing in that direction based on historical wind 

speed and direction measurements for the region. 

3.5.2 Peril Hazards  for Catastrophic  Industrial  Acc ident s  

Industrial accidents are characterized by the following elements: 

• Facilities where industrial accidents occur 
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• Accident tH~es 

• Frequencies of accidents 

Facilities 

Facilities capable of large industrial accidents resulting in casualties above a threshold 

were identified from several public and commercial data sources. The facilities considered as 

potential sources for large industrial accidents are identified below: 

• Refineries 

• Chemical plants (oil, gas, petrochemical, etc.) 

• Water utilities 

• Power utilities 

• Other manufacturing plants 

Accident Types 

Depending on ,the peril, the atmospheric conditions, the plant configuration and 

location, etc., the footprint of an accident could reach beyond the plant boundaries and 

affect workers in adjacent facilities and beyond. The perils considered in the study were 

broadly classified into three categories: chemical releases, large explosions, and all other 

accidents. 

Chemical Releases: Chemicals considered included chlorine, anhydrous ammonia, and 

other nonspecific chemicals. A range of potential atmospheric re.leases of chemicals was 

considered in the analysis. The range encompassed an upper quantity represented by the 

total amount of chemical stored on site and, in some cases, identified in the facility's Risk 

Management Program submittal as the worst-case scenario, and a lower release quantity 

representing the minimum release quantity that could produce consequences to meet the 

threshold definition of large industrial accidents. A continuous range of release quantities 

was considered within the range. 

All of the scenarios considered were modeled probabilistically and included the 

likelihood of the releases and their consequences as described above. 

Large Explosions: Explosion simulation software is used to estimate blast pressures and 

consequences of the explosion in terms of casualties. These footprints were varied 

probabilistically to simulate the variability in the effects of an explosion. The size of the 

explosion varied by facility,. The largest explosions were modeled to occur at oil refineries, 
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where a significant potential for explosions exists. 

All Other Accidents: In addition to the above accident types, a smaller event was 

considered at all modeled facilities to simulate all other industrial accidents such as fires, 

explosions, confined space accidents, structure and component collapse, and all other 

random accidents that meet the threshold damage criteria of  large industrial accidents. 

Frequencies of  Accidents: The frequencies of occurrence of  large industrial accidents in each 

of  the modeled states were derived based on historical fatality and injury data. Frequencies of  

extreme events, which are very large and very rare, were based on ABS Consulting expert 

opinion and historical data. 

The relative likelihood of  the three categories of  perils simulated in the analysis was 

derived from historical data and varies by state. 

3.5.3 Peril Hazards for Earthquakes 

Regional Hazard 

The calculation of  annualized losses requires a probabilistic representation of the 

location, frequency, and anticipated ground shaking of  all earthquakes that can be expected 

to occur in the region. The characterization of  the location and frequency of  earthquakes 

comprise what is commonly known as a seismotectonlc model. 

One component of  the seismic hazard model is the source zonation. Source zonation 

entails identifying potential seismogenic sources that can affect the site. These sources can 

either be faults or diffuse zones of  seismic activity, commonly referred to as area sources and 

background seismicity. Each source zone represents a fault or area in which earthquakes are 

expected to be uniformly distributed with respect to location and size. Background seismicity 

is distinguished from an area source by the way that earthquake locations are treated. 

Earthquakes associated with background seismicity are allowed to have recurrence 

frequencies that smoothly vary over a region. Both area sources and background seismicity 

can include large earthquakes and are intended to model areas containing hidden or 

unknown faults or -known faults, which are too numerous to be modeled individually. 

Earthquake source zones are identified from information on the geology, tectonics, and 

historical seismicity o f the region. 

The seismic hazard model also integrates the recurrence frequency of  earthquakes. For 

each of  the earthquake source zones, an earthquake recurrence relationship is developed. For 

area sources and background seismicity, this relationship is developed using an appropriate 
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earthquake catalog, which is a hsring of historically recorded or documented earthquakes. 

The catalog is analyzed for completeness by determining the time period over which all 

earthquakes of  a given magnitude are believed to have been reported. 

Magnitudes are converted to a consistent magnitude measure (e.g., moment magnitude, 

MW) for use with the strong-shaking attenuation relationships (described in the next section) 

and for the determination of  earthquake recurrence relationships. 

Faults are modeled by a characteristic earthquake model or a Gutenberg-Richter 

recurrence relationship, or both, depending upon the available geologic information. The 

characteristic earthquake model assumes that earthquakes of about the same magnitude 

occur at quasi-periodic intervals on the fault. The characteristic recurrence relationship is 

consistent with paleoseismic and historical earthquake data on individual faults. For most 

faults, the recurrence relationships are constrained to be consistent with known geologic 

deformation along the fault, since there are usually very, few historical earthquakes from 

which to develop a reliable earthquake recurrence relationship. 

The maximum magnitude for each earthquake source zone is estimated from the 

published literature, from comparisons with similar tectonic regimes, from historical 

seismicity, and from the dimensions of  mapped faults. 

The seismic hazard model simulates approximately 2,000,000 stochastic events across the 

United States. 

Site Hazard Severity 

Attenuation relationships are used to predict the expected amplitude of  ground shaking 

at a site of  interest knowing an earthquake's magnitude and the distance from the fault to the 

site. The ground shaking is characterized by one or more ground-shaking parameters, the 

most notable of which are peak ground acceleration (PGA), response-spectral acceleration 

(Sa), and Modified Mercalli intensit 3, (MMI). These predictions are made for a uniform soil 

condition. Attenuation relationships are chosen to correspond as closely as possible to the 

tectonic environment of  the region, since regional differences in earthquake source 

characteristics, crustal propagation properties, and site-response characteristics are known to 

have a significant effect on the observed ground shaking. 

Soil amplification factors are used to modify the ground-shaking parameter calculated for 

a uniform soil condition for the specific soil conditions at the site of interest. These factors 

are different for each ground-shaking parameter. They are defined in terms of one or more 

site categories (or classes), each representing a specific set of  site-response characteristics. 
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Soil categories are defined in terms of  simple qualitative or quantitative site descriptions, 

such as surface geolog3, and shear-wave velocity, (the speed at which seismic waves travel 

through the soil deposit, a measure of  the-strength of  the deposit). 

The effect of  local soil conditions within each individual zip code was taken into 

account. In general, soft soil sites will experience higher earthquake motions than firm soil or 

rock sites for comparable locations relative to the earthquake fault rupture zone, thereby 

increasing the likelihood of  damage to buildings on soft soil for a given earthquake. 

3.6 C a s u a l t y  V u l n e r a b i l i t y  

Casualty, vulnerability establishes the casualt T levels to various peril event magnitudes. 

While the casualty vulnerability for terrorism events and industrial accidents are rather 

similar, the casuah T vulnerability for earthquakes is established rather differendy. 

3.6.1 Casualty Vulnerability for Terrorism Events 

The casualty footprint of  a weapon is a measure of  the physical distribution of  the 

intensity- of  the agent as it spreads out from its initial target. The effects of  each type of  

weapon will vary with the size of  the weapon, with atmospheric conditions, and in some 

cases with local terrain. If  detailed knowledge is available, a correspondingly detailed 

simulation of  the effects is possible, but it would be time-consuming to perform. In a large- 

scale nationwide analysis with millions of  simulated events, where local atmospheric and 

terrain are only generally known, a simpler, more generalized simulation is necessary. The 

simplifications necessary- to efficiently model footprints of weapons effects are described 

below. 

For conventional blast loading, blast simulation software is used to estimate casualties in 

various urban settings where the geometry and height of  the buildings are varied. The results 

of  these detailed simulations are used to develop simplified blast attenuation functions that 

vary with distance and with the general terrain. 

For conventional blast loading, the footprint is defined as a decreasing function of  

distance from the source of  the blast. The casualties for nuclear blast can be estimated on 

the basis of  empirical data resulting from wartime and nuclear test experience. Casualties are 

assumed to be a function of  distance from ground zero with the source located either at 

ground level or at a relatively low altitude. A simplified, conservative casualty footprint was 

created to encompass the range of conditions that could exist. Long-term radiation effects 

were not considered. 
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The casualty effects for aircraft impact are very much dependent upon the details of the 

event, so much so that only a simple, conservative footprint can be employed. A simplifying 

assumption is made that the extent of the footprint is a function of the height of the 

building. 

For chemical, biological, and radiological agent releases, a plume is formed that is 

influenced by atmospheric conditions and by the terrain. The footprint of the cumulative 

dose that is deposited by a plume over time was calculated using the simulation software, 

MIDAS-AT TM (Meteorological Information and Dispersion Assessment System--Anti- 

TerrorismT~. Terrain conditions were assumed to be "rough" to conservatively approximate 

a general urban terrain. The wind direction was assumed to be unchanging. The plume 

footprint was calculated for low, medium, and high wind speeds and for three different 

atmospheric turbulence conditions. Any of the footprints could then be oriented in each of 

eight compass directions. Most of the footprints were truncated after an elapsed time of 

about two hours to account for successful evacuation. 

Casualties due to dam failure are approximated using simple hydraulic relationships and 

assumptions made about the terrain over which the water will flow. The resulting footprint 

varies as depth of water (and casualty) decreases with distance away from the dam. 

The analysis methodology is to apply a casualty footprint to an assigned target and to 

calculate the extent of casualties to the covered workers within the footprint. For chemical, 

biological, and radiological footprints, the dose to each employee is calculated, and a 

conversion is made to the degree of casualty (outpatient treatment, minor/temporary 

disability, major/permanent disability, and death). Degree of casualty is then converted to 

loss based upon the average costs by injury type provided by NCCI. The average costs 

provided vat 3 , by state. 

3.6.2 Casualty Vulnerabili ty for Industr ial  Acc idents  

As discussed earlier in Section 3.2, three accident types were considered in the Industrial 

Accidents study: chemical releases, large explosions, and all other accidents. The latter 

category includes a variety of accidents that are localized in nature and affect workers in a 

small perimeter, the size of a building. These smaller scale accidents were simulated as small 

blasts. 

The methodology used to model chemical releases and blasts is the same as in the 

rM ABS Consulting Trade Mark 
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terrorism model described earlier. 

3.6.3 Casualty Vulnerabil i ty for Earthquakes 

Workers' casualties due to earthquakes are direcdy correlated 1:o the damage extent 

incurred by the buildings in which they work. Therefore, casualties due to earthquakes are 

estimated in two sequential stages: 

• Estimation of building damage 

• Estimation of worker casualties based on the building damage 

Building Damage at the Workplaces 

Individual building vulnerability functions, that is, the probabilit3, of building damage 

given a level of ground shaking at the site, depends of the structure type, the age of 

construction, and the building height. Vulnerability functions account for variability by 

assigning a probability distribution bounded by 0% and 100% with a prescribed mean value 

and standard deviation. The vulnerability functions were based on historical damage data and 

insurance claims data--including the analysis of over 50,000 claims from the Northridge and 

other earthquakes. 

The probability distributions of ground shaking at the site and vulnerability functions are 

combined to estimate the probability of building damage for each earthquake event. The 

probability of damage at the site level is also combined probabilistically, accounting for 

correlation in ground shaking between zip codes and in damage level between the same and 

different structure types within and between zip codes. 

Note that considerable randomness exists in earthquake damage patterns where 

randomness denotes the irreducible variability associated with the earthquake event. 

Randomness as characterized by the following parameters: 

• Ground shaking 

• Damage to the average structure of a given class at a given level of ground shaking 

• Each structure's seismic vulnerabilit3.r relative to the average structx:re of its class 

Modeling uncertainty, the tack of knowledge in characterizing each element of the 

model, is statistically combined with randomness and correlation to estimate overall 

variability in damage and loss to the entire portfolio. 

Casualties Due to Buildine Damaee 
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Workers' casualty data resulting from earthquakes is very scarce in the United States. 

EQECAT is constantly using data from the most recent earthquakes worldwide to update its 

casualty functions, which correlate building damage to casualties. Because of  differences in 

building design codes and construction practices, data from earthquakes outside the U.S. are 

adapted to local U.S. conditions. This adaptation takes into consideration building damage, 

the state, and its resulting casualties. 

EQECAT's  proprietary workers compensation casualty rate functions are defined for 

four injury types: death, severe/major, minor/light, and medical-only. 

3.7 C a l c u l a t i o n  o f  L o s s  D u e  to C a s u a l t i e s  

Average costs by injury type were provided by NCCI and used in calculating losses due 

to workers' casualties. The same average costs were applied to all three perils. 

Earthquake exposures were defined for different work shifts. The number of  casualties 

by work shift for each work site and earthquake event is estimated prior to .the application of 

the average costs. 

3.7.1 Calculation of Loss Due to Tsunami 

Although all coastal states on the West Coast are prone to tsunamis, only Alaska was 

analyzed for this peril. 

Alaska has a higher worker rate near the shore in inundetable zones and its coastline is in 

close proximity, to the subduction zone capable of  triggering tsunamis. In addition, in remote 

locations of Alaska, workers compensation extends coverage after the employee leaves the 

immediate worksite. Other states such as Oregon and Hawaii can benefit from a warning 

advantage that would reduce the impact of  tsunamis generated far away. 

A simplified model was formulated to estimate workers compensation loss due to 

tsunami inundation. This model is based on tsunami modeling developed for Japan, which 

makes use of  historical data to derive a relationship between earthquake moment magnitude 

(Mw), distance from the earthquake rupture to the shore, and direct or indirect exposure to 

the wave to determine the run-up height of  a tsunami wave. The quantity of  historical data 

needed to develop such a relationship is not available for Alaska; however, the model adopts 

the Japanese method where the detailed physics of  the wave are not being calculated. 

Injury. Rate 

Casualties due to tsufiami run-up are estimated by assuming a simple relationship 
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between depth of inundation and the likelihood of being in one of four NCCI injury classes 

(medical-only, minor permanent partial /temporary disability, major permanent partial 

/permanent disability, and death). There is scarce data available and the conditions under 

which the casualties occur is extremely variable. For this simplified approach, the injury 

relationships were subjected to the 1964 Mega-Thrust earthquake and the relationships 

calibrated to produce roughly the casualties suffered in the event. 

Earthquake Modeling 

The source of tsunami in Alaska is limited to the lengthy subduction zone that lies along 

the undersea trench that stretches from about Seward to the tip of the Aleutians. This 

subduction zone produces earthquake magnitudes estimated to be as large as Mw 9.2. Only 

the larger magnitude events have a potential for causing tsunami. For this analysis, 

magnitudes down to Mw 7.7 were considered. 

Based on the geometry of the subduction zone adopted from the USGS, ruptures of 

magnitudes between Mw 9.2 and Mw 7.7 were placed along the length of the trench. The 

frequency of each event, as a function of magnitude, was derived from an analysis of the 

earthquake catalog for the region. 

For each earthquake rupture, the surface distance between any location on the rupture 

plane and each near-shore business location was calculated. 

Tsunami Analysis 

The computations were performed for each earthquake rupture and for each site. Given 

the magnitude of the rupture and the distance from the ruptures to the site, the simplified 

equation estimates the run-up height. The difference between the elevation above sea level 

and the run-up height determines the depth of inundation. 

Inundation depth is then used to determine the percentage of employees who are in each 

injury category. From the number of employees at the location, the total casualty cost is 

estimated using the mean costs for each injury category. The cost is multiplied by the event 

frequency, and aggregated by NCCI occupation class and by count},. 

The losses from earthquake shaking and tsunami were combined through summation. 

This conservative treatment neglects the potential for overlap in casualties caused by shaking 

and by tsunami. 

3.8 Deriving Loss Costs from the Modeling 

As described earlier, Expected Annual Losses (EAL) were calculated for every state and 
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peril analyzed. These losses were obtained using the casualty counts generated from the 

simulated events and by using state-specific benefit payments by injury type by state 

provided by NCCI. The losses do include self-insured employers. 

Using the loss exceedance distribution underlying the EAL estimates, NCCI actuaries 

remove from the distribution events that do not exceed the selected dollar threshold of $50 

million. See Appendix B for a detailed hypothetical illustration of this process. 

The modified EAL was divided by the number of full-time-equivalent (FTE) employees 

and divided by the annual wage per employee based on Current Population Survey (CPS) to 

derive a pure loss cost per $100 of payroll. Note the number of employees also includes self- 

insured employers. 

This was computed by peril and summed to determine the catastrophic (DTEC) loss 

cost/rate provision. (Note: the foreign terrorism provision was computed similarly except 

for a final adjustment to remove the portion of losses from events that exceeded the federal 

backstop provided under TRIA.) 

3.9 Other Insights from the Modeling 

The relative magnitude of different catastrophes varies based on the time horizon. In 

workers compensation, for shorter time horizons, industrial accidents are expected to 

generate the largest expected losses. However, for very long term horizons, earthquakes 

generate the largest expected losses. 

When talking about the relative length of time horizons, one references the return 

period. The return period for extreme events is defined as the expected length of time 

between occurrences. It is an approximate measure of frequency per unit of time. 

The following bar chart shows that the relative magnitude of perils varies based on the 

time horizon. Here, we look at the three different perils in three different states: industrial 

accidents, terrorism, and earthquake. The focus is on the different time horizons. 

The first observation is that regardless of peril, over longer time horizons, the expected 

loss amounts increase. This is because the very largest catastrophic events dominate the 

calculation of expected loss, despite their very low return period. This is generally true across 

all states modeled, and all three perils. 

The second observation is based on comparing the expected losses by peril relative to 

each other based on the different time horizons. The following chart shows the differences 

at a 20-year, 100-year, and 1000-year return period. When taking a 20-year time horizon, 
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industrial accidents are expected to be the largest e~ents in terms of  generating expected 

losses, and earthquake is the lowest. When a 100-year time frame is viewed, industrial 

accidents rank second, and terrorism events are first. At a time horizon of  500 years or more, 

terrorism events rank first, followed by earthquakes, and then industrial accidents. 

Note the following chart shows results for three different states. This is still 

representative of  the pattern that would likely result in a single state over the same time 

horizons, but the model results underlying this analysis did not include a single state modeled 

for all three perils. 
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3.10 T h e  P r o s  a n d  C o n s  o f  U s i n g  C a t a s t r o p h e  M o d e l i n g  i n  Workers 
C o m p e n s a t i o n  

Catastrophic events are a low frequency occurrence with vet-), high severity, and cannot 

be adequately addressed through standard actuarial techniques to quantify risk. The data on 

such events is limited to a very small number of historical events - -  often without an event 

having been observed in a state. 

Used in conjunction with the actual historical data, stochastic simulations were used in 

the modeling to provide additional data points. Repeat simulations of an event provide a 

broader perspective of the possible outcomes. Variations of parameters are also modeled 

and result in a comprehensive stochastic event set. 

Modeling is being used extensively in the insurance and reinsurance industries. State 

regulators are scrutinizing the models, more fully understanding how they operate, and 

asking better questions to learn more and more. Over time, there has been a wider 

acceptance of catastrophe modeling by regulatory officials. 

As for disadvantages, there are several parameters with varying levels of uncertainty 

involved in each of the hazard, vulnerabilit3, , casualty, and loss modules which are integrated 

in these complex models. These uncertainties lead to differences between models and raise 

questions among regulators who have to determine the validity of these tools which are 

becoming increasingly used in rate making. 

3.11 P o s s i b l e  F u t u r e  E n h a n c e m e n t s  to the Catastrophe M o d e l i n g  

The catastrophe models rely heavily on underlying databases which contain information 

on the different parameters used in the analysis. To the extent that the refinement and 

quality of these databases increases, the result may be a reduction in the margin of 

uncertainty" in the final results. 

An enhancement to the workers compensation models described earlier would result if a 

database containing the employment data at each business location and for each work shift 

were updated regularly. This would improve the estimates of the numbers of workplace 

injuries and the subsequent modeled loss estimates resulting from events emanating from 

the perils of terrorism, earthquake, and catastrophic industrial accidents. 

Some other examples of information or databases which might improve the estimation 

of the workers compensation loss estimates follows, organized by peril. 
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Earthquake Peril 

A more refined soil database would be a possible enhancement if used in the earthquake 

model for workers compensation. It could allow for better estimation of  the site 

amplification of  the ground motion, which in turn is used to calculate the building damage, 

and hence, the resulting casualties among its occupants. 

Also, building structure information, if more accurately defined, would allow for the use 

of  a more fine-tuned building vulnerability, function. In the absence of  such information, 

assumptions are generally made based on information that could possibly be dated. 

The casualty, rate functions allow the estimation of  the casualties by injut 3, type in 

different building structures. These functions are developed from limited earthquake casualtyT 

data and as more data is collected from future occurrences, toss estimates could be improved 

as the estimation of  casualties improved. 

Catastrophic Industrial Accidents and Terrorism Perils 

The potential for extreme industrial events needs to be constantly reviewed based on 

safety, regulations and their enforcement, emergency planning, and medical emergency care. 

These conditions may vat- 3, greatly over time and across facilities. This tyTpe of information 

directly impacts the frequency assumption underlying the loss cost. As this information 

becomes more refined, one should be better able to target the frequency assumption. 

Other areas of  possible enhancement include obtaining more refined information on the 

potential target sites. In particular, those sites storing toxic chemicals need to be constantly 

updated as some plants open or close or change their product lines. The nature and 

quantities of  the toxic chemicals need also be kept current. 

For terrorism, the statements above apply with respect to the potential target sites. Also, 

event frequencies need to be regularly evaluated based on current conditions and the 

possible threats they may generate. The frequency assumption, as always, is vet 3, important 

to determining the appropriate loss cost levels for all perils. 

3.12 Using Models Outside the Actuary's Expertise 

The author relied upon the expertise of  other NCCI actuaries, whose work product has 

been described in parts of  the modeling discussion presented. Such information has been 

documented in accordance with ASOP No. 38. 

The NCCI actuaries relied upon simulation models supplied by EQECAT for calculating 

expected losses due to the earthquake perils. The accuracy of these models heavily depends 
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upon the accuracy of  seismological and engineering.assumptions included. 

The NCCI actuaries also relied upon simulation models supplied by E Q E C A T  for 

calculating expected losses due to the perils of  terrorism and catastrophic industrial 

accidents. The models produce estimated losses due to physical, chemical, and biological 

terrorist acts. They also produce estimated losses due to chemical releases and explosions at 

industrial plants, and both perils include the input and opinions from experts in related fields 

and experts at ABS Consulting. The accuracy of  these models heavily depends upon the 

accuracy of  meteorological, engineering, and expert claim frequency assumptions. 

4. CONCLUSIONS 

This paper documents several important  changes that have been implemented in the 

aggregate ratemaking process used to determine indicated workers compensation loss cost 

and rate changes by state. The changes NCCI implemented support the long-term goals of  

adequacy and stability, of  loss costs and rates based on the explicit consideration of  how to 

treat large events consistently from state to state in the ratemaking metl~odology. 

This paper also serves to document  for the first time in CAS literature how computer 

modeling was used in workers compensation. 
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Appendix A - Example of De-Trending Procedure 

State X - Effective 9 /1 /2004 

Calculation of Base Threshold (Using information from latest approved filing): 

Experience Pedod of Latest Approved Filing 1PY / lAY 

On-leveled, Developed Premium for PY 2001 

On-leveled, Developed Premium for AY 2002 
247,605,878 
240,782,386 

Experience Period On-leveled, Developed Premium 488,388,264 

Factor to Remove Expenses 1.000 

Experience Period On-leveled, Developed Premium Excluding Expenses 488,388,264 

1% of the Total Experience Pedod Premium 4,883,883 

Threshold for the Base Year 5,000,000 

Midpoint of the Proposed Filing Policy Period (Base Year) 8/13/2005 

Calculation of De-trended Thresholds: 

(1) (2) (3) (4) (5) (6) (7) 
Actual CY Chanae in AY PY 

CY CPSWa=e ~ Year ~ resho ld  

71111984 1984 294.17 1.016 1984 2,346,511 2,360,628 

7/1/1985 1985 298.84 1.010 1985 2,384,055 2,393,019 

7/1/1986 1986 301.72 1,064 1986 2,407,896 2,465,839 

7/1/1987 1987 320.92 1.021 1987 2,562,001 2,582,231 

7/1/1988 1988 327.57 1,063 1988 2,615,803 2,677,766 

7/1/1989 1969 348.30 1.024 1989 2,780,599 2,805,691 

7/1/1990 1990 356.51 1.054 1990 2,847,333 2,905,145 

7/1/1991 1991 375.76 1.101 1991 3,001,089 3,115,058 

7/1/1992 1992 413.85 1.004 1992 3,304,199 3,309,169 

7/1/1993 1993 415.55 1,020 1993 3,317,416 3,342,363 

7/1/1994 1994 423.89 1.030 1994 3,383,764 3,421,933 

7/1/1995 1995 436.46 1.064 1995 3,485,277 3,569,147 

7/1/1996 1996 464.18 1,039 1996 3,708,335 3,762,714 
7/1/1997 1997 482.45 1.021 1997 ,3,852,960 3,883,383 

7/1/1998 1998 492.61 1.047 1998 3,933,872 4,003,391 
7/1/1999 1999 515.60 1.044 1999 4,118,764 4,186,905 

7/1/2000 2000 538.48 1.049 2000 4,299,990 4,379,213 

7/1/2001 2001 564.63 1.020 2001 4,610,689 4,544,609 

7/1/2002 2002 576.17 1.014 2002 4,600,903 4,625,122 
7/1/2003 2003 584.52 1.026 2003 4,665,316 

71112004 2004 599.66 1.040 2004 4,786,614 
7/1/2005 2005 623.80 1.038 2005 4,978,079 
7/1/2006 2006 647.54 
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Appendix  B - Loss Exceedance  Curves and the Catastrophic Event  Threshold  

Loss exceedance curves are a standard output format from catastrophe models. Table B.1 

shows a hypothetical example of  output from a catastrophe model. For illustration purposes 

only 4 points on the loss exceedance curve are shown in Table B.1. Typically, loss exceedance 

curves will consist of  at least several hundred points. The curve is usually represented by loss 

amounts sorted in descending order along with associated probabilities of  exceedance. The 

probability of  exceedance of  a given loss amount is the probability that at least one event 

causing at least as much loss as that loss amount will occur in a single year. The loss 

exceedance curve is assumed to result from an underlying collective risk model with a Poisson 

frequency distribution. Based on this assumption, frequencies (exceedance and incremental), 

return periods, and the severity density can be derived easily. 

Table  B.1 

Hypothetical Example of  Various Components of  Common Representations of  Loss 

Exceedance Curves 

Event Probability of Frequency of Return Incremental Severity Severity 
Loss Exceedance Exceedance Period Frequency Distribution Density 

I 
[1] I21 [31 I41 [51 [__6~ 00%.iShift[3] / [71 

=Model Output =Model Output = - In (1-[2]) = 1 / [3] = Difference [3] Total [51} = Difference [6] 

1,000,000,000 0.1998% 0.002 500 0.002 100% 1% 
100,000,000 0.9950% 0.010 100 0.008 99% 4% 

10,000,000 9.5163% 0.100 10 0.090 95% 45% 
1,000,000 18.1269% 0.200 5 0.100 50% 50% 

Total 16.1269% 0.200 

For NCCI's large loss procedure, catastrophic losses from events exceeding $50 million 

dollars are completely excluded from experience used for aggregate ratemaking. A 

corresponding provision based on catastrophe model results is added to loss costs. Although 

the catastrophe model assumptions may be designed to only contemplate events likely to 

cause a large loss, this is only a qualitative threshold. Actual model output will include some 

events that when simulated with various stochastic assumptions happen to generate a small 

loss or even no loss at all. 
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Table B.2 shows the quantitative exclusion of losses exceeding $50 million, on both 

excess and ground-up bases, from the exceedance curve in Table B.1. Expected values were 

calculated for the two types of  exclusions. Column (12) is used in the derivation of  the 

catastrophe provisions. Note the excess exclusion shown in column (11) of  Table B.2 is not 

used to calculate the replacement provision for catastrophic events in the large loss 

procedure. However, this is the type of  calculation that would be applicable if events greater 

than $50 million were simply capped, as is done in the large loss procedure with large 

individual claims exceeding the state's per claim threshold. 

Table B.2 

Exclusion of  Losses Excess of  $50 Million Event Losses From Table B.1 

Expected Expected Expected 
$50m Excess >$50m Ground-up Ground-up $50m Excess >$50m Ground-up 

[81 [91 [10] [11] [121 
= Max(O, [1] 50m) = if([1] > 50m, [1] ,0) = [5] x [1] = [5] x [8] = [5] x [9] 

950,000,000 1,000,000,000 2 ,000 ,000  1,900,000 2,000,000 
50,000,000 100,000,000 800,000 400,000 800,000 

0 900,000 0 0 
0 100,000 0 0 

Total 3,800,000 2 ,300,000 2,800,000 

Illustration 3. N C C I ' s  formula for the calculation of  one catastrophe peril's pure loss cost: 

Catastrophe Pure Loss Cost (per $100 limited payroll) = 

100 x Catastrophe Expected Losses / (# Workers x Limited Average Annual Wage) 

So, if the loss exceedance curve in Tables B.1 and B.2 were based on a modeling 

assumption of  1,000,000 workers and the average annual wage was $40,000 the provision for 

the excluded large event losses would be: 

100 x $2,800,000 / (1,000,000 x $40,000) = 0.007 

For the DTEC provis!on, a similar provision would be computed for the other perils and 

added to the 0.007. The sum would then be multiplied by a factor to account for loss based 

expenses (or fully loaded expenses in administered pricing jurisdictions) and then rounded to 

the nearest penny to produce an additive provision for loss costs/rates. 
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Appendix C - NCCI Call #31, Large Loss and Catastrophe Call 

CALL #31 
N A T I O N A L  C O U N C I L  O N  C O M P E N S A T I O N  I N S U R A N C E ,  INC.  

L A R G E  LOS S A N D  C A T A S T R O P H E  C A L L  
V A L U E D  AS OF D E C E M B E R  31, 2003 

CARRIER/CARRIER GROUP CARRIER CODE NUMBER 
SUBMITTED BY TITLE TELEPHONE NO DATE SUBMITTED 

Accumulated Paid 
Claim Policy NCCI Exposure Market P~icy Claim Losses Case Outstanding 

Catastrophe State Type EffectNe Accident Status 
Number Number Number Code Code Date Date Code Indemnity Medical Indemnity Medical 

ol I21 /3/ (41 /5/ /61 17/ /8t /91 9 °) I ' l  9 2) 

Defense and Cost 
Containment Expense 

Accumulated Case 
Paid Oats tandlng 

(13) 1~41 

Market Type Code: Claim Status Code: 
3 - Voluntary (not Large Deductible) 0 - Open 
2 - Large Deductible 1 - Closed 

- 0 - Assigned Rick (not Lan3e Deductible) 2 - Reopened ~C, opydght 2006, Nat~naJ Council on Compensallon Insumr~e, Ins. All Rights Raser~,,ed. 

% 

r~ 

~L~ 



Catastrophes and Workers Compensation Ratemaking 

5. REFERENCES 

Ill Historical Loss Development Study, 2003 Edition, Reinsurance Association of America, 2003. 

Abbreviations and notations 

AY, accident )'ear 
BLS - Bureau of Labor Statistics 

CAS, Casualty Actuarial Society, 
CLDFv- Capped "paid + case" tail factor, 19 th 
to ultimate, for threshold T. 
CPI-consumer price index 
CPS-Current Population Survey 

CY-calendar year 

DSR-Designated Statistical Reporting level of 
NCCI 
DTEC-Domestic Terrorism, Earthquake, and 
Catastrophic Industrial Accident provision 
EAL-expected annual loss 

ELDF-r- Excess "paid+case" tail factor, 19 'h to 
ultimate, for threshold T. 
EQECAT- modeling company, a division of 
ABS Consulting Group 
FT- Factor to apply to state-specific ULDF to 
get state-specific CLDFv for threshold T. 
FTE- full-time equivalents 

ISO-lnsurance Se~'ices Office 

LAE-loss adjustment expense 

M- Smillions 

MbIl- Modified Mercalli intensity 
MIDAS-AT- Meteorological Information and Dispersion 
Assessment System--Anti-Terrorism T M  

MW- moment magnitude 
NCCI- National Council on Compensation Insurance, Inc. 

OSHA- Occupational Safe W and Hazard Administration 

PGA-peak ground acceleration 
PY-policy }'ear 

RAA-Reinsuranlze Association of America 

Sa-response-spectral acceleration 

SCLDFv- State-specific capped "paid+case" tail factor, 
19 th to ultimate, for threshold T. 
SULDFv- State-specific uncapped "paid+case" tail factor, 
19 th to ultimate, for threshold T. 
TRIA -Terrorism Risk Insurance Act of 2002 

ULDF - Uncapped "paid+case" tail factor, 19 th to 
ultimate 
US - United States 

USGS - United States Geological Survey 

WCSP- NCCI 's  Workers Compensation Statistical Plan 

XSr- Per Claim adjusted excess ratio at threshold T 

B i o g r a p h y  o f  t h e  A u t h o r  

Tom Daley is Director and Actuary at NCCI, inc. He is currendy responsible for both applied research and 
production duties in class ratemaking for all NCCI states, and handhng state actuary loss cost and rate filing 
dudes in several other states. He has a B.S. degree in Mathematics from the Pennsylvania State Universi~'. He is 
an Associate of the CAS and a Member of the American Academy of Actuaries. 
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Forecasting Workers Compensat ion Severities and 
Frequency Us ing  the Kalman Filter 

Jonathan Evans and Frank Schmid 

Motivation. Esnmating trend rates of growth of severity and frequency is crucial to workers 
compensation ratemaking. Such trend rates can be estimated using unobserved components models 
and structural time series models. These two t3.~pes of models derive from parsimonious and 
transparent data-generating processes and, in the case of structural time series models, allow the 
researcher to incorporate economically meaningful explanatory variables into a t/me series framework. 
When specified in state-space form, unobserved components models and structural dine series models 
become available to the Kalman filter estimation technique. The Kalrnan filter explicitly accounts for 
possible measurement errors in the observed severit 3" and frequency data. 
Model. Structural time series models, which nest unobserved components models, are applied to 
state-level time series data for (on-leveled and wage-adjusted) indemnity and medical severities, and for 
frequency. Parameter estimates, hypothesis tests, and growth forecasts are provided for by the software 
package ST:U\IP. STAMP is especially designed for estimating unobserved components and structural 
time series models. 
Results. NCCI developed a production process that employs unobserved components and structural 
time series models to state-level data of indemnity and medical seventies, and frequency. Trend growth 
forecasts generated with such models were presented in state advisor3" forums and served as a 
consideration in rate filings. 
Conclusions. NCCI's experience with Kalman-fthered estimation of trend rates during the policy year 
2006 rate-filing season was encouraging. NCCI anticipates continued use of unobserved components 
models and structural time series models in furore rate filings. 
Availability. STAMP is an easy-to-use windows-driven software package that runs on the GiveWin 
platform. STAM'P and GiveWin are available from Timberlake Consultants Ltd. 
Keywords. Workers compensation, trend growth rates, Kalman filter, unobservecl components model, 
structural time series models, state-space modeling 

1. INTRODUCTION 

Forecas t ing f requency and severity is crucial to workers  c o m p e n s a t i o n  ratemaking.  Such 

forecast ing is p e r f o r m e d  us ing  t ime series models ,  which  are mode l s  that account  for the 

t ime dependence  in the obseta, ed data. In m a n y  t ime series models ,  this t ime dependence  is 

mode l ed  as a (potentially rather  complex)  autoregressive structure,  as is the case in ARIM.A 

(Auto-Regress ive  Integrated Moving  Average)  or  A R M A  (Auto-Regress ive  Mov ing  Average) 

models .  To  many,  such  autoregressive s t ructures  appear  mechanis t ic .  In search for more  

t ransparent  and  pa r s imonious  representa t ions  o f  the  under lying data-generat ing processes ,  

unobse rved  c o m p o n e n t s  (UC) mode l s  and,  as an  ex tens ion  to UC models ,  s tructural  t ime 

series (STS) mode l s  have  been  developed.  In UC models  the quantifies o f  m o s t  interest  are 

no t  directly observed  and m u s t  be es t imated  us ing  bo th  empirical  data and est imates  o f  
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underlying statistical parameters (sometimes called bype~arameters m this context). STS 

models are linear combinations of  UC models for the time series of  interest and standard 

linear regression models including explanatory variables that are exogenous to the time series 

of  interest. For example an STS model for stock market prices might combine a UC 

random walk with drift for the logarithm of stock prices and a standard linear regression for 

changes m the logarithm of stock market prices against recent changes in interest rates. 

Forecasting is a signal extraction and signal extrapolation exercise. Signal extraction is the 

process of  filtering out measurement errors from empirical data. Measurement errors 

include the total impact from all sources of  noise, deviations of  the empirical data from the 

underlying signal that do not affect the expected values of  future observations (such as 

medical or indemnity severities, and frequency). In forecasting, the signal is the quantity of  

interest, because it is the signal that determines the expected values of future observations. 

Specifically, it is the objective of  a forecasting model to elicit from historical observations the 

process that generates the unobservable signal. Because the forecasting model replicates the 

data-generating process of  the signal (instead of  fitting historical observations), the quality of  

these models cannot be judged by the (in-sample) fit to the observed data, as gauged, for 

instance, by the R2. In fact, good fit to heretofore observed data harbors the risk of  

overfitting. Such overfittmg implies that the (n-sample) fits and (out-of-sample) forecasts 

may not center on the signal, thus giving rise to potentially large forecasting errors. 

As an example, consider a game of dice, where each die has sLx faces, the number of  

spots ranging from 1 to 6. In any toss of a pair of  dice, the expected value of  the outcome is 

7. This expected value is the signal, which manifests itself as the mean outcome as the 

number of  tosses goes to infinity. The difference between the observations and the signal is 

noise. The signal offers an unbiased forecast for any future toss. Thus, among all possible 

forecasting models, the one that simply produces this time-mvariant signal as its forecast has 

the lowest expected root mean squared error. Yet, this model offers the worst m-sample fit 

possible, as the model has no explanatory power with regards to the variation of  the 

outcome around the expected value. Not surprisingly, a least-squares regression of  the 36 

possible outcomes on the time-mvariant signal reveals an R 2 equal to zero. 

The risk of  overfitting awards parsimony a critical role m time series modeling. UC 

models are conducive to such parsimonious modeling as the underlying data-generating 

process is highly transparent. UC models, and their extension, STS models, can be written m 

state-space form (defined m section 2.2), which makes these models available to the Kalman 

filter estimation technique. The Kalman filter has been developed m engineering as a signal 

extraction algorithm and, as such, recommends itself for estimating forecasting models. In 
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fact, the Kalman filter is an estimation technique that explicitly accounts for possible 

measurement errors in the reported data. 

NCCI estimates UC and STS models using the software packages STAMP and SsfPack. 

SsfPack is a collection of functions for state-space modeling, including maximum 

likelihood-estimation ~iLE) and Kalman-filtered estimation and smoothing. This package 

runs in two alternative environments: the programming language Ox (Koopman et al. [11]) 

and the platform S-Plus (Zivot et a1.[17]). We use SsfPack within Ox Professional on the 

GiveWin platform. STAMP (Koopman et al. [10]) also runs on the GiveWin platform. Ox 

Professional, GiveWin, and STAMP are distributed by Timberlake Consultants Ltd. S-Plus 

is a commercial platform available from Insightful Corporation. The models presented here 

were estimated using STAMP. Due to the complexity of code development, practical 

implementation of the Kalman filter in actuarial applications generally requires the 

acquisition of a preexisting specialized statistical software package from an external vendor. 

NCCI developed a production process that employs unobserved components and 

structural time series models for indemnity and medical severities and for frequency for 

more than 30 U.S. states. Trend growth forecasts derived from these models were presented 

in state advisory forums and served as a consideration in rate filings. 

1.1 Research Context 

The material in this paper falls under CAS Research Categories II.G.12 Actuarial 

Applications and Methodologies/Ratemaking/Trend and Loss Development and III.H.15 

Financial and Statistical Models/Statistical Models and Models/Time Series. Econometric 

models for actuarial trends have been dealt with in Hartwig et al.[5], Lommele and 

Sturgis. [12], McGuinness[13], and Van Slyke[15]. Credibility adjusted trending has been 

discussed in Venter[16]. None of these sources utilize the Kalman filter. 

1.2 Objective 

Economic support for actuarial trending of workers compensation losses at NCCI 

currently includes UC and STS models for forecasting (on-leveled and wage-adjusted) 

medical and indemnity severities, and frequency (number of claims, divided by on-leveled 

and wage-adjusted premium). (Wage-adjusting brings past exposure, as gauged by payroll, 

up to current wage levels; on-leveling brings past loss experience up to current benefit 

levels.) This paper describes current practice at NCCI of estimating such models using the 

Kalman filter. In addition to this set of three single-equation models, NCCI operates a 

Bayesian five-equation state-space forecasting model for severities, frequency, and the 
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corresponding loss ratios--this multi-equation model, which accounts for add-up 

constraints and contemporaneous (cross-equation) covariances, is estimated using the 

Metropohs-Hastmgs algorithm. This paper is written from the perspective of  actuarial 

researchers using preexisting statistical software packages from external vendors and does 

not include algorithmic details for statistical methods. 

1.3 Outline 

In Section 2.1, we describe the data-generating processes that underlie UC and STS 

models, and we put these models in state-space form. In section 2.2, we discuss the Kalman 

filter estimation technique and show how ML estimates for the moments are obtained from 

the Kalman filter output. The authors caution that readers need not completely understand 

the formulaic details in section 2.2 to understand the rest of  this paper. Section 3 describes 

an implementation of  UC and STS models in indemnity and medical severities and frequency 

forecasting. Section 4 concludes. 

2. BACKGROUND AND MODELS 

2.1 Unobserved Components and Structural Time Series Models 

STS models are linear combinations of UC models and standard linear regression models. 

We start out by describing the data-generating processes of  UC models and then expand 

these models to the STS framework. 

UC models derive from the concept of  Gaussian innovations, as exemplified in Brownian 

motion. Unlike noise, innovations propagate forward in time and affect the expected values 

of  future observations. In their most basic (and, hence, most restrictive) form, these models 

postulate that innovations to the (unobserved) signal of  a given (observable) variable are 

draws from the normal distribution. Put differendy, the signal in question follows a random 

walk. Let Yt be the variable and 8 t the signal, then we can write the /oca/ /eve/ mode/ in 

Equations 2.1.1 through 2.1.3 as follows: 

Yt =~gt +£ t ,  £t  - N(O, a 2 ) ,  t = l  ..... T (2.1.1) 

8 t =/.l t (2.1.2) 
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/a t = l l  t_ l + r/ , , r/ t - N ( O , a 2 )  (2.1.3) 

The local level model is written in state-space form. The variable /2 t is the only state 

variable and, by definition, unobservable. The variable /a t describes the t i m e  t / e v e / o f  the 

unobsetaTable signal 8 t and is subject to the Guassian innovation r/t. The observed 

dependent variable Y t  is the sum of this signal and Gaussian noise e t . Inserting Equation 

(2.1.2) into Equation (2.1.1) delivers the measurement  equation. Equation (2.1.3) is the transit ion 

equation, which describes the trajectory of the state variable /a t. 

Local level models apply when the signal follows a random walk. Variables that follow 

random walks exhibit high degrees of persistence, as all innovations are permanent. An 

example of such a highly" persistent variable is the rate of CPI (Consumer Price Index) 

inflation (see, for instance, Koopman et al.[11] and Green[4]). 

Signals may exhibit drift. If this drift is stochastic, we obtain the local l inear m o d d ,  which is 

described in Equations 2.1.4 through 2.1.7: 

y , = 8  t + e  t ,  e t - N ( O , a 2 e ) ,  t = l  ..... T (2.1.4) 

O, =/at (2.1.5) 

/at = / a , - I  + f l , - I  + r / t ,  1/t ~ N ( 0 , o ~ )  (2.1.6) 

fit = flt-I + ( t ,  ( t  - N(0,O'[) (2.1.7) 

The state variable /a t indicates the level of the signal, and the state variable f i t  describes 

the slope (or, synonymously, drift) of the signal. As with the level, the slope is governed by a 

Gaussian, permanent innovation ( t  • Because there are two state variables in the local linear 

model, there are two transition equations, which are Equations 2.1.6 and 2.1.7. 

An example of a variable the trajectory of which may be described using a local linear 

model is the logarithmic stock market total-return index, where f i t  indicates the expected 

log return (or, equivalently, the drift in the logarithmic stock price). For cr ~ = 0, the slope is 

non-stochastic. In the stock market example, non-stochastic drift implies constant expected 

r e t u r n .  
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A third model of interest follows from the local level model by means of  integration. 

Assume that the CPI rate of  inflation indeed describes a random walk, as empirical studies 

indicate, and measure the rate of  inflation by the first difference in the logarithmic price 

level. In this case then, the logarithmic price level follows an integrated random walk. For 

the integrated random walk (which sometimes is called smooth trent 0 model, we can write in 

Equations 2.1.8 through 2.1.11: 

Yt = S t  +e , ,  e t ~ N(0,cr2), t = l  ..... T (2.1.8) 

8t =/'/t (2.1.9) 

~ t  = ~ , - I  + f i t - I ,  (2.1.10) 

p, =/3,_, +( , ,  ( ,  - N(0,cr ~) (2.1.11) 

The integrated random walk model results from the local linear model for cr 2 = 0 

The described types of UC models rest on parsimonious data-generating processes, which 

makes them appealing for signal-extraction purposes. On the other hand, these models are 

not cognizant of  economic, causal relations that may exist between the dependent variable in 

question, Yt, and a vector of variables of  economic activity, (xl.e,x2,t ..... xn,e).  UC models 

can be expanded to STS models by adding a standard regression component, thus enabling 

such models to account for pertinent economic relations. When expanding the most general 

UC model-- the local linear model- - to  an STS model, we can write in Equations 2.1.12 

through 2.1.16: 

yt =O, +yt  "xt + e , ,  e t ~ N(0,a  2) (2.1.12) 

8 t =/,l t (2.1.13) 

T, = Yt-I + v t, v ,  - N ( O , a  o) (2.1.14) 
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/a t  = / a t - ,  + f l  t-I + t i t ,  t i t  ~ N (O,o" 2~ ) (2.1.15) 

fit = fit-, + ( , ,  ( ,  - N(0,o'~) (2.1.16) 

The STS model above has one explanatory variable, x e . The regression parameter of  this 

variable, r t ,  follows a random walk. Alternatively, this parameter may be specified as 

stationary ( Ye = Y + vt ) or time-invariant (or v 2 = 0). At NCCI, when employing time-variant 

parameters, we estimate such STS models using SsfPack. The software package STAMP (we 

use version 6.21) can handle currently only time-invariant parameters. For short data series, 

time invariance in Yt is an appropriate constraint to avoid over-parametrizadon. Such 

time-invariance presumes that the variable x t is measured without error and that the 

economic relation depicted in the above measurement equation is time-invariant--these are 

standard assumptions in ordinary linear regression models. 

In the next section, we describe the Kalman filter technique for estimating the state 

variables, and the accompanying ML estimation of  the moments. Further, we discuss the 

relation between the Kalman filter and the Biihlmann credibility criterion. 

2.2 The Kalman Filter 

The Kalman filter was invented in 1960 by Rudolf Kalman (Kalrnan [7]) and saw almost 

immediate application in real-time signal processing for spacecraft. Up to the present, the 

Kalman filter is widely used in various aspects of aerospace operadons, such as radar. The 

filter acts on an observed time series by removing an estimate of  measurement noise. Thus, 

the filtered series represents an estimate for the underlying process of  the signal, that is, the 

observed variable, purged of  noise. The Kalman filter introduces into time series modeling 

the fundamental statistical philosophy that real-world observations are only shadows of ideal 

Platonic forms (Plato [14]). 

The Kalman filter works in the context of  time series models expressed in state-space 

form. The state-space form specifies a transition vector equadon (Equation 2.2.1) for 

unobserved state variables of  interest, and an associated measurement vector equadon 

(Equation 2.2.2) for the observed series (Harvey[6] and Durbin and Koopman[3]). The 

transition equations describe the transition of  the state variables from state t to state t + l .  

The measurement equations describe the relations between the signals and the state variables 

and, at the same time, account for measurement noise as the difference between the 

observed variables and the respective signals. 
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oct = T t a , _  I + c ,  + R t r l  t,  E(r/e)=0, V a r ( l ' l t ) = Q t  

y ,  = Z t o e  t + d r  + e , ,  E(~'t) =0, V a r ( e t ) = H  t 

(2.2.1) 

(2.2.2) 

The vector a" t contains the unobservable state variables. The matrices T,, R,, and Z,,  as 

well as the parameter vectors c,, and d, are assumed to be non-stochastic; t3qgicaUy, these 

variables and parameters are known and may (but need not) be time-invariant. In 

engineering applications, the matrices of  the variances of  the innovations and the 

measurement errors, Qt and H e , respectively, are often determined by actual physical 

calibration with instruments. In financial and economic analyses, these moments are 

estimated using the ML approach. This ML estimation can easily be obtained through a 

decomposition of  the prediction error of the Kalman filter (Kim and Nelson[8]). The 

Kalman filter is presented in Equations 2.2.3 through 2.2.7. 

a , l t - I  = T t a  t - I  + C t (2.2.3) 

, P o - I  = T t P t - I T t  '+ R t Q t R t '  (2.2.4) 

a t = atl,_ I + Pt l t_ lZ t  ' F t - l ( y ,  - Z t a t l t _  I - d , )  (2.2.5) 

P t = P tlt-I - P tlt-I Z t ' F t-  I z t P tlt-I (2.2.6) 

F t = Z t Ptl,-I Z t '+ H t (2.2.7) 

For initial values, it is assumed that P21t is very large and that a211 = 0. 

The coefficients atlr_ l and a t represent estimates for 6r, before and after yt is 

observed, respectively. 

The exists an analogy between the Kalman filter and the Biihlmann credibility criterion 

(Venter[18]); to make the analogy more apparent, assume Z, = 1 and d, = 0. Equation 2.2.5 

contains the Biihlmann credibility-like term: 

Ptlt-i 

Ptlt_ 1 "al- H, 
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If  Yt , a t l t - i ,  and a t are interpreted as the indication, the complement of  credibility, and 

the credibility-weighted estimate, respectively, then Equation 2.5 is effectively a Btihlmann 

credibility estimate since P, It-* and H t can be interpreted as estimates of  the variances of  

ate_ 1 and Yt, respectively. 

Note that the Kalman filter only estimates the series of  underlying states o~ t , given the 

observed series y, and assumed values for the variance parameters contained in Qt and H r . 

These variance parameters must still be estimated via ML. In general, likelihood functions 

for time series models based on prior estimates of  observations conditional on all previous 

observations can be stated as in Equation 2.2.8, where 0 represents the parameter values: 

T 

L(y  o)= l-I p( v , ] Y t-t ..... Y l) (2.2.8) 
t=l 

The Kaknan filter estimates can be used to derive prior means and variances of  not  yet 

observed points, conditional on the previous observations. Since the actual observations the 

are conditionally normally distributed, the log-likelihood function can be written as Equation 

2.2.9, where N is the number  of  scalar components  of  Yt : 

l (y 'O)  = - NT Iog(Zx) - 1  ~ l o g  I F t I - v t  'F t - i v ,  (2.2.9) 
' 2 2 t=l 

v, = y, - Z ,a ,  - d , ,  (2.2.10) 

The Kalman filter works reasonably well even for some time series shorter than 30 

points, although the filtered series may behave erratically on the first few data points. 

The filtered estimates are predictions for the t ime-t  vector of  state variables, based on 

information available at time t - 1. In the context of  economics, these filtered estimates may 

be interpreted as expectations for time t that economic agents formed based on the 

information available at time t - 1 .  Thus, the t ime-t filtered estimates of  the rate of  

inflation may serve as a gauge of  inflation expectations (Koopman et al. [101). 

Typically, the researcher is not interested in t ime-t estimates for the state vector that are 

based on information available only at time t - 1 .  As in standard regression analysis, the 

researcher looks for time- t estimates of the state vector that use all information available as 

at the end of  the data series, that is, as at time T > t .  Such estimates can be obtained 

through a backward moment-smoothing algorithm (Bryson and Ho [1], de Jong [2], Kohn  
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and Ansley [9]). This algorithm is presented in Equations 2.2.11 through 2.2.16, where the 

initial conditions are set as N r = r r = 0 : 

K, = T,P~I,_,Z t 'F,- '  (2.2.11) 

e, = F,-'v, - K, 'r, (2.2.12) 

r,_, = Z t 'e, +T, 'r, (2.2.13) 

D, = F,,-' + K, ' N , K ,  (2.2.14) 

L, = T, - K ,Z ,  (2.2.15) 

N,_, = Z t  'F , - 'Z ,  +L ,  'N ,L ,  (2.2.16) 

Equations 2.2.17 through 2.2.20 present the moment -smoothed  estimates of  the 

stochastic elements and their associated variances: 

E[g, [{y, ..... Yr }] = H,e,  (2.2.17) 

Var[e, I{Yt ..... Yr }1 = H,D,H, (2.2.18) 

E[r/, {y~ ..... y r } ] =  R,'Q,R,r, (2.2.19) 

Var{r/t [{Y, ..... Yr 11 = R, ' Q , R , N  ,R, ' Q , g  (2.2.20) 

3. I M P L E M E N T A T I O N  

We now demonstrate  how to apply UC and STS models to state-level series of  

(on-leveled and wage-adjusted) indemnity, and medical severities and of  frequency (number 
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of claims, divided by on-leveled and wage-adjusted premium). The objective is to forecast 

the growth factor 1 + g T.r+3 for the indemnity and medical severities that applies to the 

3-year period between the last observed period T and the future period T + 3 .  (The 

number  of  years may not be an integer; for instance, the time interval may range from T to 

T + 3 + e, 0<c < 1, in which case the applicable growth factor reads 1 + g r,r+3+e .) 

There are several routes to arriving at such a 3-year growth factor. One approach is to 

estimate directly 3-year rates of  growth g r,r+3 from (successive and non-overlapping) 

3-year time periods. This method requires long data series (as the number  of  data points is, 

at maximum, one-third of  the number  of  annual observations) and, hence, is not an option 

at NCCI. An alternative route is to estimate annual rates of  growth and then tally up the 

annual forecasts for the time periods T + 1, T + 2, and T + 3 in order to obtain the 3-year 

rate of growth from T to T + 3. Tallying up forecast rates of growth is not straightforward 

as these forecasts are random variables and annual compounding involves nonlinear 

transformations. For instance, let ~ r+l, g T+2, and ~ T+3 be the forecasts for the annual 

rates of growth and calculate the forecast for the 3-year growth rate by means of  

compounding: ~ r,r+3 = (1 + ~ r+~) (1 + ~ r+2)" (1 + ~ r+3) - 1. In this case then, if the 3 annual 

forecasts ~ T+i are unbiased forecasts of  the actual annual rates of growth g r+f ( f  = 1,2,3), 

r.r+3 is a biased forecast for the pertinent future 3-year rate of  growth 

g r.r+3 =(l + g r+l)'(l + g r+2)'(l + g r+3) - l .  

We arrive at our forecast for the growth rate g r,r+3 by means of  estimating and tallying 

up logarithmic rates of g rowth- - tha t  is, first differences in natural logarithms. We choose 

this approach because, here, our interest is to estimate the geometric mean of  the 

(continuously compounded) annual rates of growth rather than the arithmetic mean. 
^ log ^ log ^ log ^ log Logarithmic rates of  growth are additive; thus we can write: g T.T+3 = g T+l + g T+2 + g T+3 • 

(When there is the fraction e of an incomplete fourth year, then the multi-year growth rate 
^ log ^ log ^ log ^ log ^ log \ 

a m o u n t s  t o  g T.T+3+e = g T+I  + g T + 2  + g T + 3  + E -  g T + 4  ") T h i s  additivity property implies t h a t  

the sum of the annual forecast growth rates is indeed an unbiased estimator of  the multi-year 

logarithmic rate of  growth. By means of  invoking normality, it is possible to calculate a 
log ^ log standard error for ~ tog from the variances of  the annual growth rates ~ r+l g r+2, and T,T+3 

^ log ^ log g r+3" These standard errors then enable us to compute confidence bounds around g T,T+3 • 

This provides valuable information, rarely if ever available from traditional actuarial trend 

analyses, about the uncertainty of  trend estimates. 

The pertinent severity series are on a "paid" basis. The severity and frequency data are 

from an anonymous U.S. state and refer to the policy year 2006 rate-filing season. These 

data series range from 1986 through 2004, thus affording 18 annual growth rate 
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observations. The model estimates presented below are for illustration purposes only and 

are not necessarily identical to the estimates used in the rate-filing for the anonymous state in 

question. 
i 

According to the NBER (National Bureau of Economic Research, www.nber.org), there 

are two economic recessions that fall into the analyzed 1986-2004 period. Both of these 

recessions lasted for 8 months, as measured from peak to trough. The 1990/91 recession 

lasted from July 1990 to March 1991, and the 2000 recession lasted from March to 

November. This fluctuation in economic activity is potentially important for frequency. For 

instance, it can be shown that the growth rate of BLS (Bureau of Labor Statistics, 

www.bls.gov) on-the-lob injury rates correlate with the change in the rate of unemployment. 

Similarly, it is common for NCCI states that the growth rate of frequency correlates with the 

change in the state-level rate of unemployment. 

Chart 1 shows for the anonymous state in question the log growth rates for the 

on-leveled and wage-adjusted indemnity and medical severities. Chart 2 exhibits the log 

growth rate of frequency, along with the first difference in the percentage rate of 

unemployment (which has been divided by 10 in this exhibition, for scaling purposes). 

Chart 1 

Logarithmic Growth Rates of Indemnity and Medical Severities, State-Level Data, Accident 

Years 1987-2004 
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Visual inspection of Charts 1 and 2 suggests that the rates of growth of the indemnity and 

medical severities and of frequency follow random walks--thus, the local level model 

applies. A Unit-rootprocess includes an autoregressive AR(1) coefficient of unity. We do not 

employ unit-root tests, such as Dickey-Fuller (see, for instance, Greene [4]). This is because, 

for short time series, these tests have little power, that is, the test are deficient in their ability 

to reject the null hypothesis of the presence of a unit root. What complicates matters for the 

frequency series is that this variable is not a pure unit-root process but instead is the sum of 

a unit-root process and a cyclical (that is, business cycle) component. For instance, as 

Chart 2 shows, the two recessions seem to have depressed the growth rate of frequency, 

although the drop during the 1990/1991 recession appears to have been permanent (instead 

of cyclical). 

Chart 2 

Logarithmic Growth Rate of Frequency and First Difference in Rate of Unemployment, 

State-Level Data, Accident Years 1987-2004 
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Note: The Rate of Unemployment was measured in percent; for scaling purposes, the frtst 
difference was divided by 10 (in this exhibition only). 

Table 1 displays the regression results for the local-level UC (severities) and STS 

(frequency) models. This table shows the final state variable only--the level /~r. The 

t-statistic displayed alongside /~r pertains to this final, time T variable only. Put differently, 
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the t-statistic for /.t r does not afford statistical inference for /.t t in prior periods 

(t = I ..... T -1) .  For medical severity, we can reject the null hypotheses of zero growth as at 

time T (the time of the last observation). Most interestingly, we can reject the null 

hypothesis that there is no business cycle influence on the growth rate of frequency. 

Specifically, an increase in the rate of unemployment by 1 percentage point (for instance, 

from 4 percent to 5 percent) depresses the (logarithmic) rate of growth of frequency by 1.76 

percentage points. This finding supports the commonly held view that when the labor 

market softens, the least productive workers (which, frequently, are the last hired and thus 

least experienced) are the first to be laid off such layoffs leaves the remaining pool of 

employed workers more experienced, on average. Note that, for the purpose of forecasting, 

the lack of statistical significance of "baseline" growth (as at time T ) in indemnity severity 

and in frequency is irrelevant. 

Table 1 

Regression Results for Growth Rates of Indemnig- and Medical Severities, and Frequency 

Variable 
/ / r  (Level) 
Log Likelihood 

Variable 
f i t  (Level) 
Log Likelihood 

Variable 
/t r (Level) 
Unemployment 
Log Likelihood 

Panel A: Indemnity Severity 
Coefficient RMSE 
0.020474 0.015641 

54.3136 
Panel B: Medical Severity 

~stafistic Q-Ratio 
1.309 0.0455 

Coefficient RMSE ~statistic Q-Ratio 
0.081500 0.014593 5.585 0.4060 

59.8715 
Panel C: Frequency 

Coefficient RMSE ~statistic Q-Ratio 
0.0023129 0.0045367 0.50983 1.000 

-0.017635 0.0074340 -2.3722 --- 
52.8787 

The Q-ratio in the rightmost column of Table 1 is the ratio of the ML-estimated variance 

of the innovation in level (c~ ~ ) to the ML-estimated variance of the measurement error 

(6-~). For both severities and for frequency, this Q-ratio is positive. A positive Q-ratio 

indicates that the level /~I is time-variant or, equivalently, that the rate of growth of the 

severity in question (for frequency, this holds net of the cyclical influence) is non-stationary, 

as hypothesized. 

As mentioned, traditional measures of goodness of fit are of limited use for forecasting 

models. This impediment puts the emphasis on regression diagnostics. Chart 4 shows for 
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the indemnity severity UC model four diagnostic plots for the measurement error. The 

left-hand side plot in the top panel of Chart 3 presents autocorrelations in the residuals at lag 

lengths 1 through 3. These autocorrelations appear to be small on this plot, thus lending 

support to the assumption that the measurement errors are independently distributed. On 

the right-hand side of the top panel, there is a QQ-plot. This QQ-plot indicates that there 

are no fat tails. Specifically, there is neither statistically significant skewness (which equals 

0.8208) nor statistically significant excess kurtosis (which measures 0.1698). The bottom 

panel of Chart 2 displays the cumulative sum of residuals (left) and cumulative sum of 

squared residuals (right). The cumulative residuals signify no discernible positive serial 

correlation as these sums are well within the error cone. The cumulative sum of squared 

residuals indicates no material heteroskedasticity, thus suggesting that the assumption of a 

time-invariant variance of the measurement error is adequate. The corresponding residual 

diagnostics for the medical severity UC model and the frequency STS model are displayed in 

Charts 5 and 6. Here again, there is no statistically significant skewness (0.3505 and -0.4684, 

respectively) orexcess kurtosis (-0.8213 and -0.5680, respectively). 

Chart 3 

Regression Diagnostics (Local Level UC Model) for the Log Growth Rate of Indemnity 

Severity 
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A means of testing the performance of the forecasting model is to generate forecasts for 

a holdout period and then compare these forecasts with the actual, known observations. We 

estimate the two severity models for the time period 1987 through 2001 (that is, periods 

t = l  ..... T - 3 ) ,  assigning the years 2002 through 2004 (periods T - 2  through T) to the 

holdout window. Then, we generate multi-step logarithmic annual growth rate forecasts for 

this holdout window from the shortened (t = 1 ..... T -  3 ) time series. Multi-step forecasts, by 

definition, do not incorporate information that arrives during the holdout period; for 

instance, the forecast for T does not incorporate information that becomes available during 

periods T - 2  or T - 1 .  The concept of multi-step forecasting agrees with the actual 

forecasting problem at hand. However, there is one important difference between the 

holdout forecasting exercise and the actual forecasting situation. When we employ STS 

models in forecasting for the periods T + 1 through T + 3, we have to feed to the model for 

the first difference in the rate of unemployment historical observations or, if such 

observations haste not yet become available, forecasts. In the holdout forecasting exercise, 

the historical observations for the state-level rate of unemployment in periods T -  2 through 

T are available. Although using historical forecasts rather than historical observations in the 

holdout forecasting exercise would remedy this problem, the exercise would still be three 

observations short of the data series available in the actual forecasting situation. 
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Chart 4 .- 

R e g r e s s i o n  Diagnostics (Local Level UC Model) for the Log Growth Rate of Medical 
Severity 
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Chart 5 

Regression Diagnostics (Local Level STS Model) for the Log Growth Rate of Frequency 
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In the actual forecasting situation, the accuracy of  the forecasts for the frequency rate of  

growth is dependent on the accuracy of  the forecasts for the rate of  unemployment. (Note 

that our model does not account for the stochastic nature of  the unemployment rate 

forecasts.) Most importantly, an STS model will forecast recession-related dips in the 

growth rate of  frequency (as exhibited in the historical data of  Chart 2) only if the pertinent 

forecasts for rate of  unemployment describe such a recession. Unfortunately, economic 

recessions are next to impossible to forecast, because, if they were predictable, they would 

not occur as the Federal Reserve (or, possibly Congress, when it comes to fiscal policy) 

would act in a timely manner to prevent them. 

Chart 6 and Chart 7 exhibit for the mentioned 3-year holdout window multi-step 

forecasts for the annual logarithmic growth rates of  the indemnity and medical severities. 

Note that the displayed forecasts need to be multiplied by 100 to obtain percentage rates of  

growth. The confidence bounds around the forecasts range over 2 RMSE (root mean 

squared errors)--these confidence intervals are comparatively wide, which is due to the 

small number observations (14 by count). The forecasts of  interest--those for the year 

T + 3 (2004)--are quite accurate. 

Chart  6 

Holdout-Window Forecasts (Local Level UC Model) for the Growth Rate of  Indemnity 

Severity 
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Chart 8 exhibits the hold-out window forecasts for the growth rate of frequency. The 

forecast of  interest--the one for the year T + 3 (2004)---clearly falls short of the observed 

value. Apparently, the regression coefficient that gauges influence of the first difference in 

the rate of unemployment underestimated the effect on the growth rate of frequency of the 

pronounced drop in the rate of unemployment rate during the economic recovery 

2002-2004. It bears to mention that the shortening of the period of observation for this 

hold-out window exercise leaves the remaining period of observations (1987-2001) with only 

one economic recovery (the one following the 1990/91 recession); thus, it comes at now 

surprise that the regression coefficient in question is poorly estimated. Yet, it bears to 

mention that even in this shortened time period of only 15 observations, the STS model 

forecast for the year T + 3 (2004) beats the benchmark forecast (the random walk), which 

equals -7.78 percent. 

Chart 7 

Holdout-Window Forecasts (Local Level UC Model) for the Growth Rate of Medical 

Severity 
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Charts 9 through 11 exhibit forecasts for the annual logarithmic rates of growth of the 

indemnity and medical severities and for frequency for the periods T +1 through T +3 ,  

based on the full ( t = l  ..... T)  model. The top panels of these charts exhibit recent 

observations (at the dashed vertical bar and to the left of it) and forecasts with error bars 

ranging over 2 RMSE (solid vertical bars). Remember that the forecasts for frequency 
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(unlike those for the severities) are linear combinations of  the trend rate of  growth (~  r ) and 

a business cycle component. The bottom panels of  Charts 9 through 11 display, the 

estimated (at the dashed vertical bar and to the left of  it) and forecast values for the level/~ e" 

Note that these forecasts for the level---the annual trend rate of  growth of  the indemnity 

severity, medical severity, or frequency--are equal to the respective final state vector/~ r for 

all T + f ,  f = 1 ..... ~ .  Again, the presented forecasts need to be multiplied by 100 to obtain 

percentage rates of growth. 

Chart  8 

Holdout-Window Forecasts (Local Level STS Model) for the Growth Rate of  Frequency 
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As mentioned, the sought-a•r growth factor 1 + g r.r+3 is the exponentiated sum of the 

^ log ( f  =1,2,3) 3 forecasts for the annual logarithmic rates of  growth g r+f 

Finally, it is of interest how the Kalman filter technique compares with less sophisticated 

approaches to forecasting logarithmic rates of  growth from past realizations. For simplicity, 

we focus on medical severity as this variable is, unlike frequency, not (hypothesized to be) 

subject to the business cycle. 

In general, if a time series is stationary (here, is the sum of a constant and a Gaussian 

error term), then the mean of the series renders unbiased forecasts for any future value of  

this series. Although any past value of  the series renders such an unbiased forecast, the 

more past realizations are averaged over, the lower is the expected RMSE of this forecast. 
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Hence, if the log rate of growth of indemnity severity-were stationary (which it is not, we 

hypothesize), then taking the mean over all available historical observations is desirable when 

forecasting this variable. 

Chart 9 

Forecasts (Local Level UC Model) for the Log Growth Rate of Indemnity Severity 
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Chart 10 

Forecasts (Local Level UC Model) for the Log Growth Rate of Medical Severity 
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Chart 11 

Forecasts (Local Level UC Model) for the Log Growth Rate of Indemnity Severity 
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If the growth rate of  medical severity follows a random walk, as hypothesized above, then 

no averaging should be done. In general, if a time series follows a random walk, then the 

last (that is, the time T)  realization serves as an unbiased forecast for any future value of  this 

series, given the information available at time T.  Hence, the last, time T observed log rate 

of  growth for medial severity--the reading for the 2004 accident year i,; 7.74 percent is an 

unbiased forecast for the log growth rates of  periods T + f ,  (f = 1,2,3) (that is, accident 

years 2005 through 2007). Yet, as shown in Table 1, the final state vector and, hence, the 

Kalman-filtered forecast for the annual log rate of  growth equals 8.15 percent. This 41 basis 

point annual difference is due to the measurement error in the observed data. Although 

both the last observed rate of  growth (0.0774 in this realization) and the final state vector 

(0.0815 in this realization) reflect an unbiased forecast for any future period, these forecasts 

differ in precision. The Kalman-filtered forecast of  8.15 percent is likely to be much closer 

to the actual future outcome. 

As a demonstration of  the difference in typical outcome accuracy between the 

Kalman-filtered forecasts and forecasts that disregard a potential measurement error in the 

observed data, consider the holdout forecast for medical severity presented above. For the 

Kalman-filtered forecasts of  the annual log rates of  growth, the sum of the absolute forecast 

errors (for periods T + 1, T + 2, and T + 3 ) equals 0.0387, and the RMSE amounts to 0.0090. 

When the last observed rates of  growth are used, these gauges of  forecast inaccuracy are as 

high as 0.1154 and 0.0234, respectively. 

4. C O N C L U S I O N S  

The experience of  NCCI with Kalman filtered esti adon of  trend rates during the policy 

year 2006 rate filing season was encouraging. NCCI anticipate,', continued use of  

unobserved components models and structural time series models in future rate filings and 

the Kalman filter estimation technique. Current research at NCCI focuses on testing a 

B~ryesian five-equation state-space forecasting model for severities, frequency, and the 

corresponding loss ratios--this multi-equation model, which accounts for add-up 

constraints and contemporaneous (cross-equation) covariances, is estimated using the 

Metropolis-Hastings algorithm. 
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Designing a New Automobile Insurance Pricing System 
in China: Actuarial and Social Considerations 

Daqing Huang and J. Tim Query 

"To make simple things complicated is simple; to make complicated things simple is complex.'" 

-- Schpagin 

I. Introduction 

There are numerous articles extolling the future potential of the insurance industry in The 

People's Republic of China (hereafter referred to as China) since the implementation of economic 

market reforms. While the current size of the Chinese insurance market is much smaller than many 

industrialized nations, the rate of premium growth is among the highest in the world. The national 

premium income had reached nearly US$60 billion in 2005, up 13.95 percent over 2004, and 3.09 

times of the amount in 2000. Although the insurance industry has garnered increasing interest from 

researchers, little has been written about actuarial practices in the world's most populous nation. 

Supreme Court Justice Stephen Breyer recently commented that international opinion can be 

relevant in determining fundamental freedoms in a more global society. According to Breyer, "U.S. 

law is not handed down from on high even at the U.S. Supreme Court," he said. "The law emerges 

from a conversation with judges, lawyers, professors and law students .... It's what I call opening your 

eyes as to what's going on elsewhere." While the role foreign countries should play in dictating 

American law is debatable (and beyond the scope of this study), social researchers, including those in 

economics and business, have unearthed valuable insights when researching corollary issues beyond 

our borders. Examining the inimitable challenges facing casualty actuaries in China, recognizing 

the unique history of their social and legal framework, and studying the creative solutions used to 

overcome these obstacles should improve the understanding of our global diversity and is warranted. 

The automobile industry in China has a relatively short but impressive history. Backed by 

technical assistance from the Soviet Union, China started producing automobiles in the 1950s. The 

automobile sector was under strict central planning in terms of investment, production, and 

consumption until the early 1980s. Total production of automobiles was only 100,000 in 1971. 

Because motor vehicles were categorized as capital rather than consumer goods, private ownership of 

cars was not allowed. There'have been a number of peaks and valleys in automobile production over 
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the past three decades, but the overall trend since the mid-1990s has been steadily accelerating. 

When China's economic reform was introduced in the 1980s, the automobile sector gained 

momentum and began to expand significantly. Automobile production in China exceeded one 

million units by 1992, and that figure was doubled eight years later. Over the past two years the 

number of automobiles produced in China has doubled yet again with China surpassing France to 

become the fourth largest producer of automobiles in the world. Around 2008, China will likely 

surpass Japan to become the second biggest producer of automobiles in the world (Pan, et al., 2004). 

See Figure I, page 99 

Originally, the People's Bank of China (PBOC) was responsible for regulating the insurance 

industry, but in 1998 this sector was transferred to the China Insurance Regulatory Commission 

(CIRC) in order to streamline intensify financial reforms, minimize financial risks, and shore up the 

fledgling financial services industry. The CIRC oversees insurance business operations; formulates 

and enforces related laws and regulations; protects the interests of policyholders; develops the 

insurance market, maintains order and ensures fair competition; promotes insurance industry reform 

and restructuring; and sets up a risk evaluation and advance warning system to minimize insurance 

risk. Because many firms were making up for losses in their life insurance business by borrowing 

from their properly insurance business, in 1998 the CIRC decreed that insurance companies could no 

longer handle both life and non-life business (Allison, 2001 ). 

To acquire a better understanding of the insurance industry in China, a discussion of the auto 

market's history and previous versions of auto insurance is constructive. The Chinese insurance 

industry was initiated with the first insurance company established in Shanghai in 1885. By 1949, 

the total branch network oi" the domestic insurance industry in China consisted of more than 600 firms, 
c- 

but its market penetration was only about 25%. In comparison, foreign insurers totaled about 60 

firms, yet had a 75% market share. After the People's Republic of China was established, it created 

a state-run insurer, the People's Insurance Company of China in 1949. For various social, political 

and economic reasons, foreign insurers were increasingly motivated to discontinue their operations in 

China and were completely out of the country within a few years. From this point forward, the 

state-owned insurer, the Peoples' Insurance Company of China, was essentially the only insurer 
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operating in China. In January of 1959, the domestic business of PICC was suspended due to the 

restrictions on private ownership of property and the implementation of comprehensive social 

entitlement programs which lasted until 1979. A major policy shift to reform and open-up China 

was initiated shortly after the death of Mao-Tse Tung in 1976. China re-established its insurance 

sector with property business-lines resuming in 1980 and life assurance in 1982. The monopoly of 

PICC remained in place until the creation of a second insurer, Xinjiang Corps Insurance Company in 

1986, followed in 1990 by Ping An Insurance Company and CPIC. 

At the beginning of the 1980s, the properly casualty loss ratio was about 64%, peaking at 82% in 

1986. By 1994 PICC insured 5,400,000 vehicles, 920,000 tractors, 2,190,000 motorcycles, 97,000 

ships, and 12,000 fishing boats, with a total premium of 14,088 million RMB, an increase of 39.04% 

from 1993. The insurance contract wording during this time was relatively simple with broad 

coverage and few exclusions. Due to the combination of increasing exposure to thievery, higher 

accident frequency, and premiums lagging the rising prices for cars, accessories, and automobile parts, 

the loss ratio rose to nearly 79%. 

In response, PICC applied to the regulator, Peoples Bank of China, for a premium increase and 

for permission to restrict coverage. In 1995, coverage for theft was removed, third party liability 

changed from unlimited to limited, and the premium nearly doubled. Insight into the ownership of 

an automobile in China during the late 1980's can be found in an article by Bates and Goldstein 

(1989), who were expatriates in Beijing at the time. Chinese cars were purchased directly from the 

manufacturer as China had yet to open dealerships. Cars, trucks, motorcycles, bicycles, peril-cabs, 

animal-drawn carts, and pedestrians competed for limited road space. In addition, widespread public 

awareness of traffic regulations was not well understood by pedestrians, and traffic lights were 

routinely out of service during power cutoffs. Night driving posed its own challenges in China, as 

trucks would frequently drive with only one working headlight or none at all. Often, the Chinese 

authorities would hold the driver of a motor vehicle automatically liable in an accident involving a 

motor vehicle and a pedestrian or bicyclist. If liability was split, Chinese police would unilaterally 

determine the apportionment. 

The decision by China to join the World Trade Organization (WTO) has resulted in numerous 

changes to that its insurance laws and regulations. The Standing Committee of the Ninth National 

People's Congress made the proclamation to modify significantly the insurance laws governing China 
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on October 28, 2002. Guided by a combination of governmental promises, required changes 

contingent to joining the WTO, new objectives, and international traditions, the Committee identified 

38 items for revision. The amended terms under the new insurance laws involved the areas of 

insurance company operations, contracts, inspection and management, insurance agent and broker 

duties, and general rules. In addition, substantial technical modifications on rate filing examinations 

and relaxation of rules regarding the item and rate approval system were modified. 

The China Insurance Regulatory Commission (CIRC) asks for the same information as the U.S. 

for filings: actuarial memoranda, illustrations, sample policies, and details of the calculations. The 

CIRC does not request cash flow testing, and all reports are done on a statutory basis. Companies do 

not need approval before selling their products, and only unusual products receive closer attention. 

However, credentialed actuaries are required to sign for life filings. The CIRC also is implementing 

a requirement for property casualty filings to include a review by a Fellow of the Casualty Actuarial 

Society (Yang and Lu, 2004). 

See Table 1, page I01 

Another influential factor advancing these changes was the Road .Traffic Safety Law of the 

People's Republic of China, which was adopted at the 5 th Meeting of the Standing Committee of the 

National People's Congress on October 28, 2003, and took effect on May 1, 2004. It is China's first 

national law on road traffic safety and is expected to improve current road and traffic conditions. 

The detailed implementation methods are formulated by the State Council. 

The effect on motor insurance and development in China, as expected, has been profound. For 

example, Article 17 of the Law requires that the State implement a third party liability insurance 

system on motor vehicles and set up social assistance funds for road traffic accidents. In addition, 

the current tort system for resolving road accidents will be replaced with a "no-fault" system. 

The method of insurance supervision and management has been improved with decentralization 

and regulations on insurer financial strength has been toughened. The Supervision Department 

continues to be responsible for monitoring standards as previously, but individual insurance 

companies now have the latitude to design their own products and rating structures. 
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Currently, there are four main kinds of motor insurance coverage in China: 

• Motor physical damage (without theft coverage') 

• Compulsory traffic accident insurance (limited liability, with 20% no-fault) ~ 

• Voluntary traffic accident insurance (fault, one of the three kinds of coverages 

recommended by the Insurance Association of China, or excess of the limited 

compulsory traffic accident insurance) 

• Endorsement (designed by insurers) 

As a result of these regulatory changes, the requirements for both vehicle and driver will be 

stricter and more standardized. Motor insurance coverage has been extended with provisions in 

place to mandate that insurers adjust rates for both private and commercial vehicles. Foreign 

insurance companies will be excluded from Part 2 coverage as compulsory insurance is not covered in 

China's WTO agreements with other countries. 

The purpose of this paper is to provide an overview of automobile insurance regulation reforms 

currently taking place in China. Comparisons to and contrasts with the more mature, yet 

continuously challenging, automobile insurance industry in the United States and other developed 

nations are incorporated throughout the paper. Current actuarial principles in practice, given the low 

availability of credible data, are a focal point of  much of the paper. Ratemaking challenges faced by 

casualty actuaries in China, cultural and regulatory hurdles, as well as the state of the actuarial 

profession in China today are also discussed. 

1.a. Transformations Affecting the China Insurance Market  - Automobile,  Traffic, and 

Road Conditions 

The average retail cost of an automobile in China has been dramatically reduced since 2002. 

The cheaper auto prices were brought about by tariff adjustments for imported cars, and increased 

production domestically. This trend is expected to continue. The China Auto Price Index (CAPI) 

1 Also known as compulsory third party liability insurance. All owners and/or managers of vehicles on 

China's roads are required to pay premiums for this compulsory insurance by October l, three months after the 

new rules were enacted on July 1. The third party liability of the compulsory traffic insurance policy has a 

limit of 50 thousand Yuan (about US$6,000) for fatalities and injuries, 8 thousand Yuan for medical treatment, 

and 2 thousand Yuan for property. The average annual premium for a family car is about US$125. 
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shows the average prices of  cars have decreased about 13% from January 1, 2004 to 2005 and 

continue to descend. 

The rationale for tracking automobile prices is that the most important rating factor for 

automobile insurance in China is what's known as the "sum insured." The sum insured is basically 

the value of the asset being insured, which in this case is the price of a new, this year's model car (not 

the depreciated value of the original vehicle)] Therefore, insurance premiums are expected to be 

positively correlated with decreasing automobile prices. As can be seen in Figure 2 and Table 2 

below, automobile prices are trending lower, but are still relatively more expensive than in more 

developed countries. Utilizing SAS to calculate the sample CPIC data from 2003 to 2005 on an 

accident year basis, the sum insured estimates are found to be weakly correlated with paid losses (the 

correlation coefficients, calculated by using Pearson's product-moment coefficient, are between 0.150 

- 0.189). 

See Figure 2, page 100 

See Table 2, page 102 

The number of  vehicles registered in China has increased sharply in recent years. Changes in 

the national economic policy, coupled with this decrease in prices, have stimulated the demand for 

individuals to have their own private automobile. National car production in 2003 increased by 

38.5% compared to 2002, and sales increased about 36.7%. By the end of 2003, more than 96 

million motor vehicles traveled the roads of China, including 24 million private passenger 

automobiles. China has more than 100 million vehicle drivers. Of this total, 54 million were 

drivers of  automobiles, according to statistics. Rising consumer wealth has been a major 

contributory factor to the sudden explosion in the private passenger automobile market. The 

purchasing power of Chinese consumers, defined as the value of a particular monetary unit in terms of 

the goods or services that can be purchased with it, generally measured by income, has risen to the 

This caused quite a number of problems, such as giving rise to the risk of fraud as the "asset" depreciated with 

usage. To address these problems. CPIC uses a total loss sum insured and part damage sum insured 

calculation. 

72 Casualty Actuarial Society Forum, Winter 2007 



Designing a New Automobile Insurance Pricing System 
in China: Actuarial and Social Considerations 

critical level traditionally associated with car consumption in other markets (Min, 2005). Similar 

relationships have been found in auto insurance. Outreville (1990) developed a model specifically 

for property-liability insurance demand and tested it with a cross section of 55 developing countries. 

He found that the level of the gross domestic product combined with the level of financial 

development were the only factors explaining the level of development of property-liability insurance 

demand in developing countries. 

The vehicle product structure is also undergoing changes. According to a 2004 report by the 

China Association of Automobile Manufacturers, the 2001 market share of annual output for trucks, 

buses, and cars was 63.8%, 24.8%, and 11.4%, respectively. In 2003 the percentages of vehicles 

produced by class were 27.7% (trucks), 26.9% (buses), and 45.4% (cars). The China Council for 

International Cooperation on Environment and Development has identified the following major 

problems associated with the automobile sector: 

• First, the scale of production by individual manufacturers is small. While production 

efficiencies are improving, there are still geographic and supplier-related problems. 

• Second, the increase in motor vehicles causes air pollution, especially in urban areas. 

The World Bank reported in 1997 that Beijing had one tenth the number of cars as Los 

Angeles, but emissions of pollutants were almost the same. 

• Third, demand for oil poses a serious challenge for the energy supply in China. One 

response by China to the oil situation is a move toward producing liquid fuel from 

coal, which is more abundant in China. 

• Fourth, encroachment on land for roads and parking constitutes an increasing 

challenge for the expansion of the automobile sector. In some cities, space is already 

at a premium. Rent for an underground parking space in downtown Beijing can cost 

more than the annual income of an unskilled worker (Pan, et al., 2004). 

The vehicle retention rate, i.e., number of vehicles in use, is also increasing quickly. Despite 

improvements in the country's infrastructure, accident numbers continue to be a problem due to the 

layout of many major cities. Another factor contributing to the accident rate is the lack of parking in 

many residential areas. According to statistical data covering the year 2005, there were 450,254 

traffic accidents, resulting in 98,738 fatalities and 469,911 injuries. The direct economic impact of 
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these accidents exceeds US$235 million. 3 Efforts to improve the safety of road conditions are not 

keeping up with the rapidly increasing vehicle ownership rate. As a comparison, the National 

Highway Traffic Safety Administration reports that the United States had 6,181,000 police-reported 

motor vehicle traffic crashes, 42,636 traffic crash fatalities, and 2,788,000 injuries in 2004. There 

were 198,889,000 registered vehicles in the United States in 2004. 

1.b. Transformations Affecting the China Insurance Market - Competitive and Agency 

Considerations 

Since China joined the WTO in 2002, insurance companies in China have faced many challenges. 

One major hurdle has been meeting the need for more agents in a concentrated Chinese insurance 

market. Statistical analysis using both the Herfindahl Hirschman Index and the x firm concentration 

ratio (CRx) empirically tests for market concentration and is illustrated in Table 3 below. 4 

See Table 3, page 102 

Do insurers in China have to deal with hard and soft markets? In a study comparing 

underwriting cycles in emerging markets in Asia with developed markets, Chen, et al. (1999), found 

that second-order auto-regression results support the existence of the underwriting cycle in Asia. 

Their results also seem to indicate that underwriting cycles are mainly related to the pace of the 

economic growth in those countries, and that factors affecting changes in premiums generally differ 

from those found in developed nations. 

The numerous small scaled non-life insurance companies are eager to increase their market share, 

and generally do so by pursuing a strategy of cost efficiencies and competitive pricing. As a result, 

many suppliers of insurance are operating below normal equilibrium levels. If this state of affairs 

continues, the consequences of market failure could potentially reverberate throughout the insurance 

industry, with a contagion effect that would negatively impact even healthy insurers. There are both 

3 For comparative purposes, according to the CIA World Factbook, China's estimated Gross Domestic Product 

(purchasing power parity) in 2005 is estimated at US$8.859 trillion. 

4 Two commonly used measures of market concentration are the Herfindahl Hirschman Index (HHI) and the x 

firm concentration ratio (CRx). The CRx is simply the sum of the market shares of the x largest firms in the 

market in question. The HerfindahI-Hirschman Index (HHI) is generally considered a superior measure of 

market concentration. The HHI is the sum of the squares of the market shares of all firms in the market. 
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formal and informal sharing arrangements in place in China. Effective January 1,2005, a guaranty 

fund type assessment was initiated. Every property and casualty insurer must contribute one percent 

of their premiums (net of reinsurance) into the fund until the value equals 6% of all insurers' assets. 

While in the future, all insurers will be ultimately responsible for all losses, such is not the case today. 

Because the Chinese market is developing, most insurers are still owned directly or indirectly by the 

state. As a result, if a small insurer were to lose market share quickly and its solvency margin falls 

below regulatory minimums, shareholders can be easily "persuaded" to provide supplemental capital. 

In the meantime, the number of agents is growing quickly. There were 209 entities prepared to 

start business as of May 15, 2003 (the most recent data available). The 209 entities consisted of 157 

agencies, 18 brokerage, and 34 appraisers. There were also another 551 companies categorized as 

medium-sized poised to begin insurance operations in the near future. 

Standardization of the overall insurance market is proving difficult, mainly due to the PICC's 

special position as a state-owned insurer with over half of the market share. During reformation of 

the motor insurance industry in 2003, PICC's near monopoly of the property insurance market 

resulted in an abnormally low profit balance point which posed operational difficulties for the rest of 

the property insurance market. This situation has been alleviated somewhat since the Chinese 

government privatized PICC through an Initial Public Offering on the Hong Kong and New York 

stock exchanges in November of 2003. Privatization is generally considered a benefit to market 

development - by improving the transparency of the whole industry and bringing greater security to 

policyholders. Increased creativity in the market stimulated by this shift to a more capitalistic 

environment is expected to move the insurance industry closer to the modern business enterprise 

system. 

Another regulatory challenge is protecting the continued solvency of smaller insurance 

companies and their ability to compete in the area of compensation. With market conditions 

resulting in 10% of insurance companies owning 95% of the market and the other 5% of market share 

split among 90% of insurers, the competitive environment is increasing the risk of default for a 

number of companies. 

Changes in the regulation of the insurance industry, following the transformation of China's 

economic policy from a centralized government system to an increasingly capitalistic system, have 

motivated modifications in management styles as well. For example, some insurers are focused on 

Casualty Actuarial Society Forum, Winter 2007 75 



Designing a New Automobile Insurance Pricing System 
in China: Actuarial and Social Considerations 

increasing market share as their primary objective, while others are principally concentrating on 

earnings as a strategic goal. The differing structures and rating systems used in China, discussed 

later in the paper, have resulted in divergent measures of performance and management techniques for 

increasingly innovative insurance companies seeking a competitive edge. 

Non-life actuarial techniques are receiving increased attention in China. Refining the existing 

non-life actuarial methodologies has been driven by the motor vehicle rate reformation. As a result, a 

number of insurance companies have contracted with foreign actuarial consulting firms or individual 

qualified actuaries with international work experience to assist with rate design, etc. While these 

collaborations have accomplished much and provitled important transfer of knowledge, the 

relationship has not been a perfect solution. Since laws, regulations, management, roads, vehicles, 

etc. are in a constant state of rapid change, a number of actuarial assumptions commonly found in 

more established insurance markets around the world are not suitable for China's unique 

circumstances and market conditions. The complexity of a formerly Communistic economic system 

gradually incorporating capitalistic principles requires practical application of actuarial theory and 

distinctive tools necessary for feasible solutions. Simply transferring actuarial techniques used 

abroad in other insurance markets is not an acceptable option at this time. 

During the initial design and calculation of the automobile insurance product and rate structure, 

information technology is inevitably involved, albeit at a more rudimentary level than in more 

advanced economies. The technology techniques are still in what most countries would consider the 

early development stage, and.China just recently started construction of a fully integrating data bank. 

Network quality is still in need of major improvements, and until recently, most actuarial software 

was limited to EXCEL TM and other worksheet based products. Fortunately, more Chinese insurers 

are incorporating more sophisticated actuarial software through purchases from outside vendors or by 

internal development. Statistical tools such as SAS TM are being used to analyze the impact of 

reforms to the rate and contract clauses of motor insurance policies. It should be noted that the 

majority of Chinese-educated actuaries are still relatively recent college graduates. As such, there is 

still a learning curve that the insurance industry in China will need to endure patiently until time 

resolves this issue. 

As can be deduced from this discussion, actuarial science in the Chinese automobile insurance 

market is still more of an "'art" than a "science," with a little luck thrown into the mix. In other 
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words, the tools and training needed to adequately evaluate factors in ratemaking are lagging behind 

what is ideal under these volatile market conditions. For example, the city of Shenzhen in 

Guangdong province initiated a rate reformation (reduction) that was the first of its kind in China. 

This decision was derived from a combination of actuarial determinations and political motives. As 

a result, demand for the "'cheap" insurance was greater than anticipated, resulting in woefully 

inadequate rates for most companies. The first insurance company to implement price reductions in 

the Guangdong province of China did not adequately anticipate the subsequent result of such action 

and was almost forced to withdraw from the automobile insurance market in Guangdong. However, 

since then it has been determined that the rates were not economically feasible and the city returned 

rates to their original levels. Effective October 1, 2001, the CIRC deregulated the automobile 

insurance market on an experimental basis in the Guangdong province by adopting the "file and use" 

system. Under this system, insurance firms are allowed to design more customized terms and 

premiums for specific vehicles and geographic areas. This arrangement was expanded countrywide 

on January 1, 2003, with the elimination of many generous insurance contract clauses and relaxation 

of many rate regulations. 

The efforts of the CIRC, insurance companies, and various professional associations have 

resulted in four jointly determined objectives in the reformation of the automobile insurance market in 

China. The first objective is that the automobile insurance market becomes a steady and stable 

operation. The second objective is for reformation to push the property insurance industry's business 

model adjustment forward. This includes balancing risks versus premiums, and supplies versus 

needs (which includes matching the ability of insurance employees with need of insurers). 

Third, that insurance company operations and management levels conform to new expectations; 

performance and market-oriented principles are to be gradually incorporated into the day-to-day 

functions of the business. Fourth, is that insurance companies eventually exert more control over 

their various operations, which in turn is expected to increase creativity in the product development, 

financing, and ratemaking aspects of the industry. 

II. Motor Insurance Pricing and the Actuarial Cycle in China 

The first year for actual implementation of motor insurance reforms in China was 2003 with the 

preparation work required of insurance companies completed in 2002. The actuarial working 
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procedures are very similar to western countries, but there is a greater difference in the actual content 

versus developed countries. One of the main reasons for this dissimilarity is the weak actuarial 

foundation and practice in the insurance industry. 

2.a. Information Collection 

The largest challenge facing actuaries when attempting to apply rate-making principles in China 

is identifying, collecting, and standardizing the relevant data. In the United States there are services 

such as the Insurance Services Offices, Inc. that are the state mandated statistical agencies whose 

purpose is to collect, standardize, and provide aggregated data to the various insurance departments 

and back to the participating insurers. In Europe, there is freedom to access helpful data, but little 

support. There is at least one market in Europe where a reinsurer's consulting arm has developed 

detailed pooled data for auto pricing (Schmitt, 2000). These resources are not readily available in 

China. Even firm-specific data provided in-house is not considered statistically credible, including 

PICC. To compound the difficulty, many definitions are not uniform, even across departments 

within the same organization. The result is a lack of a benchmark and data quality that fails to 

satisfy actuarial principles of data quality. 

So how does an insurance actuary in China operate under these circumstances? Very creatively! 

Actuaries basically operate in the mode of obtaining as much useful information as possible in any 

way possible. Various types of information, copyrighted or not, qualitative or quantitative -- from 

the automobile industry, traffic department, agents, universities, even web sites - are fair game. The 

validity of  data obtained is sometimes verified out of  necessity by professional colleagues, actuarial 

students, and co-workers. The general principles of data quality have been revised given this 

challenging environment, and are described as the following: 

R e l i a b i l i t y  - While much information is collected, a lot of it is not what would 

normally he considered credible. Some of it is also contradictory, and selected information 

is outright confusing. Often it is necessary to filter or combine pieces of data to uncover 

something of value. The actuary's mindset in China is that any data collected has some 

potential value. Obviously, in a country like China the cost-benefit analysis of data 

collection is even more critical. Nevertheless, enough data to satisfy ratemaking criteria is 
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essential. Actuaries in China like to say that "'We have'to try to redefine GIGO [garbage in 

garbage out] as garbage in leads to g o l d  out" (loosely translated). 

C o m p l e t e n e s s  - Little active data comes from market research. Since the information 

collected is usually not complete, part of  the responsibility of the data miner is to attempt to 

fill in the missing information. Often, sampling techniques or further market 

investigations are needed. Also, the types and coverage of motor insurance change 

frequently, so special skills are needed to re-classify the data, sometimes with the use of text 

mining techniques. For example, the Chinese name usually consists of  two or three 

Chinese characters, and by excluding some of the characters which are not normally 

contained in the names of individuals the ability to identify privately owned cars is 

enhanced. 

T i m e l i n e s s  - Changes are occurring in the world at a faster rate, resulting in more rapid 

obsolescence of historical data. Ensuring a solid infrastructure of ratemaking that will last 

for a long time is very expensive. At this time, insurers in China are relying on practical 

and inexpensive methods to reach this objective. 

2b. Motor Insurance Rating Criteria 

D r i v e r  Charac t e r i s t i c s  

Characteristics and demographics of insured drivers are extremely important factors in a mature 

automobile insurance market. This includes information about age, sex, occupation, etc. 

Traditionally, the characteristics of  the vehicle being insured were of primary concern to Chinese 

insurers, with driver attributes given little or no consideration. Culturally, insurance agents and their 

customers are not comfortable with providing information about the potential insured to the insurance 

company. As one can imagine, this has been an area of dispute among foreign and domestic insurers, 

as well as regulators. 

Objectively, the factors constituting the drivers ability to operate a motor vehicle safely are hard 

to describe by the simplest characteristics. In mature insurance markets, the claim frequency for 

young men as a risk category is usually high, hut it is impractical to prove that an individual young 

man is necessarily dangerous. The degree of risk is normally judged by investigating the past record 
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of a set of drivers with the same or very similar characteristics. 

This is not a reasonable approach in China at this time, as most families who do own automobiles 

only recently became auto owners. An intuitive argument can be made that all of these drivers 

relatively new drivers, regardless of  age, sex, or occupation and therefore, have the ability to improve 

their driving ability with experience. This is a major difference between China and western nations, 

where there is typically a longer history of numerous family members with comparatively longer 

driving experience. The number of new private car owners and novice drivers in China is rapidly 

increasing. 

Another complexity is the fact that a number of pedestrians are not completely familiar with the 

newly instituted traffic regulations, including the vast number of  Chinese that are migrating from the 

rural areas to large urban areas in China. The combination of these factors has resulted in unusually 

high frequency of accidents in some instances, amounting to 50% occurrence in some risk categories 

and nearly 100% occurrence for some classes of  individuals. There are insureds who have submitted 

over thirty claims to the same insurer over a multi-year period. One proposed solution to this 

problem has been instigated by some insurance companies, by binding the expiring loss ratio with the 

No Claim Discount (NCD). The CPIC, the second largest property casualty insurer in China, has 

also implemented this method to revise the coefficient for reward for good drivers and a debit to 

premium for bad drivers to recognize their propensity toward accident frequency. 

Novice and young drivers 

Novice drivers are particularly crash-prone in China as elsewhere. Novice drivers are 5-7 times 

more likely to crash than drivers with two years of experience. 5 Like other countries, young drivers 

also have more claims than other age categories. However, China 's  ngvice drivers are not as 

correlated with younger drivers as in more developed countries. Since motorization in China is so 

recent, there are a large percentage of novice drivers of all ages. By the end of 2004 there were 

430,000 novice drivers in Beijing, out of 3.5 million total drivers in that city, and there were 5.1 

million novice drivers in all of China. Unfortunately, it is difficult to distinguish the novice drivers, 

as it is typical for a car to be shared by a number of drivers. While some system that assigns the 

5 Based on sampling thousands of claims from CPIC and calculating the accident frequency with drivers of 

different experience levels. 
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highest risk driver to the vehicle for purposes of insurance rating is preferable, there is currently no 

system available to accurately identify such drivers. Because insurers in China have very limited 

information on drivers, related factors are sometimes used in ratemaking, such as correlating new cars 

with new drivers. Obviously, this is only remotely feasible while the automobile industry is in 

relative infancy. Insurer databases are not sufficiently accurate, and brokers will not provide the true 

risk characteristics of customers for fear of  losing the business. At this point in time such a system is 

scheduled for implementation as soon as possible after compulsory insurance requirements go into 

effect on July 1, 2006. In the short run this will negatively affect automobile insurer loss ratios. 

China is a big country, with a large rural population that has not participated in the economic growth 

of the nation. The gap between the rich and less affluent is growing. The automobile insurance 

situation should improve in the major cities with time. However, the challenges discussed in this 

paper are expected to persist for decades on a country-wide basis. 

Risk of Vehicles 

Another important risk factor is information regarding the vehicle(s) being insured, which can 

include the price of the vehicle, the age, depreciation, etc. At this time, the "'sum insured" (value of 

the vehicle) is the most important risk factor in China. In contrast to other countries, Chinese 

insurers do not use vehicle years as the exposure unit instead of sum insured. The mechanical 

application of techniques and methods, for a system in which the exposure base is the value of the 

vehicle rather than vehicle years, will create difficulties. The answer may be to use another model, 

such as that of  homeowners insurance, where value, not home years is the base. In a mature motor 

insurance market, the risk factors associated with vehicles are generally easy to measure. Car repair 

organizations like the Research Council for Automobile Repairs (RCAR) can classify vehicles into 

groups. After attaining the vehicle's model and type, finding out the risk class of  that vehicle can be 

done by checking the relevant manual. There is no such classification method in China. At the 

same time, with rapidly increasing numbers of vehicles, the automobile brands offered are somewhat 

chaotic. Even for the same make, vehicles may have totally different characteristics with large 

differences in risk. Generally speaking, a relationship exists between the automobile type and sum 

insured. However, while a reasonable classification of the vehicle type can alleviate the risk 
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exposure problem on sum insured differences, it does not identify properly the real risk of a loss when 

it uses only using the insured sum. 

The automobile insurance industry's loss ratio is increasing rapidly because of the continuous 

decrease in vehicle price accompanied by decreases in premium, the rising price of accessories, and 

the relatively fixed labor rate and other monopolistic operations associated with repairs and parts 

suppliers. 

Environment of Vehicle Use 

One of the characteristics of automobile insurance is that the insured object is mobile and the 

differences in territorial differentials large. Territory of usage is one of the main risk characteristics. 

The territory factor in China not only pertains to the location where the vehicle is garaged, but also 

incorporates the natural environment, economic environment, customs and habits etc., that includes 

the safety record of the state, native road conditions, and population density (Ng and Schipper, 2005). 

The risk factors applicable to the vehicle and environment in which it will be used can all be 

represented by the characteristic values to describe the risk's category. A two-dimensional table is 

applied to rate construction. 

Distribution 

In China, the distribution system is somewhat unique. Usually the car dealer and salesman 

exert control over all auto-related transactions. As such, they are also often the conduit for new 

automobile owners to find an appropriate auto insurer. If an insurance company wants to connect 

with customers, it has to either make arrangements with automobile dealers or spend major resources 

through media marketing. Insurance companies are also reliant on automobile repair workshops for 

controlling repair cost expenses and indirectly for the service quality of claims. 

Other fac tors  - In addition to rating factors like personal characteristics, vehicle, and territory, there 

are other dynamics that need to be managed. As with insurers in other regions of the world, China's 

insurance industry struggles with insurance fraud. Gaps in the risk classification system can invite 

dishonest behavior if the system is not reputable and rigorous. Insurance companies attempt to 

reduce this occurrence with close analyses of  various methodologies with the goal of more 

classification groups and smaller ranges. Sometimes, this will cause interaction between the factors. 
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According to the CIRC regulations, the total price change is limited to a 30% range up and down now, 

and the premium will not allowed to be readjusted again within six months. 

2c. Lack of Data Sharing 

A fact that cannot be over-emphasized in this analysis of  automobile insurance in China is the 

competitive environment. This competitive market structure makes it very difficult to share 

information. As mentioned earlier, the market share of insurance is still very concentrated, with a 

handful of companies owning a significant market share in China. 

These large companies have extensive branch and sub-branch networks that are vertically 

integrated in every aspect of  the insurance market. There is an understandable reluctance by these 

companies to share resources and information with smaller companies. This leads to heterogeneity 

in underwriting practices for each company, and information that produces bigger deviations than the 

actual market. For example, one vehicle may not be a bad risk in the market and yet have less than 

necessary and sufficient data backing it than another type of vehicle. Loss ratio calculation results 

may show that its loss ratio is unacceptable. This conclusion will restrict the underwriting of this 

type of vehicles producing a "'vicious circle" with less data available in the future. In fact, this kind 

of system deviation exists extensively, be it within an insurance company, a whole profession, or 

perhaps in a country. In China only a few insurers dominate the market, and individual insurers are 

left to collect relevant information on their own instead of relying on an industry or governmental 

agency. During the actual automobile insurance rate-making process, horizontal correction should 

be made for this kind of error and deviation by the use of other data or resources such as manual 

rating information. 

2d. Data Cleaning 

Accurate data and complete information are basic conditions for ratemaking. For a variable 

collected from insurers with seemingly ever-changing markets, data cleaning is the most important 

work among the basic operations during automobile insurance ratemaking. Assuring that data are 

accurate, complete, timely, and adequate is a critical problem in China. Although the automobile 

insurance database is more complete than for some other insurance products in China, the quality of 
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automobile insurance data used would still be considered poor by global standards. For larger 

insurers such as CPIC, the second-largest property insurance company in China, the data quantity is 

sufficient. However, even these data are insufficient for satisfying actuarial requests due to technical 

problems (business information switching, data connection variation and Chinese support functions), 

and general business management problems (changing products, variety in clauses, and management 

methods). 

An investigation into these phenomena has resulted in the following conclusions. First, data 

standardization has been low in the past, there is an abundance of garbage data, the information value 

of data is insufficient, and the support function of the information technology system is relatively 

weaker in such areas as historical data management, which usually accompanies a system switch. 

Second, since there were few private passenger automobiles in the past, in many respects all 

customers, whether commercial or non-commercial, are combined into one general customer base. 

A key to efficient and equitable personal car insurance ratemaking in China is to use suitable methods 

to distinguish the customer. In addition, some information needs to be filtered to reduce problems 

such as insurance fraud and the artificial interference factor, which refers to a reasonable adjustment 

related to the clash between aims of regulatory rules with the operations of the insurer. 

During the process of data cleaning, choosing suitable data as the benchmark needs careful 

consideration. More localized data, such as daily reports provided by branch managers, is preferred. 

On occasion, some indices can use the headquarters' average values as the reference. Moreover, 

samples-drawing methods for certifications can be adapted to confirm some information if 

circumstances and conditions are appropriate. Data mining is a potentially useful tool in this stage. 

2e. Changed Rates 

Despite national unified clauses practiced by domestic insurers prior to the sweeping automobile 

insurance reforms, there were extensive differences in actual operational prc-zesses. The past unified 

clause constituted by the CIRC and enforced by all general insurance companies in China is very 

extensive, which allows for differences in its supervisory application at the local level. Discount 

phenomena and other market factors should be filtered and solved for this portion of errors, and is a 

challenging problem for rate-making professionals, unless one doesn't use loss ratio methods when 
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making rates. Many branch companies' rates fluctuated multifariously in the year 2005's motor 

insurance data and the range was not very small. This factor needs be considered when the rate is 

being calculated. 

2f. The Unsound Reputation and Insurance Fraud Problem 

The market economy is still developing in China. Deception by both businesses and customers 

is still rampant. For example, potential insureds often intentionally give false information in an 

attempt to obtain insurance coverage at a favorable rate. Agents have been caught providing a 

dummy address to an insurer in a scheme to get renewal commissions. At this time, the ability to 

verify much of this information is cost prohibitive. The Chinese culture includes a high standard of 

morality, the ability to tell right from wrong. Therefore, many Chinese feel it is shameful that some 

individuals have violated the cultural standards of utmost good faith are violated. 

Customarily, customer's information is usually controlled by the salesman and not by the 

company; so customer's information in the record-keeping systems can incompletely reflect the 

customer's true circumstances. Insurance companies run the risk of their salespeople changing jobs 

and taking part of their customers' information with them. There have also been problems with 

insurance salespeople, who can represent more than one insurer, essentially selling their services to 

the highest bidder. Motor insurance companies have taken advantage of this lapse in moral 

judgment by offering bribes for salespeople to promote their own product offerings over their rivals' 

products. 

III. The Pricing Model 

Issues normally associated with pricing models in developed countries may include such areas as 

class and territorial relativity analysis, reinsurance pricing, and assessment of the value of reinsurance 

structures to reinsured. Other required services might consist of reserve reviews, retention studies, 

and Dynamic Financial Analysis. The pricing models used in China are still relatively rudimentary, 

and an examination of the current environment provides valuable insight into the condition of the 

profession. 
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3a. Organization of Data 

Organizing data is critical in a changing market. The most recent year's claims experience was 

chosen for analysis because this data was available on the new database. Because all claims are not 

yet reported for the more recent incurred months of this data, an allowance for IBNR claims will need 

to be added to the claim history collected. China is a rapidly growing market, and the quantity of 

underwriting and claims data will increase quickly with the passage of time. Since the environment 

is also changing, recent horizontal data is also segmented. For example, although there are some 

differences in males and females when estimating driving risks, other conditions are similar, enabling 

the entire information data supply to be utilized. 

3b. The Treatment of Large Claims 

Large claims or catastrophes are random events, with very high costs. Two methods are usually 

utilized to decide the critical value of large claims: the claim value and percentage of claim frequency. 

For example, when considering physical damage to the insured vehicle, a small car will not cause a 

large value of claim. Because China uses sum insured as the measure of risk exposure instead of 

vehicle year, it will produce different results from that obtained using traditional treatments. These 

events, if included in a particular rating classification, may make that rating classification look 

abnormally bad. Large claims, which will distort the data analysis, should be excluded or truncated, 

with the excess cost reallocated over all policies at a later stage. Since the insured sum are taken as 

exposure unit and there exists high relativity between the high insured sum and large claims, a great 

deal of the high insured sum's  indemnity will be shared by the low insured sum policies. This will 

also lower the indemnity ratio of the high insured sum policies if the actuary uses of  the usual and 

customary method to distribute large claims. Obviously, this is distorting results. For this reason, 

large claims need to be included in ratemaking in a functional relationship to the insured sum so as to 

correct the bias. 

3e. The Usage of Loss Distribution 

Zero claims usually arise if there is a dispute as to who was at fault in the accident, or if the 
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amount of  damage in the accident was small. If the amount, of  damage is small, the driver might not 

pursue the claim, because the loss of the no claims discount on next year's premium would exceed the 

total cost of damage. Some actuaries have suggested excluding these zero finalized claims from the 

analysis, as including them would lower the average claim cost to unrealistic levels. This might be a 

reasonable course of action if the percentage of zero finalized claims is changing over time. 

Generally, the research and investigation of those policies on which the indemnity is greater than 

zero is more sufficient than that on which the claims are equal to zero. In fact, high-quality 

customers are often included in the part of claims that is zero so that the research is positively skewed 

for those customers and policies. 

3d. Rate Smoothing 

Smoothing can be achieved by first looking for linear relationships between resultant risk 

premiums within a risk category. If the fit resembles a linear relationship, then the actuary can 

smooth the rates to fit to this linear relationship, and this will make rates easier to quote. At this 

point in time, some insurers fit the rate curve with a changeable or fixed inclined ratio respectively. 

3e. Bonus-Malus Systems 

The traditional no claims discount system is designed with the assumption that the percentage of 

novice drivers is small relative to the total number of drivers, and that the drivers who hold the 

licenses driving experience is proportional to their age. This is not necessarily the case in China. 

Most drivers of  private passenger vehicles are new drivers getting their driver's license for the first 

time, regardless of their age. Given that novice drivers have more accidents than experienced drivers, 

the claim frequency for the insureds in China is much higher than that in developed countries. If 

traditional Bonus-Malus Systems are used in China, there will be extensive losses suffered due to 

inexperienced drivers (those newly licensed and those holding a license but having never driven 

before). 

3e. Generalized Linear Modeling 

The main focus here is to seek the best-fitting model after making certain of the risk 
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classifications. The Generalized Linear Modeling (GLM) has been one of the most popular tools 

used to rate motor insurance for decades. It is a highly valid methodology for vehicle insurance 

ratemaking, and can easily handle a large quantity of risk combinations being examined and establish 

complex relationships related to claim experiences. GLM is used extensively by actuaries 

world-wide and is the core technique for most rate-calculating software. 

GLM primarily includes the additive and multiplicative models. The additive model, despite 

imperfect theoretical deductions, is created under some assumptions which cannot necessarily be 

satisfied in actual applications. 

Chin Pacific Insurance Company, for example has encountered some problems during the process 

of additive model application. The sum of all increments totaled more than 100%, which exceeds 

the regulated limitation value (50%) mandated by the CIRC. Actuaries have had to construct a 

method of selecting one factor from among the three factors initial factors. It has been very 

challenging to implement in practice due to difficulty in distinguishing the loss factors. As a result, 

the applicability of the multiplicative model is considered superior to the additive model, and is being 

applied most extensively now in China. 

3f. MAX model 

There are some problems in appropriately identifying which factors are highly correlative with 

the risk dynamic. Different factors can have similar results; repetitive usage of single-variable 

techniques may cause repetition of calculations. Therefore, one of the obvious advantages of 

multi-dimensional analysis is to deal with the interaction and connection of many risk factors in order 

to seek the optimal combinations. Results can therefore be achieved more accurately than under a 

one-way analysis of claims experience. On the other hand, as the number of rating factors being 

examined increases, the volume in each data cell decreases. Multi-way analysis can create 

unwarranted fluctuations in the data simply due to random variation rather than any inherent 

differences in the data. 

The key to the GLM application is in handling correlations of pricing factors effectively. 

Generally, actuarial theory suggests selecting the most important factor and discarding the others. 

As mentioned above, this approach is not feasible for ratemaking in China. Additional factors, 
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whether correlated or not, are used to narrow the gap among relativities. Policyholders providing 

incorrect information will not receive a substantial discount from the rate system, and there is enough 

redundancy to correct it. For example, actuaries in China can use the price of the car, size of 

cylinder, manufacturer or type, age of vehicle, etc. to estimate the risk of the vehicle, although they 

are all correlated. It does not satisfy the assumptions of GLM. Other factors also may make it 

difficult to distinguish risks. For example, consider the case of an experienced driver with a 

defective car or vice versa. Often major problems can be traced to one specific factor, while the 

other factors in the model are considered accurate and reliable. 

The Max model is recommended to solve these problems,. For those correlated risk factors K~ 

(i=l, 2 . . . .  N), a variable MAX(Ki )  is utilized in the calculation in order to improve the accuracy. 

This method can be still further extended to that non-correlated risk factor. It can also be combined 

with the traditional model as a mixed model. 

For example, driving record, age and no claim discount are correlated or interaction effects. If for 

policyholder "A" is age 25 with a decent driving record and the relativities of the risk classifications 

are 1.50, 1.20 and 1.30 (no claim discount is compared with the average) separately; therefore, the 

relativity of  these risk factors is 1.5 if the Max model is used, compared with 1.50"1.20'1.30 = 2.34 

using the multiplicative model and 1.0+0.5+0.2+0.3 = 2.0 using the additive model. 

For policyholder "'B" age 45 whose driving record is bad and the relativities of the risk 

classifications are 0.85, 1.50 and 1.20, therefore the relativity of these risk factors is 1.50 if using the 

Max model, compared with 0.85"1.50"1.20 = 1.53 using the multiple model and 

1.00-0.150+0.50+0.20 = 1.55 using the additive model. It should be noted that the Max model can 

be generalized with a special function G(kl,k2,. . . ,kn), and mixed with other models to fit the actual 

risk classifications. This approach has limited practical applications for a variety of reasons that go 

beyond the scope of this paper. 

3g. Forecasting the Target Market's Price 

The purpose of the various analyses is to forecast of  the price of the target market in the future. 

It is the core competency of the for-profit corporation. Loss development analysis estimates the 

number and value of claims not yet reported as well as adverse (or favorable) development on known 
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claims, with each different type of risk, such as third party versus property claims requiring a separate 

development pattern. It generally takes more time for insurers to receive and settle third-party 

bodily injury claims than third-party property damage claims. Claims for damage to the insured's 

vehicle take the least time to be reported and settled. Furthermore, claim settlement takes much 

longer in countries with a common law legal system than in those with a civil law legal system. 

To estimate expected claim severity and frequency projected into the future, historical estimates 

need to be trended to consider future changes (e.g., inflation). 

Determining accurate loss reserves is one of the most challenging tasks facing the actuary. In a 

rapidly changing environment, an approach that previously provided accurate results may no longer 

be appropriate (see Lester and Fisher, 1975). During the process of  calculating the automobile 

insurance rate, the cash flows and funds receivable accounts should be considered. The receivable 

account ratio, an important supervising and management index for some insurers, has increased up to 

20% for certain special customers and channels in China. This perpetuates the existence of fraud 

premium and indemnity, by artificially boosting management incentive measures. 

Financial checks as a support function of ratezmaking remains weak in China. The ABC 

method (Activity-Based Costing) is still considered to be in the early stages. The method for 

expense-sharing is somewhat simplistic at this time, so there is no reasonable and valid method for 

calculating the shared expenses for automobile insurance and non-auto insurance, such as the fixed 

and variable expenses, commission and brokerage expenses, and administrative expenses. This will 

directly affect the accuracy of rate-making and also result in difficulty analyzing operation and profits 

capacity and improving the management level. 

Distribution channels are becoming increasingly important in China, and are influencing the 

indemnity ratio (total indemnity divided by total premium). Since the market is far from 

standardized, there are obvious differences in the service charges among the channels and even among 

the customers for the same channels, and this has a direct influence on the property insurance 

company. 

The loss ratio has proven to be a very confusing concept in China. In the past a simple paid loss 

ratio was used. It was defined as the value of paid losses over gross premiums during a period of 

time. A similar definition of loss ratio is used today, but the value of the case estimates and IBNR 

are usually not calculated correctly, the raw data varies quite significantly, and it is extremely difficult 
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to adjust the data and satisfy the assumptions. A significant percentage of shareholders at most 

insurers in China are still associated with the state, so there is not stockholder pressure to increase 

profits. These shareholders are more responsive to such measures as scale and market share. With 

ongoing efforts to privatize the financial services industry in China, i.e., the initial public offering of 

PICC, there is a greater interest in areas directly related to profits and earnings, although there 

remains a contingent of  investors still focused on bigger scale. The diversity of assessments used to 

evaluate a company's  progress by various stakeholders has created an interesting environment for 

corporate strategic planners and investor relations. 

3.h. The Pricing Envi roment  in Today's China 

Pricing is not only a science; it is also an art. When results are finally obtained, it is after 

almost all the data have been adjusted. Most of  the information collected has been filtered out, and 

added dummy variables to the model. In spite of this extensive fine-tuning and tweaking of results, 

occasionally absurd conclusions result. Under those circumstances, experience and intuition may 

come into play to judge the usefulness of  such results. 

As with other regions of the world, the most difficult and important course of action in China 

involves communication with top management. Since the history of non-life actuarial science in 

China is short, actuaries usually have middle and low level positions in the company. This results in 

certain barriers for communicating with administrative officers. There is also a balancing act 

involved when sharing important information with company executives. On the one hand, if the 

topic is too technical, the officers do not understand what it means and therefore are not willing to 

provide their support; on the.other hand, if the topic is too elementary there is a tendency to believe 

that it is nothing new and has limited value at best. There is also the importance of balancing 

conflicts of  interest within different units, which often requires an actuary to quickly develop 

diplomatic skills. Interestingly, co.mpany presidents must sign off on all claims over $50,000 to 

ensure that no fraudulent claims are paid. This is in contrast of the practice in North America where 

the claim VP signs off on all declined claims to ensure all legitimate claims are paid (Yang and Lu, 

2004). 
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Presentation of the pricing structure is also very important. It must be clearly explained and 

straightforward for the underwriter or agent to use, in a manner that facilitates easy understandability 

for the insured as well. Otherwise, the insured will go to other insurers where the structure is easier 

to follow or because they are used to the old structure. In China, PICC dominated the market for a 

long time, so people are used to the pricing configuration in use there. Because of well entrenched 

habits, it will take time for consumers to become used to an innovative pricing composition. 

IV. Other Considerations 

A rate is an estimate of the expected value of future costs, and automobile insurance is a critical 

consumer service. So it follows that regulation in this market has an important direct impact on 

consumer welfare. There are many factors to consider and adjust in such a changing environment, yet 

as alluded to throughout this paper, most of  the factors are full of uncertainty making it hard to model 

with accuracy. In reality, only rough estimates can be provided, making actuarial activities more 

intuitive than discrete in many respects. Unfortunately, a number of  people, including company 

management, believe the results should be exact. Some of the designs under consideration are 

discussed during the ratemaking application in this section. 

4a. Social and Cultural Environment 

On May 1, 2004 the benchmark for compensating personal injury claims was revised in China. 

Additional items associated with the claim were included, and some of the existing items were valued 

higher than before. These changes are based on writings contained in a document with the lengthy 

title of "Interpretation of the Supreme People's Court of Some Issues Concerning the Application of 

Law for the Trial of Cases on Compensation for Personal Injury." The financial consequences of 

these changes are estimated to result in an increase in the cost of  Bodily Injury of about 260%. 

In recent years, Chinese has managed to grow its economy and maintain very low inflation or 

even deflation. Since 2003, however, signs of inflation have begun to emerge. The Consumer 

Price Index came in at about 4.4% in May 2004. Experience shows that the rate of  inflation 

applicable to automobile insurance is usually higher than the inflation rate for all items. 

The use of deductibles is very popular in other countries, but is not acceptable in China by most 
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consumers. As one can imagine, this causes a high frequency rate, with the cost of claims settlement 

sometimes exceeding the actual loss. PICC set up a deductible within many of its policies for 

RMB500, which caused many of their policyholders to become angry and switch to another carrier. 6 

It is a considered a major reason for the loss of market share by the company. 

Despite the migration of young people from the rural areas to the urban areas, there are currently 

30 million motor vehicles, more than 60 million motorcycles, and 10 million agricultural vehicles - 

including 8 million tractors - in the rural parts of China. 7 This is important because vehicles 

associated with the countryside and agriculture usually have experienced a very high loss ratio. If an 

actuarially fair premium was derived and charged to these rural insureds, most vehicle owners will be 

unable to afford it. With large numbers of such vehicles, it has been difficult to come up with 

solutions to resolve these problems. 

To illustrate the vast gulf between insurance products designed in China compared to the United 

States, consider the following. A controversial new insurance policy that provides coverage for 

drunken driving activities in China has been approved by the China Insurance Regulatory 

Commission. Offered by Tian'an Insurance Company, the policy stipulates that the insurer will 

compensate a third party for injuries or property losses caused by a policyholder as a result of  drunken 

driving. It is a common practice for Chinese businessmen to have dinner and drink alcohol with 

their colleagues, which they claim improves their relationships and business opportunities. 

(www.starinfo.net.cn) 

4b. Compulsory Third Party Liability 

The primary objective of compulsory automobile insurance in China is "to provide affordable, fair, 

and accessible treatment, rehabilitation, and compensation for bodily injury to, or the death of, third 

party road accident victims." Secondary objectives are to provide education and information to the 

community on scheme entitlements/procedures, and to promote road safety awareness with the aim of 

reducing road accident rates and resulting injuries and disabilities. 

Although the Road and Traffic Safety Law already took effect on May 1, 2004, compulsory 

automobile insurance laws have not yet been enacted. There are a number of problems that need to 

6 The exchange rate was approximately 8.3 Renminbi (RMB) Yuan = I U.S. Dollar at the time of this article. 

7 Source: http://auto.news.hexun.com (a Chinese-language website) 
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be resolved before it becomes effective. Scenarios such as compulsory Third Party Liability Bodily 

Injury (TPL) with no-fault, and Physical Damage with fault or no-fault tort system must be carefully 

examined. Some estimates show that premiums will increase sharply if Physical Damage is within a 

no-fault tort system. Other issues currently being debated are: Should voluntary third party liability 

still be maintained under a fault basis? What should the limits of compensation be? 

Social assistance funds for road traffic accidents will be created and maintained by legal mandate. 

This is expected to raise the premiums of automobile insurance as well. It is estimated that less than 

30% of vehicles in China have any insurance coverage at all. With continued economic 

development and accompanying wage increases, the percentage of insured vehicles is projected to 

eventually rise to about 80%. The loss experience of vehicles not insured will continue to be much 

higher than vehicles that already have insurance. 

There is concern within China that if it selects the no-fault basis of tort system, issues of fraud, 

abuse, and overuse will result in a very challenging environment for the insurance industry. 

Hopefully China will closely examine the no-fault tort system in place throughout the United States to 

assist in making an informed decision. The insurance industry in China is also working to build a 

platform for sharing information among insurers in the market. 

At the present time, foreign providers are not allowed to enter the third-party motor insurance 

market. However, there is not a great desire to enter this line of insurance, as it requires more capital 

and is much riskier. If restrictions are lifted in the future, it will make the market more attractive for 

overseas companies. 

4e. Additional Regulatory Issues 

Although the history of the CIRC is very short, the criterion and standards of administration are 

developing. CIRC is still in the midst of a paradigm change. Areas such as the basis of insurance 

accounting and solvency margin techniques as they relate to regulation are under review, and will 

hopefully be improved. One impediment to smoothly and rapidly implementing these improvements 

is the shortage of skilled staff and board members with knowledge and experience in the insurance 

industry. There is also a shortage of experienced actuaries qualified to write financial condition 

reports. 
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4.d. China's Actuarial Profession 

Actuarial services are developing in China, but still have a long way to go before it can be 

considered comparable to the standards experienced in other countries. The actuarial profession in 

China is relatively young, but the greatest immediate concern is the shortage of experience in the 

operations of well-run companies. As recently as November 2003, the Asia Insurance Review 

e-weekly noted that, "with the explosion of the insurance industry in China, there is now a shortage of 

actuaries as out of the 400 plus people working as actuaries today in the industry, only 30% are 

qualified, according to industry sources." 

The first actuarial exam center in China was established in 1993 as an extension of a 

comprehensive training program for the People's Insurance Company of China by Manulife (Shen, 

2000). However, formalized non-life actuarial education only began in earnest during the fall of 

2004. Actuarial students have the option of taking the Fellow of the Society Actuaries, FIA, or 

China's internal exams. Most take the FSA exams as the FIA exams require better English skills and 

the Chinese internal exams have exceptionally challenging calculation problems. Lack of qualified 

and experienced actuaries limits the ability of companies to provide financial condition reports to an 

adequate standard. As a result, many companies employ well qualified and experienced actuaries 

from Hong Kong or overseas to set appropriate standards for the financial condition reports, and 

non-life actuarial work usually is a very closed practice of business. Ideally, when professionals and 

consultants from outside China come in to perform this work, they need to spend sufficient time to 

clarify the meaning of data. Sometimes when faced with the choice of explaining Chinese data to 

foreign actuaries, and spending the time and resources to train local staff on specific facets of actuarial 

principles, it is more efficient to do the latter. In many respects, actuarial principles are similar 

around the world, but practical applications can be quite different. 

The most difficult problem when applying actuarial science in China is not the techniques, but the 

theory and communication. Actuaries in administrative positions are considered to be in relatively 

lower standing than other disciplines. Subsequently, in situations where theory is quite complicated, 

the administration usually gravitates to the simple choices. Educating the industry on what exactly 

actuarial science is, and its importance to the insurance concept, takes patience. 
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Conclusion 

The motor insurance market in China is developing at a rapid pace, and business models are 

continuously changing to avoid being left behind. It was only a short time ago that non-life actuarial 

techniques were introduced in the rate-making and motor insurance product design segments of China. 

Cultural and governmental hurdles need to be overcome before traditional techniques will be widely 

applicable in China. As a result, many projects to integrate generally accepted actuarial principles 

into the unique Chinese model are being studied and gradually implemented. The Chinese saying 

"'May you live in interesting times" certainly applieg to the casualty actuarial profession in China both 

today and into the future. 
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Figure 1 

China Automobile Production, 1980-2010 
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Source: Data for 1980-1999, Yearbook of the China Automobile Industry 2000; for 2000-2003, 

actual production figures from various sources; for 2004-2010. estimates from various Web page sources. 
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Table 2 
Comparison of Auto Prices in China and World Markets (2003) 
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Higher price spectrum 

Middle spectrum 

Lower spectrum 

Imported 

Audi A6 17.8 37.9-42.7 > 2.0 

HondaJAccord 19.6 25.9 1,32 

Mazda 15.3 26,3 1.72 

VW/Jetta 7.5-8.4 10.00 

Aoto/Xiali 3.0 4.0 

Toyota/Camry 18.5 > 41.6 2.25 

Benz $600 100 > 200 > 2.0 

Survey made by Automobile Digest, September 23. 2003. 

Table 3 
Market.Concentration Indices for China Auto Insurance 

2002 

2003 

2004 

2005 

No. of 
domestic 

Insurers CR1 CR2 CR3 CR4 HHI 
10 70.67 84.2 t 95.3 96.41 5304 

10 70.75 82.51 91.64 94.68 5242 

11 68.69 76~94 85.42 89.44 4904 

17 " 53.34 67.84 76.64 82.70 3218 



Handling Overdispersion with Negative Binomial and 
Generalized Poisson Regression Models 

Noriszura Ismail and Abdul Aziz Jemain 

Abstract 
In actuarial hteramre, researchers suggested various statistical procedures to estimate the parameters in 
claim count or frequency model. In particular, the Poisson regression model, which is also known as 
the Generahzed Linear Model (GLM) with Poisson error structure, has been x~adely used in the recent 
years. However, it is also recognized that the count or frequency data m insurance practice often 
display overdispersion, i.e., a situation where the variance of the response variable exceeds the mean. 
Inappropriate imposition of the Poisson may underestimate the standard errors and overstate the 
sigruficance of the regression parameters, and consequently, giving misleading inference about the 
regression parameters. This paper suggests the Negative Binomial and Generalized Poisson regression 
models as ahemafives for handling overdispersion. If the Negative Binomial and Generahzed Poisson 
regression models are fitted by the maximum likelihood method, the models are considered to be 
convenient and practical; they handle overdispersion, they allow the likelihood ratio and other 
standard maximum likelihood tests to be implemented, they have good properties, and they permit 
the fitting procedure to be carried out by using the herative Weighted I_,east Squares OWLS) 
regression similar to those of the Poisson. In this paper, two types of regression model will be 
discussed and applied; multiplicative and additive. The multiplicative and additive regression models 
for Poisson, Negative Binomial and Generalized Poisson will be fitted, tested and compared on three 
different sets of claim frequency data; Malaysian private motor third part T property' damage data, ship 
damage incident data from McCuUagh and Nelder, and data from Bailey and Simon on Canadian 
private automobile liabili~,. 

Keywords: Overdispersion; Negative Binomial; Generalized Poisson; Mttltiphcauve; Additive; 
Maximum likelihood. 

1. I N T R O D U C T I O N  

In proper ty  and liability insurance,  the  de terminat ion  o f  p r e m i u m  rates m u s t  fulfill four  

basic principles generally agreed a m o n g  the actuaries; to calculate "fair" p r e m i u m  rates 

whereby  h igh risk insureds  should  pay higher  p r e m i u m  and vice versa, to provide sufficient  

funds  for paying expected losses and  expenses ,  to mainta in  adequate  margin  for adverse 

deviation,  and  to p roduce  a reasonable  re turn to the insurer.  The  process  o f  establ ishing 

"fair" p r e m i u m  rates for insur ing uncer ta in  events  requires es t imates  which  were made  o f  

two impor tan t  e lements ;  the probabilities associated with the occur rence  o f  such  event,  i.e., 

the frequency,  and  the magni tude  o f  such  event,  i.e., the  severity. The  frequency and  severity 

es t imates  were usually calculated th rough  the use  o f  past  experience for g roups  o f  shnilar 
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risk characteristics. The process of grouping risks with similar risk characteristics to establish 

"fair" premium rates in an insurance system is also known as risk classification. In this paper, 

risk classification will be applied to estimate claim frequency rate which is equivalent to the 

claim count per exposure unit. 

In the last forty years, researchers suggested various statistical procedures to estimate the 

parameters in risk classification model. For example, Bailey and Simon [1] suggested the 

minimum chi-squares, Bailey [2] devised the zero bias, Jung [3] produced a heuristic method 

for minimum modified chi-squares, Ajne [4] proposed the method of moments also for 

minimum modified chi-squares, Chamberlain [5] used the weighted least squares, Coutts [6] 

produced the method of orthogonal weighted least squares with logit transformation, 

Harrington [7] suggested the maximum likelihood procedure for models with functional 

form, and Brown [8] proposed the bias and likelihood functions for minimum bias and 

maximum likelihood models. 

In the recent actuarial literature, research on the estimation methods for risk 

classification model is still continuing and developing. For example, MildenhaU [9] merged 

the models which were introduced by Bailey and Simon, i.e., the minimum bias models, with 

the Generalized Linear Models (GLMs), i.e., the maximum likelihood models. Besides 

providing strong statistical justifications for the minimum bias models which were originally 

based on a non-parametric approach, his effort also allowed a variety- of parametric models 

to be chosen from. Later, Feldblum and Brosius [10] summarized the minimum bias 

procedure and provided intuition for several bias functions, which include zero bias, least 

squares, minimum chi-squares and maximum likelihood, for practicing actuat T. Anderson et 

a/. [11] provided foundation for GLMs statistical theory also for practicing actual T. Their 

study provided practical insights and realistic output for the analysis of GLMs. Fu and Wu 

[12] developed the models of Bailey and Simon by following the same approach which was 

created by Bailey and Simon, i.e., the non-parametric approach. As a result, their research 

offers a wide range of non-parametric models to be created and applied. Ismail and Jemain 

[13] found a match point that merged the available parametric and non-parametric models, 

i.e., minimum bias and maximum likelihood models, by rewriting the models in a more 

generalized form. They solved the parameters by using weighted equation, regression 

approach and Taylor series approximation. 

Besides statistical procedures, research on multiplicative and additive models has also 

been carried out. Among the pioneer studies, Bailey and Simon [11 compared the systematic 

bias of multiplicative and additive models and found that the multiplicative model 

overestimates the high risk classes. Their result was later agreed byJung [31 and Ajne [4] who 
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also found that the estimates for multiplicative model are positively biased. Bailey [2] 

compared the multiplicative and additive models by producing two statistical criteria, namely, 

the minimum chi-squares and average absolute difference. In addition, he also suggested the 

multiplicative model for percents classes and additive model for cents classes. Freifelder [14] 

predicted the pattern of over and under estimation for multiplicative and additive models if 

true models were misspecified, Jee [15] compared the predictive accuracy of multiplicative 

and additive models, Brown [8] discussed and summarized the additive and multiplicative 

models which were derived from the maximum likelihood and minimum bias approaches, 

Holler et al. [16] compared the initial values sensitivity of multiplicative and additive models, 

Mildenhall [9] identified the Generalized Linear Models for identity and log link functions 

with the additive and multiplicative models which were discussed in Brown [8], and Ismail 

and Jemain [13] discussed and compared the parameter estimates and goodness-of-fit of the 

additive and multiplicative regression models. 

In insurance practice, the Poisson regression model, which is also known as the 

Generalized Linear Model with Poisson error structure, has been widely used for modeling 

claim count or frequency data in the recent years. For example, Aitkin el al. [17] and 

Renshaw [18] each respectively fit the Poisson model to two different sets of U.K. motor 

claim count data. For insurance practitioners, the Poisson regression model has been 

considered as practical and convenient; besides allowing the statistical inference and 

h),pothesis tests to be determined by statistical theories, the model also permits the fitting 

procedure to be carried out easily by using any statistical package containing a routine for the 

Iterative Weighted Least Squares (IWLS) regression. 

However, at the same time it is also recognized that the count or frequency data in 

insurance practice often display overdispersion or extra-Poisson variation, a situation where 

the variance of the response variable exceeds the mean. Inappropriate imposition of the 

Poisson may underestimate the standard errors and overstate the significance of the 

regression parameters, and consequently, giving misleading inference about the regression 

parameters. 

Based on the actuarial literature, the Poisson quasi likelihood model has been suggested 

to accommodate overdispersion in claim count or frequency data. For example, McCullagh 

and Nelder [191, using the data provided by Lloyd's Register of Shipping, applied the quasi 

likelihood model for damage incidents caused to the forward section of cargo-car~-ing 

vessels, to allow for possible inter-ship variability, in accident proneness. The same quasi 

likelihood model was also fitted to the count data of U.K. own damage motor claims by 

Brockman and Wright [20], to take into account the possibility of within-cell heterogeneity-. 
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For insurance practitioners, the most likely reason for using Poisson quasi likelihood is that 

the model can still be fitted without knowing the exact probability function of the response 

variable, as long as the mean is specified to be equivalent to the mean of Poisson, and the 

variance can be written as a multiplicative constant of the mean. To account for 

overdispersion, the Poisson quasi likelihood produces parameter estimates equivalent to the 

Poisson, and standard errors larger than those of the Poisson. 

On the contrat3,, the maximum likelihood approach suggested in this paper differs from 

the quasi likelihood approach such that it requires the complete probability" of the response 

variable, thus, allowing the likelihood ratio and other standard maximum likelihood tests to 

be implemented. With this objective in mind, this paper suggests the Negative Binomial and 

Generalized Poisson regression models for handling overdispersion. If the Negative 

Binomial and Generalized Poisson were fitted by the maximum likelihood method, the 

models may also be considered as convenient and practical; they allow the likelihood ratio 

and other standard maximum likelihood tests to be implemented, they have good properties, 

they permit the fitting procedure to be carried out by using Iterative Weighted Least Squares 

OWLS) regression similar to those of the Poisson, and last but not least, they handle 

overdispersion. In this paper, two types of regression models will be discussed and applied; 

multiplicative and additive models. Specifically, the multiplicative and additive regression 

models for Poisson, Negative Binomial and Generalized Poisson will be fitted, tested and 

compared on three different sets of claim frequency data; Malaysian private motor third 

party property damage data, ship damage incident data from McCullagh and Nelder [19], and 

data from Bailey and Simon [1] on Canadian private automobile liability. 

2. MULTIPLICATIVE REGRESSION MODELS 

2.1Poisson 

Let Y,. be the random variable for claim count in the ith class, i = 1,2 ..... n ,  where n 

denotes the number of rating classes. If Y, follows a Poisson distribution, the probability. 

density function is, 

exp(-2 i ) , t  x' 
Pr(Y, = y , ) -  y, = 0,1 .... (2.1) 

Y,! 

with mean and variance, E ( Y  i ) = V a r ( Y ,  ) = ,t, . 
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To incorporate covariates and to ensure non-negativity, the mean or the fitted value is 

assumed to be multiplicative, i.e., E(Y, I x~ ) = 2~ = e~ exp(xlV~), where e, denotes a measure 

o f  exposure, x i a p x 1 vector o f  explanatory variables, and [~ a p x 1 vector of  regression 

parameters. 

If  ~ is estimated by the maximum likelihood method,  the likelihood equations are, 

3g([~) _ ~ (y,  _ 2 , ) x  0 = 0, j = 1,2 ..... p .  (2.2) 

Since Eq.(2.2) is also equal to the weighted least squares, the maximum likelihood estimates, 

~ ,  may be solved by using the Iterative Weighted Least Squares OWLS) regression. 

2.2Negative B i n o m i a l  I 

Under  the Poisson, the mean, 2 i ,  is assumed to be constant or homogeneous  within the 

classes. However,  by defining a specific distribution for 2i ,  heterogeneity within the classes 

is now allowed. For  example, by assuming 2 i to be a Gamma with mean E ( 2  i) = 11i and 

variance Var(2i)=11~v7 ~, and Y,.12i to be a Poisson with conditional mean 

E(Y, IAi)= &, it can be shown that the marginal distribution o f  Y~ follows a Negative 

Binomial distribution with probability density function, 

F(Yi + vi) vi ' 11i ~' 
= = = , (2.3) Pr(Y~ y , ) =  IPr(Y, v, IAi)f(a,)d& F(y,  +l)F(v,)~,v ,  +11~) k ,v ,+11,)  

where the mean is E(Y i ) = 11, and the variance is Var(Y,.) = 11i + 1112 v7 I. 

Different parameterization can generate different types o f  Negative Binomial 

distributions. For example, by letting v i = a -I , Y/ follows a Negative Binomial distribution 

with mean E(Y  i ) = 11i and variance Var(Y i) = 11i (I + a11 i) , where a denotes the dispersion 

parameter (see Lawless [211; Cameron and Trivedi [22]). 

I f  a equals zero, the mean and variance will be equal, E (Y , )=  Var(Yi) ,  resulting the 

distribution to be a Poisson. If  a > 0 ,  the variance will exceed the mean, Var(Y i) > E(Y  i) ,  

and the distribution allows for overdispersion as well. In this paper, the distribution will be 

called as Negative Binomial I. 
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If it is assumed that the mean or the fitted value is multiplicative, i.e., 

E(Yi I xi ) =/2, "r = e, exp(x i I~), the likelihood for Negative Binomial I regression model may 

be written as, 

log(a) - log(y, !) + 

Yi log(a///) - ( y /+  a- '  ) log(1 + all i ). 

(2.4) 

Therefore, the maximum likelihood estimates, (~,h),  may be obtained by maximizing 

g(Jl,a) with respect to ~ and a .  The related equations are, 

and, 

c)g(~,a) z ( Y i - f l , ) x , j  =0,  j = l , 2  ..... p ,  (2.5) 
c)flj - i ] + a/-ti 

ag(p,a) ~,-' r + a -2 log(1 + a/.l i) (Yi + a-~)/-t _ O. (2.6) 
( l + a / 2 )  

The maximum likelihood estimates, (]],fi), may be solved simultaneously, and the 

procedure involves sequential iterations. In the first sequence, by using an initial value of a ,  

aim, g(~J,a) is maximized with respect to I], producing II0). The related equation is 

Eq.(2.5) which is also equivalent to the weighted least squares. Therefore, with a slight 

modification, this task can be performed by using the IWLS regression similar to those of 

the Poisson. In the second sequence, by holding l] fLxed at ~ , ) ,  ~(l~,a) is maximized with 

respect to a ,  producing am. The related equation is Eq.(2.6), and the task can be carried 

out by using the Newton-Raphson iteration. By iterating and cycling between holding a 

fixed and holding ~ fLxed, the maximum likelihood estimates, (~,~), will be obtained. 

Further explanation on the fitting procedure will be discussed in Section 4. 

An easier approach to estimate a is by using the moment estimation suggested by 

Breslow [23], i.e., by equating the Pearson chi-squares statistic with the degrees of freedom, 

~ (Yi n-- p ,  (2.7) 
i ~ ~ 2 

i 

/./i (1 + a,u ) 
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where n denotes the number of rating classes and p the number of  regression parameters. 

The sequential iteration procedure similar to the one mentioned above can also be used, this 

time producing maximum likelihood estimates of  13 and moment estimate of  a ,  (~,~) .  

In this paper, when a is estimated by the maximum likelihood, the model will be called 

as Negative Binomial I (MLE). Likewise, when a is estimated by the method of  moment, 

the model will be called as Negative Binomial I (moment). 

2.3 Negative Binomial II 

By letting v i = ilia -j , another type of  Negative Binomial distribution is produced, this 

time with mean E(Y i) =/2i and variance Var(Y,) = /2  (1 + a) (see Nelder and Lee [24]; 

Cameron and Trivedi [22] ). If a equals zero, the mean and variance will be equal, resulting 

the distribution to be a Poisson. If a > 0 ,  the variance will exceed the mean and the 

distribution allows for overdispersion as well. In this paper, the distribution will be called as 

Negative Binomial II. 

If  it is assumed that the mean or the fitted value is multiplicative, i.e., 

E(Y, ] x~) =/2, = e, exp(x~l~), the t ~ e ~ o o d  for Negative Binomial II regression model may 

be written as, 

g(ll, a) = ~ log(F(y, +/2,a q )) - Iog(F(/2ia-I )) _ log(yi !) - 
i 

/.li a-I log(a) - (Yi + ili a -i ) log(l + a -1 ). 

(2.8) 

Therefore, the maximum likelihood estimates, (~ ,a) ,  may be obtained by maximizing 

g(l~,a) with respect to l] and a .  The related equations are, 

ag([I,a) _ "-' } 
aft, ~ i / 2 i x o a - l { ~ = o ( / 2 i a - ' + r ) - ' - l o g ( l + a ) = O ,  j = l , 2  ..... p ,  (2.9) 

and, 

ae(~, a) ~ I~v'-I + r)q - log( l + a ) } ~ i  y i - / 2 i  = 0 .  (2.10) aa = -  /2ia-2[~=o (/2ia-I + .  ( l + a ) a  

However, the maximum likelihood estimates, ~, are numerically difficult to be solved 

because the related equation, Eq.(2.9), is not equal to the weighted least squares. As an 
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alternative, since the Negative Binomial II has a constant variance-mean ratio, the method of 

weighted least squares is suggested, i.e., by equating, 

a/a, (Y, - ll,)x o ~ y - / t ,  j = l , 2  ..... p ,  (2.11) 
Var(Y,.)afl ,-__ ~2 l + a  

~ 0~ 

to produce the least squares estimates, ~ .  

It is shown that in the presence of a modest amount of overdispersion, the least squares 

estimates were highly efficient for the estimation of a moment parameter of an exponential 

family distribution (Cox [25]). Since Eq.(2.11) is also equivalent to the likelihood equation of 

the Poisson, i.e., Eq.(2.2), the same IWLS regression which is used for the Poisson can be 

applied to estimate the least squares estimates, ~.  As a result, the least squares estimates are 

also equal to the maximum likelihood estimates of Poisson, but the standard errors are equal 

or larger than the Poisson because they are multiplied by lx/]-~a where a _> 0. 

For simplicity, a is suggested to be estimated by the method of moment, i.e., by 

equating the Pearson chi-squares statistic with the degrees of  freedom, 

~ ( Y i - ' U i ) ~ - - n - p ,  (gAg) 
(1 + a)/.ti 

which involves a straightforward calculation and produces a moment estimate, 8 .  

In this paper, the estimates which were produced by the multiplicative regression models 

of Negative Binomial I (MLE), Negative Binomial I (moment) and Negative Binomial II will 

be denoted respectively by (~,~),  (~,8) and (~ ,8 ) .  

2.4Generalized Poisson I 

The advantage of using the Generalized Poisson distribution is that it can be fitted for 

both overdispersion, Var(Y~) > E(Y, ), as well as underdispersion, Var(Y~) < E(Y~). In this 

paper, two different types of Generalized Poisson will be discussed; each will be referred to 

as Generalized Poisson I and Generalized Poisson II. For Generalized Poisson I 

distribution, the probability density function is (Wang and Famoye [26]), 

= ' ( /./, (_1 + ay,) ] 
( ,u i ] "  ( l+ay , )S ' -~exp[  l + a / t ,  ) '  y ' = O ' I  ..... Pr(Y~ = y,) [ l+al l , )  y~! (2.13) 
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with mean E(Y, ) = / / ,  and variance Var(Y i ) = t ,  (1 + aft, )2 : 

The Generalized Poisson I is a natural extension of the Poisson. If a equals zero, the 

Generalized Poisson I reduces to the Poisson, resulting E(Y/)= Var(Yi). If a > 0 ,  the 

variance is larger than the mean, Var(Y,.) > E(Y i ), and the distribution represents count data 

with overdispersion. If a < 0, the variance is smaller than the mean, Var(Y,)< E(Y,), so 

that now the distribution represents count data with underdispersion. 

If it is assumed that the mean or the fitted value is multiplicative, i.e., 

E(Y, [ x l ) =  fl, = e, exp(x[l~), the likelihood for Generalized Poisson I regression model 

may be written as, 

log( lti ]+(yi-l)log(l+ayi) 
g(~'a)=~ yi ~.l+a/di j 

/.t~ (1 + ay,) 
1 + a/.li 

log(y,!) .  (2.14) 

Therefore, the maximum likelihood estimates, (~,~) ,  may be obtained by maximizing 

£(IJ, a)  with respect to ~ and a .  The related equations are, 

and, 

igg([i,a)aft, - ~  (Y'- /di)xiJ  = 0 , ( l + a g , )  2 j = l , 2  ..... p ,  (2.15) 

ag(fJ, a) yil.li yi (y, -1) /li (yi -,tt i) 
l + a y ,  (1 + a , t / i )  2 

=0. (2.16) 

The sequential iteration procedure similar to the Negative Binomial I regression model may 

also be implemented to obtain the maximum likelihood estimates, (~, a ) .  For the sequential 

iteration, the IWLS regression can be applied because Eq.(2.15) is also equal to the weighted 

least squares. 

An easier approach to estimate a is by using the moment estimation, i.e., by equating 

the Pearson chi-squares statistic with the degrees of freedom, 

,~. (Y ' - I ' l l )2  (2.17) 
l l 7 ~  , - n - p ,  

producing (~, a ) .  
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In this paper, when a is estimated by the maximum likelihood, the model  will be called 

as Generalized Poisson I (MLE). Likewise, when a is estimated by the method of  moment ,  

the model  will be called as Generalized Poisson I (moment). 

2.5 Generalized Poisson II 

For Generalized Poisson II, the probability density function may be written in the form 

of  (Consul and Famoye [27]), 

= [ j r  i (/1 i + (a  - l ) y  i )~"-' a -y' e x p ( - a - I  (iti + (a - l)y, )) 
Pr(Y i Yi) Y,! 

0, 

, y ,  = 0 ,1  .... 

Yi > m , a < l  

, ( 2 . 1 8 )  

where a > m a x ( { , 1 - - ~ ) ,  and m the largest positive integer for which It ,  + m ( a -  1)> 0 

when a < 1. For this distribution, the mean is equal to E ( Y  i ) = I t , ,  whereas the variance is 

equivalent to V a r ( Y  i ) = a2 i t i  . 

The Generalized Poisson II is also a natural extension of  the Poisson. I f  a equals one, 

the Generalized Poisson II reduces to the Poisson. If  a > I,  the variance is larger than the 

mean and the distribution represents count data with overdispersion. If  -~ < a <1 and 

Iti > 2,  the variance is smaller than the mean so that now the distribution represents count 

data with underdispersion. 

I f  it is assumed that the mean or the fitted value is multiplicative, i.e., 

E(Y~ ] x ~ ) = i t ,  = e~ exp(x~V[I), the likelihood for Generalized Poisson II regression model  

may be written as, 

g([i, a) = ~ log(it~ ) + (y, - 1) Iog(/t~ + (a - l)y~) - 
i (2.19) 

y~ l o g ( a } -  a- l ( i t ,  + ( a - l ) y , ) - I o g ( y i ! ) .  

Therefore,  the maximum likelihood estimates, (~ , a ) ,  may be obtained by maximizing 

g(i~,a) with respect to [~ and a .  The related equations are, 

Off ,  - = It,  + It~ ) y [  I t~x o, j = 1,2 ..... p ,  (2.20) 

and, 
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Og([~,a) _ ~ yi(y__~--l) y,a-' + ( / 2 - y , ) a  -2 = 0 .  (2.21) 
Oa /2, + ( a -  1)y, 

However, the maximum likelihood estimates, ~, are numerically difficult to be solved 

because the related equation, Eq.(2.20), is not equal to the weighted least squares. Since the 

Generalized Poisson II has a constant variance-mean ratio, the method of weighted least 

squares is suggested as an alternative, i.e., by equating, 

(Yi -/2~ ) xo 
E a 2 - 0 ,  j = l , 2  ..... p ,  (2.22) 

i 

to produce the least squares estimates, ~.  The same Poisson IWLS regression may be used 

to estimate ~ because Eq.(2.22) is also equivalent to the Poisson likelihood equation, i.e., 

Eq.(2.2). As a result, the least squares estimates are also equal to the maximum likelihood 

estimates of Poisson. However, the standard errors could be equal, larger or smaller than the 

Poisson because they are multiplied by a where a _> 1 or  ½ < a < 1. 

For simplicity, a is suggested to be estimated by the method of moment, i.e., by 

equating the Pearson chi-squares statistic with the degrees of freedom, 

•(Yi = n -  p ,  (2.23) 
/2i )~ 

. a2/2i 

involving a straightforward calculation and producing a moment estimate, eT. 

In this paper, the estimates which were produced by the regression models of 

Generalized Poisson I (NILE), Generalized Poisson I (moment) and Generalized Poisson II 

will be denoted respectively by (~,~),  (~,a)  and (~,a ') .  

To summarize the multiplicative regression models which were discussed in this section, 

Table 1 shows the methods and equations for solving the estimates of I] and a .  
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Table 1. Methods  and equations for solving ~ and a in multiplicative regression models  

Models Estimation of fl Estimation of a 
Method Equation Method Equation 

Poisson Maximum Z (y' -/'ti )"cO = 0 
Likelihood i 

NBI(MLE) Ma:dmum ~ (.Y~ - fli )x~j  Maximum 
Likelihood ~ I ' ~a~  = 0 Likelihood 

NBI(moment) Maximum ~" (Yi -lti)xij 0 Moment 
Likelihood ~ 1 + alli 

NBII Weighted E (Yi -,l'li )Xq - 0 Moment 
Least I + a 

i 
Squares 

GPI(~LLE) Maximum ~" (Yi - U, ) x i )  Maximum 
Likelihood ~ (l+afl ,)2 =0  Likelihood 

GPI(moment) 

GPII 

Maximum ~ (Yi -/ ' / '  )xo Moment 
Likehhood ~i (l+afli) 2 - 0  

Weighted ~? (Yi - I  l,)x~j 0 Moment 
Least ~ a 2 
Squares 

~ / ~ ( ~ r  ]+ a-2 log(I + a/~;)- 
, [ ~ l + a r ;  

(Y' +a-~)/4 } =0  
(1+ a/~,) 

~ . [ ( y , - l ' , )  ~ ]  , , 

L ~ J -  - p3 = °  

t-,--~7o~, + l+a:,, 

/4 (h -/1, )l 
~ 7~,-7 3 =° 

[ , u i ( l  + afli  ) 2 
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3. GOODNESS-OF-FIT TESTS 

In this section, several goodness-of-fit measures will be briefly discussed, including the 

Pearson chi-squares, deviance, likelihood ratio test, Akaike Information Criteria (AIC) and 

Bayesian Schwartz Criteria (BSC). Since these measures are already familiar to those who 

used the Generalized Linear Model with Poisson error structure for claim count or 

frequency analysis, the same measures may also be implemented to the regression models of  

Negative Binomial and Generalized Poisson as well. 

3.1 Pearson chi-squares 
Two of the most frequently used measures for goodness-of-fit in the Generalized Linear 

Models are the Pearson chi-squares and the deviance. The Pearson chi-squares statistic is 

equivalent to, 

~i ( y  , _ / / / ) 2  ' ( 3 . 1 )  

For an adequate model, the statistic has an asymptotic chi-squares distribution with n - p 

degrees of freedom, where n denotes the number of rating classes and p the number of  

parameters. 

3.2Deviance 

The deviance is equal to, 

D =  2 ( £ ( y ; y ) - g ( p ; y ) ) ,  (3.2) 

where g(la;y) and g(y;y) are the model's log likelihood evaluated respectively under p and 

y.  For an adequate model, D also has an asymptotic chi-squares distribution with n - p 

degrees of freedom. Therefore, if the values for both Pearson chi-squares and D are close 

to the degrees of  freedom, the model may be considered as adequate. 

The deviance could also be used to compare between two nested models, one of  which 

is a simplified version of  the other. Let D l and dfl be the deviance and degrees of  freedom 

for such model, and D 2 and df2 be the same values by fitting a simplified version of  the 

model. The chi-squares statistic is equal to (D 2 - D I ) / (df2  - dfl ) and it should be compared 

to a chi-squares distribution with df2 - dfl degrees of  freedom. 
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3.3Likelihood ratio 

The advantage of  using the maximum likelihood method is that the likelihood ratio test 

may be employed to assess the adequacy of  the Negative Binomial I (MLE) or the 

Generalized Poisson I (MLE) over the Poisson because both Negative Binomial I (MLE) 

and Generalized Poisson I (NILE) will reduce to the Poisson when the dispersion parameter, 

a ,  equals zero. 

For testing Poisson against Negative Binomial I (MLE), the hypothesis may be stated as 

H 0 : a = 0 against H 1 : a > 0.  The likelihood ratio statistic is, 

T = 2(g I - g0),  (3.3) 

where gl and go are the model's log likelihood under the respective hypothesis. T has an 

asymptotic distribution of probability mass of  one-half at zero and one-half-chi-squares 

distribution with one degrees of freedom (see Lawless [21]; Cameron and Trivedi [22]). 

Therefore, to test the null hypothesis at the significance level of C~, the critical value of  chi- 

squares distribution with significance level 2o~ is used, i.e., reject H o if T > 2"~-2,~.1~. 

For testing Poisson against Generalized Poisson I ~ L E ) ,  the hypothesis may be stated 

as H 0 : a = 0 against H t : a ¢: 0.  The likelihood ratio is also equal to Eq.(3.3) and under 

null hypothesis, T has an asymptotic chi-squares distribution with one degrees of  freedom 

(see Wang and Famoye [26]). 

3.4AIC and BIC 

When several maximum likelihood models are available, one can compare the 

performance of alternative models based on several likelihood measures which have been 

proposed in the statistical literature. Two of the most regularly used measures are the Akaike 

Information Criteria (AIC) and the Bayesian Schwartz Information Criteria (BIC). The AIC 

is defined as (Akaike [28]), 

AIC = - 2g  + 2 p ,  (3.4) 

where g denotes the log likelihood evaluated under p and p the number  of parameters. 

For this measure, the smaller the AIC, the better the model is. 
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The BIC is defined as (Schwartz [29]), 

B I C  = -2t? + p Log(n), (3.5) 

where ~ denotes the log likelihood evaluated under ~, p the number of parameters and n 

the number of rating classes. For this measure, the smaller the BIC, the better the model is. 

4. F I T T I N G  P R O C E D U R E  

As mentioned previously, the estimates of ~ and a for Negative Binomial I (MLE), 

Negative Binomial I (moment), Generalized Poisson I (NILE) and Generalized Poisson I 

(moment), may be solved simultaneously and the fitting procedure involves sequential 

iterations. The sequential iterations involve two steps of maximization in each sequence; 

maximizing ~(~,a) with respect to ]i by holding a fixed, and maximizing g(~,a) with 

respect to a by holding ~ fLxed. 

4 . 1 M a x i m i z i n g  g(J~,a) w i t h  r e s p e c t  to 

By using the Newton-Rahpson iteration and the method of Scoring, the iterative 

equation in the standard form of IWLS regression may be written as, 

~,r) = ~<r-II + I(-)-llZ~r-l,, (4.1) 

where ~(r) and ]~r-l) denote the vectors for ~ in the rth and r-lth iteration, l(,_i~ the 

information matrLx containing negative expectation of the second derivatives of log 

likelihood evaluated at I](,_~, and z~,_, the vector containing first derivatives of log 

likelihood evaluated at ]~l,-ij. 

For an easier demonstration, an example for Poisson's I\VLS regression will be shown 

and the notation for Poisson mean, fl~i, will be replaced by //i. The first derivatives of 

Poisson log likelihood, which is shown by Eq.(2.2), can also be written as, 

z = x ' r w k ,  (4.2) 

where X denotes the matrix of explanatory, variables, W the diagonal weight matrix whose 

/th diagonal element is, 
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P 
Wi ~ ]~i ' (4.3) 

and k the vector whose/th row is equal to, 

k = y' - f l '  (4.4) 
/ai 

The negative expectation of the second derivatives of Poisson log likelihood may be 

derived and it is equivalent to, 

- E (  a2g([I) ) =  ~t . t ,  xox, ~, j , s  1,2 ..... 
" : P (4.5) 

Therefore, the information matrix, I ,  which contains negative expectation of the second 

derivatives of log likelihood, may be written as, 

I : x T w x ,  (4.6) 

where the/th diagonal element of the weight matrix is also equal to Eq.(4.3). 

Finally, the iterative equation shown by Eq.(4.1) may be rewritten as, 

V k [~(r, --~ [~(r-l) +(xTW(r-DX) - I (x  W(r-D (r-I))" (4.7) 

It can be shown that with a slight modification in the weight matrLx, the same iterative 

equation, i.e., Eq.(4.7), can also be used to obtain the maximum likelihood estimates, ~, for 

Negative Binomial I and Generalized Poisson I as well. 

The related equations for the ftrst derivatives of log likelihood for Negative Binomial I 

and Generalized Poisson I are shown by Eq.(2.5) and Eq.(2.15). Both equations may also be 

written as Eq.(4.2), where the/th row of vector k is also the same as Eq.(4.4). However, the 

/th diagonal element of the weight matrix is, 

NBI ~l  i w i = (4.8) 
l + aJl i ' 

for Negative Binomial I and, 
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GPI /J i  
W i (1 + a/.t i )2 , (4.9) 

for Generalized Poisson I. 

The negative expectation of the second derivatives of log likelihood for Negative 

Binomial I and Generalized Poisson I may be derived, and the respective equations are, 

_ E( O2 g([J,a) ] = - -  ,u~ x,jx~ 
[, aft, aft., ) ~i'i+-~fl,' j , s = l , 2  ..... p ,  

(4.10) 

and, 

E(a2e(fJ,a).]= /-t, xoX~s 
afl, afls ) ~i (]+~fli)2, j , s = l , 2  ..... p .  

(4.11) 

Therefore, the information matrLx may also be written as Eq.(4.6), where the /th diagonal 

element of the weight matrLx for Negative Binomial I and Generalized Poisson I are 

respectively equal to Eq.(4.8) and Eq.(4.9). 

The same iterative equation for the Poisson may also be used for Negative Binomial II 

and Generalized Poisson II because the weighted least squares equations, i.e., Eq.(2.11) and 

Eq.(2.22), are equivalent to the likelihood equations of the Poisson, i.e., Eq.(2.2). 

The matrices and vectors for solving ~ in multiplicative regression models are 

summarized in Table 2. 
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Table  2. Matrices and  vec tors  for  solving ~ m multiplicative regress ion  mo d e l s  

Models Matrices and vectors for I$(r) = I~(r-I) + I(-~-l)z(r-I), where 

I(r_l) = xTW(r_l)X , 

Z(r_l) : xTW(r_l)k(r_l) 

js-th element of matrix I = ij~ = ~ ~fl j~fls  ) '  

De 
j-th row of vector z = zj = ~fl---7 ' 

Poisson/ 
NBII/  
GPII 

matrix I i) s = Z ~lixijxi ' ._.) I = x T w x  

weight matrix W w~ =//~ 

vector z z j = Z / . 1 `  (Yi -~li.._____~) xt j __) z = X T W k  
]'li 

vector k ki = Y, - / ' l i  

gi  

NBI~ILE)/  
NBI(moment) 

matrix I i j ~ = E l + ~ f l  xijX,s ---> I = x T w x  

//i 
weight matrix W wi m~t = 

1 + aft, 

vector z Zj = ' ~  'l'li (Y i - - ]d i )x i  j _._> z = X T W k  
,-y . 1 + aid i /1 i 

vector k ki = Y i - f l i  
bti 

GPI~ILE)/  
GPI(moment) 

matrix I ij., = ~f~ #i  XrXi ~ ~ I = x T w x  
~TN (1 + a/li) 2 J 

weight matrix W w/GPt = '//~ 
(1 + a/di) 2 

vector z Zj = E  /di ( Y i - f l , )  
( l+a/dl)  2 /di X0 ---> z = x T w R  

vector k k~ - Y i - / 6  
,ui 

120 Casualty Actuarial Society Forum, Winter 2007 



Handling Overdispersion with Negative Binomial and 
Generalized Poisson Regression Models 

4 . 2 M a x i m i z i n g  ~?(l~, a )  w i t h  r e s p e c t  to  a 

The maximization of e(l~,a) with respect to a can be carried out by applying one- 

dimensional Newton-Raphson iteration, 

f'(a(r_l)) 
(4.12) a(r) =a(r-l' f,,(a(r_l))' 

where f '  denotes the first derivatives of function f and f "  the second derivatives of 

function f .  The respective f '  for Negative Binomial I (MLE), Negative Binomial I 

(moment), Generalized Poisson 1 (NILE) and Generalized Poisson I (moment) are Eq.(2.6), 

Eq.(2.7), Eq.(2.16) and Eq.(2.17). 

The f "  equations for Negative Binomial I (MLE), Negative Binomial I (moment), 

Generalized Poisson 1 (MLE) and Generalized Poisson (moment) may be derived, and the 

respective equations are, 

1 + a/as (1 + a/~ i ) 

_~i (Yi-]di  )2 
(1 + a / d i )  ~ ' ( 4 .14 )  

and, 

X (1 + aft, )2 

y ] (y ,  - 1) 2fl~ (y, - / d i )  
(l+aYi) ~ ÷ (l+a/.li)3 , (4.15) 

~x'-'(Y, -/ 'ti) 2 
- z2"~ - + - - ~ u  )3 ' ( 4 . 16 )  

i (1 a/ l  i 

The process of finding the moment estimate, ~ ,  for Negative Binomial II and 

Generalized Poisson II does not involve an,,- iteration. The moment estimate can be 

obtained directly from Eq.(2.12) and Eq.(2.23). 

The equations for solving a in multiplicative regression models are summarized in Table 

3. 
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Table 3, Equations for solving a .  

Models Equations for a(r ) = air_l) f'(al,_i )) 
f"(acr_l)) 

NBI~ILE) if(a) 

if(a) 

~.,-* (Y' +aq )/'ti I Z I E (  r--f--I+a-21og(l+a/t ) 
, [,:ot, i +ar )  71+-~-S~,.) J 

I y,-I( r ]2 3 2a-2lli O'i+a-i)/A2i } 
~ .  [ -  =~oLl-~ar) - 2 a - I o g ( l + a / l i ) + - - 4  I + a/a', (l+ a/tl) 

NBI(moment) 
if(a) 

f"(a) 

~ i  (y ;_//i)2 
. ].li(l+aldi) 

_ ~i (Yi -,lli )2 
. (l+a/li) 2 

(n-p) 

NBII Straightforward a ~'~ (Yi _/. / i)2 
calculation = *.Ta 7 ( n T p )  

GPI~ILE) '~"I- Y"Ui + yi(yi-I)  /'li(Y'-lti) t 
if(a) ~ [  i+afl i l+ay i ( l+au , )  2 

) 

yilt_.._.._~ y~i(Yi-I).~ 2/-//2 (yi -/-/, ) 
if(a) ,zT., (1 + a//i) 2 (l+ayi)2 (l+a//,)3 

GPI(moment) 
f'(a) 

f"(a) 

~i (Y' -Iti)2 

- 2 ~ "  (Yi - ~ i ) 2  

(1 + a f l i )  3 

(n-p) 

GPII Straightforward f 2 /~ -~ (Yi - II, ) calculation a =  , _  
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4.3 Restrictions on Generalized Poisson I 

The  iterative p rog ramming  for Genera l ized Poisson I dis t r ibut ion should also allows for 

restrictions on  a because the probabil i ty density function,  Eq.(2.13), indicates that  the value 

o f  a mus t  satisfy b o t h  1 + all i > 0 and l + ay i > 0.  Therefore ,  after obta in ing estimate o f  

a in each iteration, the p rogram should  check that  w h e n  a < 0 (underdispersion),  a mus t  

also fulfilled the condi t ion  for bo th  I + all i > 0 and 1 + ay i > O. 

In o ther  words,  for condi t ion  1 + a / 2  i > 0 ,  the p rogram should  checks if  a > _ 1 is . max(#, ) 

I A similar check is true. I f  this condi t ion  is no t  true, a new est imate for a is set as max(a, ~+~ " 

then implemented  for l+ay ,  > 0.  Finally, if  bo th  condi t ions  o f  a > -  1 _  and max{//j ) 

1 a > - ~  are no t  true, a new estimate for a is set as min(- r~x6,,' ,+, ' ~xG,~ ~)" 

4.4Variance-covariance matrix for 

The  variance-covariance matrLx, Var(~) ,  for Negat ive Binomial  I and Genera l ized 

Poisson I regression models  is also equal t o  the variance-covariance matrix of  Poisson 

regression model ,  i.e., 

Var(~) = ( x T w x )  - '  . (4.17) 

However ,  t h e / t h  diagonal e lement  o f  the weight  matr ix differs for each model ,  i.e., it is equal 

to Eq.(4.3) for Poisson,  Eq.(4.8) for Negat ive Binomial  I and Eq.(4.9) for General ized 

Poisson  I. 

The  variance-covariance matrix for Negat ive Binomial  II and Genera l ized Poisson II is 

multiplied by a cons tan t  and they are equal to, 

Var(~) = (1 + a ) ( x T w x )  - '  , (4.18) 

for Negat ive Binomial  II and, 

Var(~) = a 2 ( x T w x )  - I  , (4.19) 

for Genera l ized Poisson II, where  t h e / t h  diagonal e lement  o f  the weight  matrix is equal to 

the Poisson weight  matrix, i.e., Eq.(4.3). 
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Examples of S-PLUS programming for Negative Binomial I (moment) and Generalized 

Poisson I (moment) are given in Appendix A and Appendix B. Similar programming can 

also be used for all of the multiplicative regression models which were discussed in this 

paper. Each programming is differentiated only by four distinguishable elements: 

• Types of iteration. 

The sequential iterations are required for Negative Binomial I and Generalized 

Poisson I. For Poisson, Negative Binomial II and Generalized Poisson II, the 

standard iterations are adequate. 

• Weight matrLx. 

The weight matrLx for Negative Binomial II and Generalized Poisson II is equal to 

the Poisson. Each of Negative Binomial I and Generalized Poisson I has its own 

weight mat~x. 

• Equation for estimating a.  

Each of Negative Binomial I (MLE), Negative Binomial I (moment), Generalized 

Poisson I (MLE) and Generalized Poisson I (moment) has its own equation for 

estimating a.  

• Restriction on a .  

The restriction on a is required only in Generalized Poisson I. 

5. E X A M P L E S  

5.1 M a l a y s i a n  d a t a  

In this paper, the data for private car Third Party Property Damage (TPPD) claim 

frequencies from an insurance company in Malaysia will be considered. Specifically, the 

TPPD claim covers the legal liability for third party property loss or damage caused by or 

arising out of the use of an insured motor vehicle. The data, which was based on 170,000 

private car policies for a three-year period of 1998-2000, was supplied by the General 

Insurance Association of Malaysia (PIAM). The exposure was expressed in terms of a car- 

year unit and the incurred claims consist of claims which were already paid as well as 

outstanding. Table 4 shows the rating factors and rating classes for the exposures and 

incurred claims, and altogether, there were 2 × 2 × 3 x 4 x 5 = 240 cross-classified rating 

classes of claim frequencies to be estimated. The complete data, which contains the 

exposures, claim counts, rating factors and rating classes, is shown in Appendix C. 
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Table 4. Rating factors and rating classes for Malaysian data 

Rating factors Rating classes 

Coverage ~'pe Comprehensive 
Non-comprehensive 

Vehicle make Local 
Foreign 

Vehicle use and driver's gender 

Vehicle year 

Location 

Private-male 
Private-female 
Business 

0-1 year 
2-3 year 
4-5 year 
6+ year 

Central 
North 
East 
South 
East Malaysia 

The  claim counts were first fitted to the Poisson multiplicative regression model.  The 

fitting involves only 233 data points  because seven o f  the rating classes have zero exposures.  

Several models  were fitted by including different rating factors; first the main effects only, 

then the main effects plus each o f  the paired interaction factors. By using the deviance and 

degrees o f  freedom, the chi-squares statistics were calculated and compared  to choose  the 

best  model .  Table 5 gives the results o f  fitting several Poisson regression models  to the 

count  data. 

Table 5. Analysis o f  deviance for Poisson 

Model deviance df Adeviance Adf 2,2 p-value 

Null 2202 232 
+ Coverage type 1924 231 278 1 278 0.00 
+ Use-gender 997 229 927 2 464 0.00 
+ Vehicle year 522 226 475 3 158 0.00 
+ Vehicle location 369 222 153 4 38 0.00 
+ Vehicle make 358 221 11 1 11 0.00 
+ Vehicle make*vehicle year 255 218 103 3 34 0.00 
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Based on the deviance analysis, the best  model  indicates that all o f  the main effects are 

significant and one o f  the paired interaction factors, i.e., vehicle make and vehicle year, is 

also significant. Therefore,  it is suggested that the rating factors for both  vehicle make and 

vehicle year are combined  to take into account the interaction between these two rating 

factors. The number  o f  rating factors is now reduced from five to four. Table 6 shows the 

parameter  estimates for the four-factor model.  

Table 6. Parameter  estimates for Poisson four-factor model  

Parameter estimate std.error ?-value 

fll Intercept -2.37 0.04 0.00 

f12 Non-comprehensive -0.68 0.07 0.00 

f13 Female -0.51 0.03 0.00 

f14 Business -6.04 1.00 0.00 

,65 Local, 2-3 year -0.48 0.04 0.00 

f16 Local, 4-5 year -0.82 0.05 0.00 

flv Local, 6+ year -1.06 0.05 0.00 
,88 Foreign, 0-1 year -0.59 0.07 0.00 

/39 Foreign, 2-3 year -0.68 0.05 0.00 

/310 Foreign, 4-5 year -0.77 0.06 0.00 

/311 Foreign, 6+ year -0.84 0.05 0.00 

/312 North -0.22 0.03 0.00 

/3]3 East -0.43 0.06 0.00 

/314 South -0.01 0.04 0.78 

/315 East Malaysia -0.50 0.06 0.00 

Df 218.00 
Pearson 2 "2 404.67 

Deviance 254.60 
Log L -387.98 

The p-value for ill4 (South) is equivalent to 0.78, and this value indicates that the 

parameter estimate is not  significant. Therefore,  the location for South is suggested to be 

combined  with Central (Intercept) because both  locations have almost similar risks. Table 7 

shows the parameter estimates for the four-factor-combined-locat ion model.  
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Table 7. Parameter  estimates for Poisson four-factor-combined-locat ion model  

Parameter estimate std.error p-value 

fll Intercept -2.37 

f12 Non-comprehensive -0.68 

0.03 0.00 

0.07 0.00 

f13 Female -0.51 0.03 0.00 

f14 Business -6.04 1.00 0.00 

f15 Local, 2-3 year -0.48 0.04 0.00 

f16 Local, 4-5 year -0.82 0.05. 0.00 

f17 Local, 6+ year -1.06 0.05 0.00 

/38 Foreign, 0-1 year -0.59 0.07 0.00 

f19 Foreign, 2-3 year -0.68 0.05 0.00 

fllo Foreign, 4-5 year -0.77 0.06 0.00 

fill Foreign, 6+ year -0.84 0.05 0.00 

ill2 North -0.22 0.03 0.00 

ill3 East -0.42 0.06 0.00 

ill4 East Malaysia -0.50 0.06 0.00 

Df 219.00 
Pearson 2 ̀2 404.47 

Deviance 254.67 
Log L -388.02 

The result shows that all o f  the parameter  estimates are significant. As a conclusion, 

based on the deviance analysis and parameter  estimates, the best  model  is provided by the 

four-factor-combined-locat ion model  if the claim counts were fitted to the Poisson. 

I f  the same four-factor-combined-locat ion model  was fitted to the muldplicative 

regression models  o f  Negative Binomial and Generalized Poisson,  the parameter  estimates 

and standard errors may be compared.  The comparisons are shown in Table 8 and Table 10. 
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T a b l e  8. P o i s s o n  vs. N e g a t i v e  B i n o m i a l  

Parameters Poisson Negatwe Binomial 1 Negative Binomial I Negative Binomial 1I 
(Nil ,17,) ( . . . . . .  t) 

est. std. p- est. std. p- est. std. p- est. std. p- 
error value error value error value error value 

a 0.02 0.15 0.85 

fll Intercept -2.37 0.03 0.00 -2.36 0.07 0.00 -2.37 0.15 0.00 -2.37 0.05 0.00 

• 32 Non-comp -0.68 0.07 0.00 -0.73 0.09 0.00 -0.79 0.13 0.00 -0.68 0.09 0.00 

f13 Female 

f14 Business 

-0.51 0.03 0.00 -0.54 0.05 0.00 -0.57 0.09 0.00 -0.51 0.04 0.00 

-6.04 1.00 0.00 -6.05 1.00 0.00 -6.06 1.00 0.00 -6.04 1.36 0.00 

f15 1,ocal2-3 -0.48 0.04 0.00 -0.51 0.09 0.00 -0.49 0.18 0.01 -0.48 0.06 0.00 

fl6 Local,4-5 -0.82 0.05 0.00 -0.87 0.09 0.00 -0.87 0.19 0.00 -0.82 0.07 0.00 

f17 l,ocal,6+ -1.06 0.05 0.00 -1.04 0.09 0,00 -0.98 0.18 0.00 -1.06 0.07 0.00 

f18 Foreign,0-1 -0.59 0.07 0.00 -0.62 0.10 0.00 -0.63 0.20 0.00 -0.59 0.09 0.00 

f19 Foreign,2-3 -0.68 0.05 0.00 -0.69 0.09 0.00 -0.65 0.19 0.00 -0.68 0.07 0.00 

ill0 Foreign,4-5 -0.77 0.06 0.00 -0.76 0.10 0.00 -0.76 0.19 0.00 -0.77 0.08 0.00 

fill Foreign,6+ -0.84 0.05 0.00 -0.81 0.09 0.00 -0,76 0.18 0.00 -0.84 0.07 0.00 

ill2 North -0.22 0.03 0.00 -0.16 0.06 0.00 -0.12 0.11 0.28 -0.22 0.04 000 

ill3 Fast -0.42 0.06 0.00 -0.43 0.08 0.00 -0.46 0.13 0.00 -0.42 0.08 0.00 

ilia EastM'sia -0.50 0.06 0.00 -0.51 0.08 0.00 -0.49 0.13 0.00 -0.50 0.08 0.00 

Df 219.00 218.00 218.00 
Z2 404.47 293.71 219.00 Pearson 

Deviance 254,67 155.99 90.72 
Log L -388.02 -368.72 -391.64 

218.00 

T a b l e  8 s h o w s  the  c o m p a r i s o n  b e t w e e n  P o i s s o n  a n d  N e g a t i v e  B i n o m i a l  mu l t i p l i c a t i ve  

r eg re s s ion  mode l s .  T h e  r e g r e s s i o n  p a r a m e t e r s  for  all  m o d e l s  g ive  s imi la r  e s t ima tes .  T h e  

N e g a t i v e  B i n o m i a l  I (MLE)  a n d  N e g a t i v e  B i n o m i a l  I I  g ive  s imi la r  i n f e r ences  a b o u t  the  

r e g r e s s i o n  pa r ame te r s ,  i.e., t he i r  s t a n d a r d  e r ro rs  are s l ight ly  l a rger  t h a n  the  P o i s s o n ' s .  

H o w e v e r ,  the  N e g a t i v e  B i n o m i a l  I ( m o m e n t )  g ives  a re la t ive ly  large  va lues  for the  s t a n d a r d  

e r rors  a n d  hence ,  r e su l t ed  in  an  in s ign i f i can t  r eg re s s ion  p a r a m e t e r  for  fl12. 

T h e  d e v i a n c e  for  P o i s s o n  r eg re s s ion  m o d e l  is re la t ive ly  la rger  t h a n  the  deg ree s  o f  

f r e e d o m ,  i.e., 1.16 t imes  larger ,  and  thus ,  i n d i c a t i n g  p o s s i b l e  ex i s t ence  o f  o v e r d i s p e r s i o n .  T o  

tes t  for  o v e r d i s p e r s i o n ,  the  l i k e l i h o o d  ra t io  tes t  o f  P o i s s o n  aga ins t  N e g a t i v e  B i n o m i a l  I 

(MLE)  is i m p l e m e n t e d .  T h e  l i k e l i h o o d  ra t io  s ta t is t ic  o f  T = 38 .6  is s ign i f icant ,  i m p l y i n g  tha t  
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the Negative Binomial I (biLE) is a better model. Further comparison can be made by using 

the results of  likelihood ratio, AIC and BIC as shown in Table 9. Based on the likelihood 

ratio, AIC and BIC, the Negative Binomial I (b{LE) is better than the Poisson. 

Table 9. Likelihood ratio, AIC and BIC 

Test/Criteria Poisson Neffative BinomialI~[LE) 

Likehhood ratio 38.6 
AIC 804.0 767.4 
BIC 809.2 773.0 

Table 10 shows the comparison between Poisson and Generalized Poisson multiplicative 

regression models. Both Negative Binomial II and Generalized Poisson II give equal values 

for parameter estimates and standard errors. However, this result is to be expected because 

both regression models were fitted by using the same procedure. 

The comparison between Poisson and Generalized Poisson also shows that the 

regression parameters for all models give similar estimates. The Generalized Poisson I 

(NILE) and Generalized Poisson II give similar inferences about the regression parameters. 

The Generalized Poisson I (moment) gives a relatively large values for the standard errors 

and this resulted in an insignificant regression parameter for ill2' 

Based on the likelihood ratio test of  Poisson against Generalized Poisson I (baLE), the 

likelihood ratio statistic of  T = 37.7 is significant. Therefore, the Generalized Poisson 

(MLE) is also a better model compared to the Poisson. 

Table 11 gives further comparison between Poisson and Generalized Poisson I (NILE). 

The comparison, which was based on the likelihood ratio, AIC and BIC, indicates that the 

Generalized Poisson I (NILE) is also a better model compared to the Poisson. 
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T a b l e  10. P o i s s on  vs.  G e n e r a h z e d  P o i s s o n  

Parameters Po~sson Gcncralized Poisson 1 Gcncralizcd Poisson 1 Generalized P~isson 
(MLE) (m . . . . .  0 I1 

est. std. p- est std. p- est. std. p- est. std. p- 
error value crmr value crmr value error value 

a 0.(107 0 035 1.359 

fll Intercept -2.37 0.03 0.00 -2.35 0.07 0.00 -2.37 0.16 0.00 -2.37 0.05 0.00 

f12 Non-comp -0.68 0.07 0.00 -0.74 0.09 0.00 -0.80 0.13 0.00 0.68 0.09 0 00 

f13 Female -0.51 0.03 0.00 -0 55 0.05 0.00 -0.59 0.09 0.00 -0.51 0.04 0.00 

f14 Business -6.04 1.00 0.00 -6.06 1.00 0.00 -6.08 1.00 0.00 -6.04 1.36 0.00 

f15 1,ocal,2-3 -0.48 0.04 0.00 -0.52 0.09 0.00 -0.49 0.20 0.01 -0.48 0.06 0.00 

,36 1,ocal,4-5 -0.82 0.05 0.00 -0.89 0.09 0.00 -0.88 0.19 0.00 -0.82 0.07 0.00 

f17 I,ocal,6+ -1.06 0.05 0.00 -1.05 0.09 0.00 -0.94 0.19 0.00 -1.06 0.07 0.00 

f18 Foreign,0-1 -0.59 0.07 0.00 -0.63 0.10 0.00 -0.63 0.19 0.00 -0.59 0.09 000 

f19 Foreign,2-3 -0.68 0.05 0.00 -0.71 0.10 0.00 -0.64 0.19 0.00 -0.68 0.07 0.00 

ill0 Foreign,4-5 -0.77 0.06 0.00 -0.77 0.10 0.00 -0.75 0.19 0.00 -0.77 0.08 0.00 

fill Foreign,6+ -0.84 0.05 0.00 -0.81 0.09 0.00 -0.74 0.18 0.00 -0.84 0.07 0.00 

1~12 North -0.22 0.03 0.00 -0.14 0.06 0.00 -0.09 0.12 0.46 -0.22 0.04 0.00 

ill3 East -0.42 0.06 0.00 -0.43 0.08 0.00 -0.45 0.13 0.00 -0.42 0.08 0.00 

ill4 EastM'sia -0.50 0.06 0.00 -0.51 0.08 0.00' -0.51 0.12 0.00 -0.50 0.08 0.00 

Df 219.00 218.00 218.00 
Z2 404.47 294.72 219.00 Pearson 

Deviance 254.67 159.21 98.52 
Log L -388.02 -369.19 -392.92 

218.00 

T a b l e  11. L i k e l i h o o d  ratio,  A I C  an d  BIC  

Test/Criteria Poisson GeneraEzed Poisson I(MLE) 

L~e~hood ratio 37.7 
AIC 804.0 766.4 
BIC 809.2 773.9 

T h e  d e v i a n c e  analysis s h o u l d  also be  i m p l e m e n t e d  to b o t h  N e g a t i v e  B i n o m i a l  I ( M L E )  

and  G e n e r a l i z e d  Po i s son  I ( M L E )  mul t ip l i ca t ive  r eg res s ion  m o d e l s  b e c a u s e  the  a im  o f  o u r  

analysis is to o b t a i n  the  s imples t  m o d e l  tha t  r e a s o n a b l y  explains  the  va r i a t i on  in the  data.  

130 Casualty Actuarial Society Forum, Winter 2007 



Handling Overdispersion with Negative Binomial and 
Generalized Poisson Regression Models 

Following the same procedure as the Poisson, several Negative Binomial I (MLE) and 

Generalized Poisson I (NILE) regression models were fitted by including different rating 

factors; ftrst the mafia effects only, then the main effects plus each of  the paired interaction 

factors. By using the deviance and degrees of freedom, the chi-squares statistics were 

calculated and compared to choose the best model. Table 12 and Table 13 give the results of  

fitting several Negative Binomial I (MLE) and Generalized Poisson I (MLE) multiplicative 

regression models to the count data. 

Table 12. Analysis of  deviance for Negative Binomial I (MLE) 

Model dexfiance df Adeviance Adf 2.2 p-value 

Null 207 231 
+ Use-gender 166 229 41.63 2 20.82 0.00 
+ Covarage type 149 228 16.54 1 16.54 0.00 

Table "l 3. Analysis of  deviance for Generalized Poisson I (NILE) 

Model deviance df Adeviance Adf 2.2 p-value 

Null 262 231 
+ Use-gender 180 229 81.90 2 40.95 0.00 
+ Covarage tTpe 159 228 20.73 1 20.73 0.00 

Based on the deviance analysis, the best model indicates that only two of the rating 

factors, i.e., coverage type and use-gender, are significant and none of  the paired interaction 

factor is significant. The parameter estimates for the two-factor models are shown in Table 

14. 

The two-factor models give significant parameter estimates. As a conclusion, based on 

the deviance analysis and parameter estimates, the best model for Negative Binomial I 

(MLE) and Generalized Poisson I (MLE) regression models is provided by the two-factor 

model. 
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Table 14. Parameter estimates for Negative Binomial I (MLE) and 

Generalized Poisson I (MLE) 

Parameter Negative Binomial I (MLE) Generalized Poisson I (~LLE) 
estimate std.error p-value estimate std.error p-value 

a 0.16 0.04 

fll Intercept -3.15 0.06 0.00 -3.17 0.07 0.00 

f12 Non-comprehensive -0.94 0.12 0.00 -0.92 0.12 0.00 

,33 Female -0.55 0.09 0.00 -0.55 0.09 0.00 
/34 Business -6.02 1.00 0.00 -6.01 t.00 0.00 

Df 228.00 228.00 
Pearson Z 2 259.53 275.51 
Deviance 149.12 158.91 
Log L -423.69 -425.97 

Based on the comparison between Poisson, Negative Binomial and Generalized Poisson 

multiplicative regression models, several remarks can be made: 

• The Poisson, Negative Binomial and Generalized Poisson regression models give 

similar parameter estimates. 

• The Negative Binomial and Generalized Poisson regression models give larger values 

for standard errors. Therefore, it is shown that in the presence of overdispersion, the 

Poisson overstates the significance of  the regression parameters. 

• The best regression model for Poisson indicates that all rating factors and one paired 

interaction factor are significant. However, the best regression model for Negative 

Binomial I (biLE) and Generalized Poisson I (NILE) indicates that only two rating 

factors are significant. Therefore, it is shown that in the presence of  overdispersion, 

the Poisson overstates the significance of the rating factors. 

5.2Ship damage data 
The ship damage incidents data of McCullagh and Nelder [19] was based on the damage 

incidents caused to the forward section of cargo-carn4ng vessels. The data provides 

information on the number  and exposure for ship damage incidents, where the exposure was 

expressed in terms of aggregate number of  month senrice. The risk of ship damage incidents 
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was associated with three rating factors; ship type, year of construction and period of 

operation. The fitting procedure only involves thirty-four data points because six of the 

rating classes have zero exposures. The data, which was provided by Lloyd's Register of 

Shipping, can also be accessed from the Intemet by using the following website address, 

http://sunsite.univie.ac.at/statlJb/datasets/ships. 

Since the same data was analyzed in some detail by both McCullagh and Nelder [19] and 

Lawless [21], the related remarks and discussions from their studies will be reported here. 

McCnllagh and Nelder detected that there was some inter-ship variabilit T in accident- 

proneness which could lead to overdispersion. For these reasons, McCullagh and Nelder 

assumed that, 

Var(Y,. ) = alli , 

where, 

Z (Yi --/di) 2 

i ,I.1 a - -  

n - p  

i.e., a is equal to the Pearson chi-squares divided by the degrees of freedom. 

By using the fitting procedure which is similar to the Poisson IWLS regression, the 

McCuUagh and Nelder's model was fitted to the main effects data. The parameter estimates 

for the model are equal to the Poisson, but the standard errors are equal or larger than the 

Poisson because they are multiplied by ~ a  where a >_ 0. 

The same main effects data was also fitted to the multiplicative regression models of 

Negative Binomial I ~ILE) and Negative Binomial I (moment) by Lawless [211. However, 

the Negative Binomial I (NILE) produced a = 0 ,  and this result is equivalent to fitting the 

data to the Poisson multiplicative regression model. 

To confirm Lawless's result, we also run the S-PLUS programming for Negative 

Binomial I (NILE) to the ship data. We found that the parameter estimates for the ship data 

did not converge and therefore concluded that the data is better to be fitted by the Poisson. 

Table 15 shows the comparison between Poisson, Negative Binomial and McCuUagh and 

Nelder multiplicative regression models. 
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Table 15. Poisson, Negative Binomial and McCullagh and Nelder regression models 

Parameters l'oisson/Negativc Negauve Binomial 1 Negativc Binomial 1I/ 
Binomial 1 (NII,IL) (moment) McCullagh and Ncldcr 

est. std. p-value est. std. p-value est. std. p-value 
error error error 

a 0.15 0.69/ 
1.69 

fll Intercept -6.41 0.22 0.00 -6.45 0.41 0.00 -6.41 0.28 0.00 

f12 Ship type 13 -0.54 0.18 0.00 -0.50 0.30 0.10 -0.54 0.23 0.02 

f13 Ship type C -0.69 0.33 0.04 -0.56 0.41 0.18 -0.69 0.43 0.11 

f14 Ship t3'pe'D -0.08 0.29 0.79 -0.11 0.41 0.79 -0.08 0.38 0.84 

f15 Ship type E 0.33 024 0.17 0.46 0.35 0.19 0.33 0.31 0.29 

f16 Const'n 65-69 0.70 0.15 0.00 0.72 0.35 0.04 0.70 0.19 0.00 

f17 Const'n 70-74 0.82 0.17 0.00 0.91 0.34 0.01 0.82 0.22 0.00 

f18 Const'n 75-79 0.45 0.23 0.05 0.46 042 0.27 0.45 0.30 0.13 

f19 Opcr'n 75-79 0.38 0 12 0.00 0.34 0.23 0.14 0.38 0.15 0.01 

Df  25.00 24.00 

Pearson 2 .2 42.28 25.00 

Dev*ance 38.70 25.01 
Log L -68.28 -72.83 

24.00 

The parameter estimates and standard errors for both Negative Binomial II and 

McCullagh and Nelder are equal because the models were fitted by using the same 

procedure. 

McCuUagh and Nelder [19] found that the main effects model fits the data well, i.e., all 

of  the main effects are significant and none of  the paired interaction factor is significant. 

According to McCullagh and Nelder, if the Poisson regression model was fitted, there was 

an inconclusive evidence of  an interaction between ship type and year of  construction. 

However, this evidence vanished completely if  the data is fitted by the overdispersion model. 

Lawless [21] reported that the regression models for both McCullagh and Nelder and 

Negative Binomial I (moment) fit the data well. According to Lawless, both models gave the 

same estimates for the regression parameters and similar inferences about the regression 

effects. Lawless also remarked that even though there was no strong evidence of  

overdispersion under the Negative Binomal I (moment) or McCullagh and Nelder regression 

models, the method for fitting the models has a strong influence on the standard errors. In 
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particular,  the P o i s s o n  and  Negat ive  Binomial  I ( m o m e n t )  respect ively p r o d u c e d  the  smal les t  

and largest s t andard  er rors ,  whereas  the McCul lagh  and  Ne lde r ' s  were  s o m e w h e r e  in 

be tween .  In  addit ion,  the  effects o f  ship  type are n o t  significant u n d e r  the Negat ive  Binomia l  

I ( m o m e n t ) ,  whereas  they are u n d e r  the  P o i s s o n  and  to a lesser ex ten t  u n d e r  the McCul lagh  

and  Nelder .  

I f  the  same  main  effects data was  fitted to the multiplicative regress ion  mo d e l s  o f  

Genera l ized  Poisson., the p a r a m e t e r  es t imates  and  s tandard  er rors  may  also be  c o m p a r e d .  

T h e  c o m p a r i s o n s  are s h o w n  in Table  16. 

Table  16. P o i s s o n  vs. Genera l i zed  P o i s so n  

l'arametcrs l'oisson/Gcncralizcd Generalized Poisson I Generalized Poisson II 
l'oi .....  l (Ml,l') ( . . . . . . . .  t) 

est. s td.  p-value est. std. p-value est. std. p-value 
error error error 

a 0,00 0.06 1.30 

fll Intercept -6.41 0.22 0.00 -6.46 0.45 0.00 -6.41 0.28 0.00 

f12 Ship ripe B -0.54 0.18 0.00 -0 49 0.33 0.14 -0.54 0.23 0.02 

f13 Ship ffpe C -0.69 0.33 0.04 -0.56 0.41 0.17 -0.69 0.43 0.11 

f14 Ship ffpc D -0.08 0.29 0.79 -0.11 0.41 0.80 -0.08 0.38 0.84 

f15 Ship Dfpc I:, 0.33 0.24 0.17 0.49 0.36 0.t7 0.33 0.31 0.29 

,36 Const'n 65-69 0.70 0.15 0.00 0.73 0.41 0.07 0.70 0.19 0.00 

f17 Const'n 70-74 0.82 0.17 0.00 0.94 0.39 0.02 0.82 0.22 0.00 

,38 Const'n 75-79 ' 0.45 0.23 0.05 0.46 0.46 0.31 0.45 0.30 0.13 

,39 Opcr'n 75-79 0.38 0.12 0.00 0.34 026 0.19 0.38 0.15 0.01 

Df 25.00 24,00 
2,2 42.28 25,00 Pearson 

Deviance 38.70 25,29 
l,og L -68.28 -74,22 

24.00 

T h e  pa rame te r  es t imates  and s tandard  er rors  for  Genera l ized  P o i s s o n  II ,  Nega t ive  

Binomia l  II  and  McCul lagh  and  Ne lde r  are equal  because  the regress ion  mo d e l s  were  fitted 

by us ing  the  same  procedure .  

Similar to the  Negat ive  Binomia l  I (b iLE) ,  the Genera l ized  P o i s so n  I (b iLE)  also does  

n o t  give c o n v e r g e d  values for  its p a r a m e t e r  est imates.  The re fo re ,  it will be  a s s u m e d  that  the  
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Generahzed Poisson I (NILE) produces a = 0 and this is also equivalent to fitting the data 

to the Poisson. 

All models give similar estimates for the regression parameters. The Poisson and 

Generahzed Poisson I (moment) respectively produced the smallest and largest standard 

errors, whereas the Generalized Poisson II's were somewhere in between. The effects of 

ship type are also not significant under the Generalized Poisson I (moment), whereas they 

are under the Poisson and to a lesser extent under the Generahzed Poisson II. 

5.3 Canadian data 

The Canadian private automobile liability insurance data from Bailey and Simon [1] 

provides information on the number of  claims incurred and exposures, where the exposure 

was expressed in terms of number of  earned car years. The data was classified into two 

rating factors, merit rating and class rating. Altogether, there were twenty cross-classified 

rating classes of claim frequencies to be estimated. The data can also be accessed from the 

Intemet by using the following website address, http://www.casact.org/ 

librat3/astin/roll no4/192.pdf. 

Table 17 and Table 18 show the comparison between Poisson, Negative Binomial and 

Generahzed Poisson multiplicative regression models for the main effects data. 

The Negative Binomial II and Generalized Poisson II give equal values for parameter 

estimates and standard errors. The regression parameters for all models give similar 

estimates. The smallest standard errors are given by the Poisson, the largest are by the 

Negative Binomial II and GeneraLized Poisson II, whereas the standard errors for Negative 

Binomial I (MLE), Negative Binomial I (moment), Generalized Poisson I (biLE) and 

Generalized Poisson I (moment) lie somewhere in between. 

The likelihood ratio test for Poisson against Negative Binomial I (biLE) produces 

likelihood ratio statistic of T = 514.94. The likelihood ratio is very significant, indicating 

that the Negative Binomial I (NILE) is a better model compared to the Poisson. 

The likelihood ratio test for Poisson against Generalized Poisson I (biLE) also produces 

a very significant likelihood ratio statistic, T = 525.44. Therefore, the Generalized Poisson I 

(NILE) is also a better model compared to the Poisson. 
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Table 17. Poisson vs. Negative Binomial 

Parameters Poisson Negative Bmomial I Negative Binomial 1 Negative Binomial 11 
(MI.E) ( . . . . .  

est. std. p- est. std. p- est. std. p- est. std. p- 
error value error value error value error value 

a 0.001 0.002 47.15 

Intercept -2.53 0.00 0.00 -2.45 0.02 0.00 -2.45 0.03 0.00 -2.53 0.01 0.00 

,32 Class 2 

f13 Class 3 

f14 Class 4 

f15 Class 5 

0.30 0.01 0.00 0.24 0.03 0.00 0.24 0.03 0.00 0.30 0.05 0.00 

0.4 -7 0.01 0.00 0.43 0.03 0.00 0.43 0.03 0.00 0.47 0.03 0.00 

0.53 0.01 0.00 0.46 0.03 0.00 0.46 0.03 0.00 0.53 0.04 0.00 

0.22 0.01 0.00 0.14 0.03 0.00 0.14 0.04 0.00 0.22 0.07 0.00 

,36 Merit X 

,67 Merit Y 

f18 Merit B 

0.27 0.01 0.00 0.22 0.03 0.00 0.22 0.03 0.00 0.27 0.05 0.00 

0.36 0.01 0.00 0.27 0.03 0.00 0.27 0.03 0.00 0.36 0.04 0.00 

0.49 0.00 0.00 0.41 0.02 0 O0 0.41 0.03 0.00 0.49 0.03 0.00 

Df 12 00 11.00 11.00 
Z2 577.83 17.56 12.00 Pearson 

Deviance 579.52 17.67 12.08 
l,og L -394.96 -137.49 -138.ll 

11.00 

T a b l e  18. P o i s s o n  vs .  G e n e r a l i z e d  P o i s s o n  

Parameters Poisson Generahzed Poisson I Generalized Poisson 1 Generalized Poisson 
(,Vl ,l 9 ( . . . . .  t) 11 

est. std. p- est. std. p- est. std. p- est. std. p- 
error value error value error value error value 

a 0.CX)02 0.0002 6.94 

Intercept -2.52, 0.00 0.00 -2.41 0.03 0.00 -2.41 0.03 0.00 -2.53 0.01 0.00 

,32 Class 2 

fl'3 (;lass 3 

f14 Class 4 

,35 (;lass 5 

• 86 Mertt X 

~7 Merit Y 

/~ Mcnt B 

0.30 0.01 0.00 0.22 0.03 0.00 0.22 0.03 0.00 0.30 0.05 0.00 

0.47 0.01 0.00 0.42 0.02 0.00 0.42 0.03 0.00 0.47 0.03 0.00 

0.52, 0.01 0.00 0.43 0.02 0.00 0.43 0.03 0.00 0.33 0.04 0.00 

0.22 0.01 0.00 0.12 0.03 0.00 0.12 0.03 0.00 0.22 007 0.00 

0.27 0 01 0.00 0.20 0.02 0.00 0.20 0.02 0.00 0.27 0.05 0.00 

0.36 0.01 0.00 0.24 0.02 0.00 0.24 0.02 0.00 0.36 0.04 0.00 

0.49 0.00 0.00 0.38 0.02 0.00 0.38 0.38 0.00 0.49 0.03 0 00 

l ) f  12.00 11.00 11.00 
Z2 577.83 15.04 12.00 Pearson 

I)cviance 579.52 15.31 12.20 
I,og L -394.96 -132.24 -132A6 

11.00 
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Table 19 gives further comparison between Poisson, Negative Binomial I 0VILE) and 

Generalized Poisson I ~{LE). The comparison, which was based on the likelihood ratio, 

AIC and BIC, indicates that the Negative Binomial I (MLE) and Generalized Poisson I 

(MLE) are better models compared to the Poisson. 

Table 19. Likelihood ratio, AIC and BIC 

Test/Criteria Poisson Negative Binomial Generalized 
I (MLE) Poisson I ~ILE) 

Likehhood rano 514.94 525.44 
AIC 805.92 292.98 282.48 
BIC 800.33 286.69 276.19 

6. ADDITIVE REGRESSION MODELS 

In this section, the estimation procedure for the additive regression models will be 

briefly discussed. However, a slightly different approach is taken to compute the regression 

parameters. 

6.1 Poisson 

Let ~, Yi and e, denote the claim frequency rate, claim count and exposure for t he / th  

class so that the observed frequency rate is equal to, 

Yi 
= - - .  (6.1) 

e i 

If the random variable for claim count, Yi, follows a Poisson distribution, the probability 

density function can be written as, 

e x p ( - e i f  / )(e,f, )~'~' 
f (y ,  ) = g(r .)  = , (6.2) 

(eiri)! 

where the mean and variance for the claim count is equal to 

E(Y, ) = Var(Y~) = eiE(R , ) =e i f  i . 
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For Poisson regression model, the likelihood equations are equal to, 

Og(D) _ ~ e, ( r  i - f~ )  Of, = 0 ,  j = 1,2 ..... p .  (6.3) 

aflj ~ f, aflj 

If the Poisson follows an additive model, the mean or the fitted value for frequency rate 

can be written as, 

E(R~) = f, = xlV~, (6.4) 

so that, 

- -  = (6.5) apj x,j. 

Therefore, the first derivatives of log likelihood for Poisson are, 

ag(~) _ ~/(ri - f~)e,x,~ = 0, j = 1,2,...p, (6.6) 

aft, • fi  

and the negative expectation of the second derivatives of log likelihood are, 

E(a2g(P)/ ei 
- tO~iOfl~)=-~xoxi , ,  , j , s  = 1,2 ..... p .  (6.V) 

The information matrix, I ,  which contains negative expectation of the second 

derivatives of log likelihood, may be written as, 

I = x T w x ,  (6.8) 

where X denotes the matrix of explanatory variables, and W the diagonal weight matrLx 

whose/th diagonal element is equal to, 

w[ = e, .  (6.9) 
f, 

The fn~st derivatives of log likelihood, i.e., Eq.(6.6), can be written as, 

Z = X V W k ,  (6.10)  
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where W is the diagonal weight matrix whose /th diagonal element is also equivalent to 

Eq.(6.9), and k the vector whose/th row is equal to, 

k; =r, - f .  (6.11) 

6.2Negative Binomial I 

If the mean or the fitted value for frequency rate is assumed to follow an additive 

regression model, the first derivatives of log likelihood for Negative Binomial I are, 

~g(~3,a) _ ,~  (r - f,)e;x,j = O, j = 1,2,...p, (6.12) 
~7" f ; ( l+aei f ; )  

and the negative expectation of the second derivatives of  log likelihood are, 

E(~2g(l~,a)]= ei 
f,(l+ae, L)x,,x .... j , s  = 1,2 ..... p .  (6.13) 

~ fl sb fi, ) 
Therefore, the information matrix, I ,  may also be written as Eq.(6.8). However, the/ th 

diagonal element of  the weight matrix, W,  is equal to, 

w y '  - e, (6.14) 
f , ( l+ae,  f i )  

The first derivatives of  log likelihood, i.e., Eq.(6.12), can also be written as Eq.(6.10) where 

k is the vector whose/ th row is equal to Eq.(6.11). However, the/ th  diagonal element of 

the weight matrLx, W ,  is equal to Eq.(6.14). 

6.3Negative Binomial II 

The maximum likelihood estimates, ~, for Negative Binomial II additive regression 

model are numerically difficult to be solved from the likelihood equations. However, the 

regression parameters are easier to be approximated by using the least squares equations, 

ei (r i -  f i )  ~fi ( r , -  fi)eix,j - 0 ,  
j = 1,2 ..... p ,  (6.15) 

because the distribution of  Negative Binomial II has a constant variance-mean ratio. Since 

Eq.(6.15) is also equal to the likelihood equations of the Poisson, i.e., Eq.(6.6), the least 
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squares estimates, ~ ,  are also equivalent to the Poisson maximum likelihood estimates. 

However, the standard errors are equal or larger than the Poisson because they are 

multiplied by x/] + a 'where a > 0. 

6.4 Generalized Poisson I 

If the mean or the fitted value for frequency rate is assumed to follow an additive 

regression model, the fitst derivatives of log likelihood for Generalized Poisson I are, 

ag(~, a) (ri - fi  )eixo 
- ~ .  ~ 1 ~  2 , j = 1,2,...p, (6.16) aflj 

and the negative expectation of the second derivatives of log likelihood are, 

_E(a2g ( ~ ,a ) ) =  ei 
[ bfljOfl, ) f~( l+ae i f , )2  xoxi~, , j , s = l , 2  ..... p .  (6.17) 

Therefore, the information matrix, I ,  may also be written as Eq.(6.8). However, the/th 

diagonal element of the weight matrix, W ,  is equal to, 

W, Gt PI - -  ei  

f i ( l+aei f i )2  . (6.18) 

The first derivatives of log likelihood, i.e., Eq.(6.16), can be written as Eq.(6.10), 

where k is the vector whose /th row is equal to Eq.(6.11). However, the /th diagonal 

element of the weight matrix, W ,  is equivalent to Eq.(6.18). 

6.5 Generalized Poisson II 

The maximum likelihood estimates, I], for Generalized Poisson II additive regression 

model are also numerically difficult to be solved from the likelihood equations. However, by 

using the least squares equations, 

•(r j = l , 2  ..... p .  (6.19) 
~ f ~ ) ~ i X ~  

~ 0~ 
. a2fi 

the regression parameters are easier to be calculated because the distribution of Generalized 

Poisson II also has a constant variance-mean ratio. Since Eq.(6.19) is equal to the likelihood 

equations of the Poisson, i.e., Eq.(6.6), the the least squares estimates, ~ ,  are also equivalent 
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to the Poisson maximum likelihood estimates. However, the standard errors are equal, larger 

or smaller than the Poisson because they are multiplied by a where a _> 1 or -~ < a < 1. 

The methods and equations for solving I] in additive regression models are summarized 

in Table 20. The matrices and vectors for solving I~ in additive regression models are 

summarized in Table 21. An example of S-PLUS programming for the additive regression 

model of Negative Binomial I (moment) is given in Appendix D. 

Table 20. Methods and equations for solving l] in additive regression models 

Models Estimation of f l  

Method Equation 

Poisson 

Negative Binomial I 

Negative Binomial II 

Generalized Poisson I 

Generalized Poisson II 

Maximttm Likelihood 

Maximum Likelihood 

Weighted Least Squares 

Maximum Likelihood 

Weighted Least Squares 

E (ri - f i )e ix i j  = 0  

, f,  

~i (ri -- fi)eixij =0 
• f i ( l+ae i f i )  

~i (ri - f i)eixo = 0  

• ( l+a ) f ,  

(ri - fi )eixij 
i f i ( l+aei f i )2  0 

~i (ri - fi)eixij =0 
. a2fi  
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Table 21. Matrices and vectors for solving ~ in additive regression models 

Models 

Matrices and vectors for 1~(¢) = I~(r-I) + I(-1-1)Z(r-l), where 

I(r_l) =: xTW(r_DX,  

Z (r-I) := xTW(r-l~ k (r-I) 

js-th element of matrix I = i  j., - [ ~ ) ,  

~e 
j - th row of vector z = zj  = - - .  

Poisson/ 
NBII /  
GPII 

I = x T w x  matrLx ! tj, = ~_a~--xijXis 
Ji 

= e...L 
weight matrix W w7 f i  

ei 
vector :z z j  = ~'~-'7-(ril..a - f i )x i j  ---4 z = X T W k  

i Ji 
vector Ik ki = ri - f i  

NBI matrix I 

weight matrix W 

vector z 

vector Ik 

• e ,  
tj.~ = - -  X~ X. • f i ( l + a e i f i )  ~ ,~ ~ I = X r W X  

wNBI ei 

f i ( l + a e i f i )  

z j =  . f i ( l ~ a e i f i )  ( r i - f i ) x q  ~ z = X T w k  

k~ =r~ -f~ 

GPI ~ 1  ei matrix [ ij.~ = f i ( l + a e i f i ) 2  x,~x,., ~ I : X T W X  

wGPI ei 
weight matrix W f i ( l + a e ,  f , )  2 

~ e, (ri _ f i ) x i  j --~ z = x - r w  k vector z z j = f i ( l + a e i f i ) 2  

vector Ik 
ki = ri - f i  
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6.6Examples 

FoLlowing the same examples as the multiplicative regression models, the additive 

regression models were also fitted on three different sets o f  claim frequency data; Malaysian 

data, ship damage incident data, and Canadian data. Unfortunately, the Malaysian data did 

not give converged parameter solutions for any of  the Poisson, Negative Binomml and 

Generalized Poisson regression models. However,  the parameter solutions are obtainable for 

both  ship damage incident data and Canadian data. Table 22 shows the comparison between 

Poisson, Negative Binomial and Generalized Poisson additive regression models for the ship 

damage incident data. 

Table 22. Poisson, Negative Binomial and Generalized Poisson for ship data 

Pararncters Poisson/N BI(MI A:,) /  N B l ( m o m e n t )  GPl(moment) NBII/GP[1 
GPI(MLE) 

est. std. p- est. std. p- est. std. p- est. std. p- 
(xl0 3) error value error value error value error value 

(xlO~) (xlO 3) (xlO 3) (xlO') (XlO') (xlO') (XlO~) 

a 0.00 133.73 52.94 599.25/ 
1264.61 

/~ Intcrcept 2.60 0.72 0.00 2.19 1.04 0.03 2.16 1.05 0.04 2.60 0.91 0.00 

f12 Ship t3'pc B -1.73 0.71 0.01 -1,33 1.01 0.19 -1.30 1.02 0.20 -l.73 0.90 0.05 

f13 Ship t3'pc C -1.89 0.86 0.03 -1.52 1.12 0.17 -1.52 1.11 0.17 -1.89 1.09 0.08 

f14 Ship t3'pe 1) -0.79 1.10 0.47 -1.05 1.32 0.43 -1.13 1.28 0.38 -0.79 1.39 0.57 

f15 Ship type IL 1.87 1.30 0.15 2.72 1.91 0.15 2.87 1.92 0.13 1.87 1.64 0.25 

//6 Cons. 65-69 1.05 0.24 0.00 087 0.56 0.12 0.78 0.63 0.22 1.05 0.31 0.00 

f17 Cons. 70-74 1.58 0.38 0.00 2.15 0.76 0.00 2.33 0.84 0.01 1.58 0.47 0.00 

f18 Cons. 75-79 0.69 0.55 0.22 0.77 0.94 0.42 0.76 0.98 0.44 0.69 0 70 0.33 

189 Opcr. 75-79 0.79 0.24 0.00 0.79 0.52 0.13 0.81 0.58 0.16 0.79 0.31 0.01 

Df 25.00 24.00 24.00 
Z 2 39.98 25.00 25.00 Pearson 

Deviance 38.44 25.65 26.12 
Log L -68.15 -72.44 -73.48 

24.00 

After running the S-PLUS programming for Negative Binomial I (NILE) and 

Generalized Poisson I (NILE) to the ship data, we found that the models did not  give 

converged parameter solutions and concluded that the data is better to be fitted by the 

Poisson. Since the Poisson is a special case of  the Negative Binomial I (NILE) and 

Generalized Poisson I (MLE), the result o f  fitting the Poisson is also equivalent to the result 
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of fitting the Negative Binomial I (MLE) or Generalized Poisson I (NILE) which produces 

a = 0 .  

The parameter estimates and standard errors for Negative Binomial II and Generalized 

Poisson II are equal because both models were fitted by using the same procedure. 

The smallest standard errors are give n by the Poisson, the largest are by the Negative 

Binomial I (moment) and Generalized Poisson I (moment), whereas the standard errors for 

Negative Binomial II and Generalized Poisson II are somewhere in between. 

Table 23 shows the comparison between Poisson, Negative Binomial and Generalized 

Poisson additive regression models for the Canadian data. 

The parameter estimates and standard errors for Negative Binomial II and Generalized 

Poisson II are equal because both models were fitted by using the same procedure. 

The smallest standard errors are given by the Poisson, the largest are by the Negative 

Binomial I (moment) and Generalized Poisson I (moment), whereas the standard errors for 

Negative Binomial I (MLE), Generalized Poisson I (MLE), Negative Binomial II and 

Generalized Poisson II are somewhere in between. 
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T a b l e  23 .  P o i s s o n ,  N e g a t i v e  B i n o m i a l  a n d  G e n e r a l i z e d  P o i s s o n  f o r  C a n a d i a n  d a t a  

Pa . . . .  ters P,,i . . . . .  NBI(MI.E) NBI( . . . . . .  t) 
est. std. p-value est. std. p-value est. std. p-value 

error error error 
(xlO 2) (XlO 2) 0<10 2) 0<10 2) 0<102) (xlO a) 

a 0.06 0.12 

]~ Intercept 7.88 0.02 0.00 7.98 0.17 0.00 8.00 0.22 0.00 

f12 Class 2 3.13 0.09 0.00 2.99 0,25 0.00 2.99 0.32 0.00 

f13 Class 3 5.24 0.07 0.00 5.66 0.27 0.00 5.70 0.35 0.00 

f14 Class 4 6.53 0.08 0.00 6.36 0.28 0.00 6.34 0.36 0.00 

f15 ('lass 5 2.17 0.12 0.00 1.88 0.26 0.00 1.81 0.32 0.00 

f16 Merit X 2.76 0.08 0.00 2.74 0.24 0.00 2.72 0.30 0.00 

f17 Merit Y 3.86 0.08 0.00 3.55 0.24 0.00 3.50 0.31 0.00 

fl'8 Merit B 5.88 0.06 0.00 5.63 0.25 0.00 5.59 0.32 0.00 

Df 12.00 11.00 11.00 
2,2 95.93 19.19 12.00 Pearson 

Deviance 96.07 19.36 12.10 
Log L -153.24 -132.31 -133.24 

Parameters GPI(MH:;) GPI( . . . . .  t) N B I I / G H I  
est. std. p-value est. std. p-value est. std. p-value 

error error error 
(Xl02) (xl02) (xl02) (Xl02) (xl02) (Xl0 z) 

a 0.02 0.02 699.38/ 
282.73 

1~ Intercept 8.24 0.28 0.00 8.29 0.35 0.00 7.88 0.05 0.00 

f12 Class 2 2.84 0.30 0.00 2.84 0.35 0.00 3.13 0 24 0.00 

f13 Class 3 5.84 0.31 0.00 8.90 0.38 0.00 5.24 0.19 0.00 

~4 (]lass 4 6.21 0.31 0.00 6.19 0.38 0.00 6.53 0.23 0.00 

f15 Class 5 1.72 0.31 0.00 1.64 0.36 0.00 2.17 0.33 0.00 

f16 Merit X 2.55 0.27 0.00 2 51 0.32 0.00 2.76 0.23 0.00 

f17 Mcrit Y 3.28 0.27 0.00 3.19 0.32 0,00 3.86 0.22 0.00 

f18 Merit B 5.37 0.28 0.00 5.28 0.33 0.00 5.88 0.18 0.00 

Df 11.00 11.00 
2,2 17.08 12.00 Pearson 

1)eviancc 17.51 12 34 
Log L -132.12 -132.61 

11.00 
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7. CONCLUSIONS 

This paper proposed the Negative Binomial and Generalized Poisson regression models 

as alternatives for h~ndling overdispersion. Specifically, four types of distributions, i.e., 

Negative Binomial I, ]Negative Binomial II, Generalized Poisson I and Generalized Poisson 

II, and two types of regression models, i.e., multiplicadve and additive, were discussed. Since 

the likelihood equations for the multiplJcative and additive regression models of the 

Negative Binomial I and Generalized Poisson I are equal to the weighted least squares, the 

fitting procedure can be carried out easily by using the Iterative Weighted Least Squares 

(IWLS) regression. 

The estimation of the dispersion parameter, a ,  can be implemented by using either the 

maximum likelihood raethod or the method of moment. In this paper, the models where a 

is estimated by the maximum likelihood method are denoted by Negative Binomial I (MLE) 

and Generalized Poisson I (MLE). Similarly, the Negative Binomial I (moment) and 

Generalized Poisson I (moment) represent the models where a is estimated by the method 

of moment. 

The maximum likelihood estimates for Negative Binomial II and Generalized Poisson II 

are numerically difficult to be solved because their likelihood equations are not equal to the 

weighted least squares. As an alternative, the method of least squares is suggested because 

both Negative Binomial II and Generalized Poisson II have constant variance-mean ratios. 

Table 1 and Table 20 summarize the methods and equations for solving 

flj ,  j = 1,2 ..... p ,  in multiplicative and additive regression models. The matrices and vectors 

for solving l] in multiplicative and additive regression models are summarized in Table 2 

and Table 21. Finally, "Fable 3 summarizes the equations for solving a.  

This paper also briefly discussed several goodness-of-fit measures which were already 

familiar to those who used Generalized Linear Model with Poisson error structure for claim 

count or frequency analysis. The measures, which are also applicable to the Negative 

Binomial as well as the Generalized Poisson regression models, are the Pearson chi-squares, 

deviance, likelihood ratio test, Akaike Information Criteria (AIC) and Bayesian Schwartz 

Information Criteria (BIC). 

In this paper, the multiplicative and additive regression models of the Poisson, Negative 

Binomial and Generalized Poisson were fitted, tested and compared on three different sets 

of claim frequency data; Malaysian private motor third part 3 , property damage data, ship 

damage incident data from McCullagh and Nelder [19], and data from Bailey and Simon [1] 
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on Canadian private automobile liability. Unfortunately, none of  the additive regression 

models give converged parameter solutions for the Malaysian data. 

This paper shows that even though the Poisson, the Negative Binomial and the 

Generalized Poisson produce similar estimate for the regression parameters, the standard 

errors for the Negative Binomial and the Generalized Poisson are larger than the Poisson. 

Therefore, the Poisson overstates the significance of the regression parameters in the 

presence of  overdispersion. An example can be seen from the results of fitting the Poisson, 

the Negadve Binomial and the Generalized Poisson to the ship damage data. The effects of 

ship type are not significant under the NBI-moment or the GPI-moment, whereas they are 

under the Poisson, and to a lesser extent under the McCullagh and Nelder or the NBII or 

the GPII. 

This paper also shows that in the presence of  overdispersion, the Poisson overstates the 

significance of  the rating factors. An example can be seen from the results of implementing 

the deviance analysis to the Malaysian data. The best regression model for the Poisson 

indicates that all rating factors and one paired interaction factor are significant. However, the 

best regression model for NBI-MLE and GPI-MLE indicates that only two rating factors are 

significant. Another example can be seen from the ship damage data. According to 

McCullagh and Nelder [19], there was an evidence of  interaction between ship type and. year 

of construction if the Poissonregression was fitted. However, the evidence vanished 

completely if the data is fitted by the overdispersion model. 

In addition, this paper shows that the maximum likelihood approach has several 

advantages compared to the quasi likelihood approach, which was suggested in the actuarial 

literature, to accommodate overdispersion in claim count or frequency data. Besides having 

good properties, the maximum likelihood approach allows the likelihood ratio and other 

standard maximum likelihood tests to be implemented. 

The Negative Binomial and the Generalized Poisson models are not that difficult to be 

understood. Even though the probability density function for both Negative Binomial and 

Generalized Poisson involve mathematically complex formulas, the mean and variance for 

both models are conceptually simpler to be interpreted. The mean for both Negative 

Binomial and Generalized Poisson models are equal to the Poisson. The variance of  the 

Negative Binomial is equal or larger than the Poisson, and this allows the Negative Binomial 

model to handle overdispersion. The variance of  the Generalized Poisson is equal, larger or 

smaller than the Poisson, and this allows the Generalized Poisson to handle either 

overdispersion or underdispersion. 
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The  Negat ive Binomial  and General ized Poisson are also no t  that  difficult to be fitted. 

The  fitting procedure  can be carried out  by using the Iterative Weighted  Least  Squares 

regression which  was used in the Poisson fitting procedure.  The  only difference is that  the 

Negat ive Binomial  and the Genera l ized Poisson has their  own  weight  matrix,  and  the 

i teration procedure  for calculating the dispersion parameter ,  a ,  has to be added in the fitting 

procedure.  
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A p p e n d i x  A: S - P L U S  p r o g r a m m i n g  for  N e g a t i v e  B i n o m i a l  I ( m o m e n t )  m u l t i p l i c a t i v e  

regression m o d e l  

N B . m o m e n t  < -  function(data)  

{ 
# To  identify, matrix X, vector  count  and vector  exposure f rom the data 

X <-  as.matrLx(data[, -(1:2)]) 

count  < -  as.vector(data[, 1]) 

exposure  < -  as.vector(data[, 2]) 

# To  set initial values for a and beta 

new.a <-  c(0.00l)  

new.beta < -  rep(c(0.001), dim(X)[2]) 

# To  start i terations 

for (i in 1:50) 

{ 
# To  start the first sequence 

a <-  new.a 

beta <-  new.beta 

miul <-  exposure*exp(as .vector(X%*%beta))  

W <-  d iag(miul / (1+ a*miul)) 

I . inverse <-  so lve ( t (X)%*%W%*%X)  

k <-  (count -miu l ) /miu l  

Casualty Actuarial Society Forum, Winter 2007 149 



Handling Overdispersion with Negative Binomial and 
Generalized Poisson Regression Models 

G.prime 

new.a 

} 

z <- t(X)%*%W%*%k 

new.beta <- as.vector(beta+I.inverse%*%z) 

new.miul <- exposure*exp(as.vector(X%*%new.beta)) 

# To start the second sequence 

G <- sum((count-new.miul)"2/(new.miul*(1 +a*new.miul)))- 

(dim(X3 [l]-dim(X9 [2]) 
<- -(sum((count-new.miul)"2/(1 +a*new.rniul)"2)) 

<- a-G/G.prime 

# To calculate the variance and standard error 

varians <- as.vector (diag(I.inverse)) 

std.error <- sqrt(varians) 

# To list the programming output 

list (a=new.a, beta=new.beta, std.error=std.error, df=dim(X)[1]-dim(X)[2]-l) 

} 

Appendix B: S-PLUS programming  for General ized Poisson 

multiplicative regression model  

GP.moment <- function(data) 

{ 
# To identify matrLx X, vector count and vector exposure from the data 

X <- as.matrix(data[, -(1:2)]) 

count <- as.vector(data[, 1]) 

exposure <- as.vector(data[, 2]) 

# To set initial values for a and beta 

new.a <- c(0.001) 

new.beta <- rep(c(0.001), dim(X)[2]) 

# To start iterations 

for (i in 1:50) 

{ 
# To start the ftrst sequence 

a <- new.a 

beta <- new.beta 

miul <- exposure*exp(as.vector(X%*%beta)) 

I (moment)  
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W <- diag(miul/(l+a*miul)"2) 

I.inverse <- solve(t(X)%*%W%*%X) 

k <- (count-miul)/miul 

z <- t(X)%*%W%*%k 

new.beta <- as.vectorCoeta+I.inverse%*%z ) 

new.miul <- exposure*exp(as.vector(X%*%new.beta)) 

# To start the second sequence 

G <- sum((count-new.miul)^2/(new.miul*(1 +a*new.miul)"2))- 

(dim(X) Ill-dim (X) [2]) 

G.prime <- -(sum(2*(count-new.miul)^2/(1 + a*new.miul)"3)) 

new.a <- a-G/G.prime 

# To set restrictions for a 

if ((new.a<0)* (new.a< =- 1/max(count))) 

new.a <-- l / (max(count)+l )  

else 

if ((new.a<0)*(new.a< =-1/max(new.miul))) 

new.a <- -1/(max(new.miul)+ 1) 

else 

if ((new.a<0)* (new.a< =-1/max(count))* 

(new.a< =-1/max(new.miul))) 

new.a <- min(- 1 / (max(count)+ 1),-1/(max(new.mini) + 1)) 

else 

new.a <- new.a 

} 
# To calculate the variance and standard error 

varians <- as.vector(diag(I.inverse)) 

std.error <- sqrt(varians) 

# To list the programming output 

list(a=new.a, beta=new.beta, std.error=std.error, df=dim(X)[1]-dim(X)[2]-l) 

} 
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Appendix C: Malaysian data 

Rating filctors 
Coverage t,vpe 

Comprehenstvc 

Vehicle make Use-gender 

I ,oca] Pnvat e-male 

Vehicle year l,ocation 

0-1 year 

2-3 year 

Exposures Claim counts 

4-5 year 

6+ year 

Prlvate- female O-I year 

2-3 year 

4-5 year 

6+ year 

Busmcss I)-1 year 

2-3 year 

4-5 year 

Central 4243 381 
North 2567 146 
East 598 44 
South 1281 161 
East Malaysia 219 8 

Central 6926 422 
North 4896 21)3 
East 1123 41 
South 2865 164 
East Malaysia 679 19 

Central 6286 276 
North 419-5 145 
East 1152 29 
South 2675 115 
East Malaysia 7110 17 

Central 69115 223 
North 5784 150 
East 2156 39 
South 3310 89 
East Malaysia 1406 33 

Central 2025 165 
North 1635 55 
East 3111 12 
South 6118 23 
Hast Malaysia 126 6 

Central 3661 147 
North 2619 72 
I';ast 527 12 
South 1192 39 
East Malaysia 359 8 

Central 2939 56 
North 1927 36 
East 439 7 
South 959 23 
East Malaysm 376 2 

Central 2215 51 
North 1989 38 
East 581 5 
South 937 23 
East Malaysia 589 9 

Central 290 0 
North 66 {I 
I':ast 24 tl 
South 52 11 
East Malaysia 6 11 

Central 572 11 
North 148 0 
East 40 0 
South 91 l) 
I '~ t  Malaysm 17 0 

Central 487 /1 
North IIRI 0 
Vast 40 O 
South 59 I} 

152 Casualty Actuarial Society Forum, Winter 2007 



Handling Overdispersion with Negative Binomial and 
Generalized Poisson Regression Models 

Foreign Private-male 

6+ year 

(I-1 year 

2-3 vcar 

4-5 year 

6+ year 

Pnvate- female /I-1 year 

2-3 year 

4-5 year 

6+ year 

Busmess 0-I year 

2-3 year 

4-5 year 

East Malaysia 22 i) 

Central 468 (11 
North 93 
East 33 0 
South 77 0 
East Malaysta 25 0 

Central 1674 94 
North 847 47 
East 377 21 
South 740 38 
I,'.as t Malaysia 518 6 

Central 3913 202 
North 1930 85 
Vast 618 21 
South 1768 65 
East Malaysia 833 23 

Central 41102 157 
North 1777 85 
East 534 15 
South 1653 73 
East Malaysm 8413 24 

Central 6891 245 
North 4409 151 
East 1345 44 
South 2735 113 
least blalaysia 2108 64 

Central 1222 29 
North 632 11 
East 209 2 
South 452 17 
East blalaysia 345 6 

Central 2111 46 
North 1068 41 
East 283 5 
South 857 13 
East Malaysia 493 10 

Central 1699 39 
North 793 15 
East 188 0 
South 637 16 
East Malaysia 367 11 

Central 1922 47 
North 1376 35 
East 336 6 
South 710 9 
East Malaysia 792 10 

Central 457 II 
North 135 0 
East 711 0 
South 86 0 
East Malaysta 101 0 

Central I 134 0 
North 315 0 
l'~ast I 13 0 
South 284 0 
East Malaysia 205 II 

Central 1030 0 
North 252 0 
East 711 (I 
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Non-  
compreht:nstve 

I,ocal 

South -'2118 (I 
East Malaysia 221 11 

6+  ','ear Central 11175 II 
North  297 (I 
East 78 t) 
South 231 t) 
East Malaysm 282 11 

Pnvate-malc t)-I year Central 8 (I 
North  14 11 
East 5 11 
South 8 0 
East Malaysia 3 (I 

2-3 year Central 34 3 
North  65 0 

East 26 (1 ~ 
South 51 
East Malaysia 21 11 

4-5 year Central 71 1 
North  1811 5 
East 47 11 
South 48 1 
East Malaysia 39 (I 

6+ year Central 349 9 
North  496 5 
Vast 143 2 
South 233 4 
F.ast Malaysia 141 2 

Private- female t)-I year Ccntral 2 (I 
North  6 II 
East 6 tl 
South 3 {I 
Fast Malaysta 3 (1 

2-3 }'car Central 12 0 
Nor th  23 / 

East 22 0 
South 14 11 
East Malaysta 21 0 

4-5 )'ear Central 36 0 
Nor th  66 1 
I",ast 19 0 
South 13 0 

East Malaysia 29 i) 

6+ year Central 133 1 
Nor th  213 t) 
Fast 511 t) 
South 55 t) 
East Malaysia 85 1 

Business 0-1 year Central I (I 
Nor th  2 (I 
East g) o 
South 0 q) 
East Malaysta 0 0 

2-3 year Central I 0 
North 5 0 
Vast I ~1 
South 1 (I 
I :as t Malays:a 1 (I 

4-5 yt:ar ( 'cnt  ral 18 ( 
Nor th  8 (I 
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Fordgn 

Fast 1 
South 1 
East Malaysia 11 

6+ year Central 57 
North 27 
Fast 1 
South 133 
East Malaysia 3 

Private-male 1}-1 year Central 4 
North 11 
East 2 
South 5 
I",ast Malaysia 8 

2-3 year Central 41 
North 54 
East 7 
South 30 
Vast Malaysia 25 

4-5 year Central 68 
North 132 
East ~ 
South 55 
East Malaysia 48 

6+ year Ccntral 3164 
North 3674 
East 9211 
South ~167 
Hast Malaysia 1985 

Pro'ate- female 0-1 year Central 2 
North 8 
East 1 
South 3 
East Malaysia 6 

2-3 year Central 10 
North 47 
East 0 
South 12 
East Malaysia 26 

4-5 year Central -2 <) 
North 66 
East 2 
South 14 
East Malaysia 25 

6+ year Central 875 
North 1177 
East 190 
South 411 
I';ast Malaysia 555 

Business (I-1 year Ccntral 1 
North 1 
East 0 
South 2 
Fast Malaysm 2 

2-3 year Central 4 
North 6 
Hast I) 
South 5 
East Malaysia 14 

4-5 year Central 17 

o 
o 
o 

0 
(I 
( I  

0 
11 

I I  

ID 

0 
o 

() 

3 
0 
2 
0 

0 
3 
(I 

0 
3 

49 
71 

6 
56 
22 

(} 

o 
11 
( I  

0 

0 
0 
( I  

o 
0 

o 
o 
o 
o 
0 

14 
15 
2 
6 
3 

0 
0 
o 
I )  
I I  

0 
o 
o 
o 
o 

o 
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6+ )'car 

North 14 t) 
East 4 I) 
South 7 ~) 
East Malaysia 2) I) 

Central 157 t) 
North 141 I) 
East 22 I) 
South 89 0 
East Malaysia 152 0 

Total 170,749 5,728 

Appendix D: S-PLUS programming  for Negat ive  Binomial  I (moment)  additive 

regression mode l  

NBmoment.add <- function(data) 

{ 
# To identify matrLx X, vector count, vector exposure and vector frequency from the data 

X <- as.matrix(data[,-(1:2)]) 

count <- as.vector(data[,1]) 

exposure <- as.vector(data[,2]) 

rate <- count/exposure 

# To set initial values for a and beta 

new.beta <- rep(c(0.001), dim(X)[2]) 

new.a <- c(0.001) 

# To start iterations 

for (i in 1:50) 

{ 
# To start the first sequence 

beta <- new.beta 

a ~ -  n e w . a  

fitted <- as.vector(X%*%beta) 

W <- diag(exposure/(fitted*(1 +a'exposure*fitted))) 

I.inverse <- solve(t(X)%*%W%*%X) 

k <- rate-fitted 

z <- t(X)%*%W%*%k 

new.beta <- as.vectorCoeta+I.inverse%*%z ) 

new.fitted <- as.vector(X%*%new.beta) 
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# To  start the  second  sequence  

G <-  sum((exposure*(ra te-new.f i t ted)^2) / (new.f i t ted*( l+a*exposure*new.f i t ted) ) ) -  

(dim(X3 [1]-dim(X) [21) 

G .p r ime  <-  - sum((exposure"2*(ra te -new.f i t ted)"2) / (1  +a ' exposure*new. f i t t ed ) "2 )  

new.a <-  a - G / G . p r i m e  

} 
# To  calculate the variance and  s tandard  error 

varians <-  as.vector(diag(I.inverse)) 

s t&error  <-  sqrt(varians) 

} 
# To  list the  p r o g r a m m i n g  ou tpu t  

l is t (a=new.a,  beta----new.beta, s td .error=std .error ,  d f -d im(X) [ l l -d im(X) [2 ] - l )  

} 
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ABSTRACT: Existing actuarial techniques for automobile warrant}" ratemakmg and teserxq.ng rely 
heavily on emerging experience (loss development) for the pricing and unearned premium 
reserving of these products. Since terms for automobile warranties can extend up to 10 
years, such data is typically not available or not credible to the degree that the actuary can 
take great rehance on it. In addition, changing coverage terms in the auto warrant)" products 
can often make past development even less meaningful. Exposure techniques that have 
been developed (Cheng, 1993) rely on overall averages for some critical assumptions instead 
of distribunons or individual policy characteristics. 
We propose a "miles-driven" approach in which claims are assumed to arise from auto 
warranties in proportion to the miles driven times a weight assigned to the overall mileage of 
the vehicle. The method we employ is much more complex than traditional methods, but 
relies on data that is typicaUy available at warrant 3" writers. Important data elements would 
include the mileage of the vehicle at the time of a claim and if the contract cancels. In 
addition, the underlying manufacturer's warrant)" is also critical. 
In order to provide an accurate model of pricing, a distributional approach is utilized for 
each policy to model the different driving habits of the policyholders. For example, claim 
costs can be developed using 5 different driving hahits for each policy. 
Such a method is vet3' useful for the pricing and premium reserving of new coverages or at 
start-up companies. 
The method proposed utilizes "policy-event based loss estimation methodologT" in which a 
predicted claim cost is derived from each warrant)" individuany. 

1. The Continuing Problem of Extended Warranty Coverages 

Pricing issues cont inue  to plague the  ex tended  warranty indust ry  for ve~dcles, o f ten  k n o w n  
as "vehicle  service contracts ."  Some  o f  these  issues are due to the  s t ructure  o f  the indust ry  
wh ich  has  historically had  a low barrier to entry and  a significant n u m b e r  o f  players with 
capital constraints .  As such,  the  marke t  can attract inexper ienced players that  are unaware  o f  
the complexi t ies  o f  this insurance  product .  

Warrant ies  may  be writ ten as traditional insurance  products ,  or  may be in risk re tent ion  
g roups  or  captives. In s o m e  cases, warranties may  no t  be classified as insurance  for 
regulatory purposes .  Regulat ion o f  warranty- products  varies widely and  is constant ly  
changing.  D u e  to the f ragmented  nature  o f  the  industry and  the  variety o f  fo rms  that  
warranties may  take, it is difficult to compi le  indust ry  level statistics. 

The  long warranty, period gives rise to a long payout  pat tern  that  can mask  optimist ic  pricing 
and  reserving a s sum pt i ons  for several years. T e r m s  for au tomobi le  warranties can range up  
to 10 years. For  new car coverages,  the effective coverage provided  by the warranty" over  
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this time period is not uniform. For the first several years, relatively few claims are paid as 
manufacturer's warranty will cover most claims. As the manufacturer's warranties begin to 
expire, claims will begin to rise dramatically. Claims also should moderate at the end of the 
contract as many cohtract holders will "mile out" of  their coverage - that is they will drive 
the allowed miles before the time has expired. In addition, the policyholder may sell or 
otherwise dispose of  the vehicle without transferring the warranty, to the new owner. 

In general, this paper will use the term "warrant)," which is common in the actuarial 
industry. However, the term "service contract" is increasingly being used in the industry. 
For the purposes of  this paper, these terms are interchangeable. 

2. The Structure of Automobile Extended Warranty Industry 

Extended warranty or service contract underwriting is structurally different from other 
property/casualty products and an understanding of  the structure and terminology may be 
helpfi.d for the actuary who is unfamiliar with the business. 

Although there are many different models, a common practice is that the extended warranty 
is sold at the dealership at the time of  purchase of a new or used vehicle. Typically, the 
consumer may encounter several ancillary products which are sold at the time the vehicle is 
purchased. These would not only include extended warranties, but also pre-paid 
maintenance, GAP insurance ( which covers the difference between the actual cash value 
and the loan balance at the time of an insurable event if the vehicle is a total loss), VIN etch, 
etc. These products are almost always financed with the vehicle. Once an extended 
warranty has been sold, the amount charged for the warranty will be divided into several 
components. These include: 

> Retail markup (for the auto dealer) 
> Agent's commission 
> Administrator Fee 
> Warrant 3, Reserve 

An administrator typically will perform all the processing and servicing of the warranty. An 
agent will represent the administrator to the dealer clients. The warranty reserve is remitted 
to an insurance company, which may or may not be owned by the administrator. For the 
actuary, there are two items of  note: 

1. The terminology of  reserve is misleading because "reserve" in extended warranty 
typically refers to all funds used to pay claims, not  just the outstanding portion, and 
is more analogous to written premium. For our purposes, we will use the term 
premium. 

2. Since the vast majority of  expenses are paid prior to the remittance of  funds to the 
insurance company, the expected loss ratio is higher than other propert),/casualty 
products. Often, a book will he priced at an expected loss ratio of  95 to 100 percent. 
Because these contracts are generally single premium and long term, there is a 
significant amount of  investment income associated with extended warranties. 
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While this paper only concerns the calculation of  expected loss costs for extended 
warranties, these techniques could also be used by administrators to recognize their fees in 
proportion to the expected claims from service contracts. 

3. Warranty Exposure Bases 

In general, exposure bases are measurements for insurers that tell of  the relationship that 
e:dsts between insurable objects and critical conditions where a claim can occur, that note 
the proportional size of  hazard as measured by the losses (magnitude), and that are 
preferably practical and already in use. This means that exposure bases should have certain 
qualifies, namely, accurate in measure of exposure to loss, easy to determine, and difficult to 
manipulate) 

The purpose of  exposure bases is to determine the exposure to loss for an insurer based on 
the expected loss determined by a series of  accepted calculations in order to use the simple 
and reliable data to develop correct premiums for the insurer and equitably distribute the 
premiums among the insureds. 

For vehicle service contracts, exposure bases are somewhat unique in that the exposure base 
used to price and rate the coverage (Miles/Time) is not the exposure base that has been 
commonly used to evaluate the experience (Projected Claim Reporting Pattern). 

Deriving an appropriate exposure base for vehicle warranty coverage is a fundamental 
question when analyzing this line. Fortunately, changing the exposure base in the analysis of  
the product does not imply changing the exposure base used to market the product. 

> Time (Earned Warranty Year) is a poor choice. Warranty" claims are not uniform 
during the policy period. For an extended warranty sold for a new car, the claims 
pattern will be especially non-uniform, with few claims arising during the initial 
period that is covered by the manufacturer's warranty. The majority of claims will 
occur after the manufacturer's warranty expires. In addition, there will he a drop in 
claims at the end of  the warranty as many vehicles exceed the maximum mileage 
allowed under the warranty or are sold without the transfer of the warranty coverage. 

> Indicated Claims Reporting Pattern - This is the most common exposure base used 
today. This is formulated by developing incremental pure premiums (Cheng, 1993) 
or simply developing losses by reporting period. This is typicaUy done by loss 
triangulation. However, instead of aging the claims since the tmle of  the accident, 
the age of  claims are measured from the inception of  the policy. This method is 
appropriate, however, only if: 

1. There is enough data to make these assumptions. While extended warranty 
achieves credibility at low volumes due to the high frequency/low severity 
nature of  this coverage, there may be limited or no data at the latter points of 
the coverage being analyzed. If there is no data, common practice is to 

i See Bouska, 1989 
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2. 

revert back to a benchmark pattern which may not be appropriate for the 
book being analyzed. 
The data is homogenous in each cell. This assumption is difficult in that the 
underlying warranties analyzed may change over time. For example, if the 
average new car warranty on cars sold five years ago was 36 months but it 
has now increased to 48 months, the historical pure premium at 60 months 
will not be predictive of the projected pure premium. In addition, the mix of 
business may change (European makes typically have higher costs than Asian 
makes, for example). Another problem is that the coverage offered typically 
changes due to market conditions. 

Mileage Driven - T h i s  is the exposure base proposed in this paper. If  mileage is 
hypothesized as an exposure base, then there is an assumption that claims are 
basically a function of  the number  of  miles driven by the vehicle. This method is 
helpful for a number  of reasons: 

2. 

Underlying warranty information is typically available at the individual 
contract level. Therefore, one could explicitly model the miles driven inside 
and outside the manufacturer's warranty. 
Historical claims information at the end of  the contract is not necessary to 
make an estimate of  future claims. Future claims can be modeled as a 
function of  miles driven and the underlying cost per mile. While the claims 
cost per mile will increase with age, this assumption can also be modeled and 
tested. 

3. A Different Approach 

A better approach than loss development for estimating ultimate costs for either pricing or 
reserving is an exposure based modeling basis, where future losses are modeled for all 
contracts. This approach has been suggested for modeling other insurance liabilities, such as 
environmental and asbestos claims (Bouska, 1996). There are several advantages to 
modeling at the exposure level. 

Unlike many insurance products, extended warranty is a high frequency/low severity 
coverage. It is common for most extended warranties to experience several claims during 
the life of the warrant3,. Because of  the nature of  extended warranty claims, loss data at 
specific evaluations is credible at relatively low levels, if credibility is defined by the number  
of  claims reported. 

The difficulty is estimating the exposure base. This paper proposes an exposure base 
consisting of the miles driven for the vehicle, so that each mile driven under the warranty is 
considered an exposure unit. 
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A miles based exposure base over  the term o f  the contract  is closely matched to the actual 
exposure  o f  the vehicle, as claims can be considered a function o f  the miles driven during 
the contract.  

O n e  prob lem with using miles as an exposure  base is that there will be  ,;ome increase in 
claims per  mile during the latter periods o f  the contract  when  the frequency o f  claims will 
rise due to the age and mileage o f  the vehicle. This p rob lem can be alleviated by a t rend 
factor, though for newer  sets o f  contracts it will remain a source o f  uncertainty. 

4. A Warranty Pure Premium For a New Vehicle Using a Mileage 
Function 

TBASIC 
Trq- 

TSTART 

TBA_RF.M 

TVr_RF.M 

T,:xT 

Maximum term o f  manufacturer  basic (full) warrant 3 , in months  
Maximum term o f  manufacturer  power  train warranty m months  

= Age o f  Vehicle m months  (since in service date) at start date o f  extended 
warranty 

= Remaining term o f  manufacturer  basic (full) warranty in months  at start date 
o f  extended warranty 

= Max (0, TBASm - TS-rART ) 
= Remaining term o f  manufacturer  power  train warranty in mon ths  at start date 

o f  extended warranty 
= Max (0, T m, - TSTARV) 
= Maximum term m Months  o f  extended warranty at start date o f  extended 

warranty 

MBASIC 

MpT 

MSTART 
MBA_Rr:*I 

M1,T R~-:M 

Ml~xT 

= Maximum term o f  manufacturer  basic (full) warranty in miles (actual 
odomete r  reading) 

= Maximum term o f  manufacturer  power  tram warranty in miles (actual 
odomete r  reading) 

= Actual odomete r  reading m miles at start date o f  extended warranty 
= Remaining miles o f  manufacturer  basic (full) warranty at start date o f  

extended warranty 

= Max (0, Ml~aSlC - Ms,r,\R-l) 
= Remaining miles o f  manufacturer  power  tram warranty at start date o f  

extended warranty 

= Max (0, MI, T - I~{START) 
= Maximum term o f  extended warranty in miles at start date o f  extended 

warranty" 

The  following two formulas are based on the assumption that the miles driven for any 
particular vehicle is proport ionate  to time and that the number  o f  miles driven per time 
per iod for each vehicle, A, is randomly" distributed as a lognormal  function. 
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A lognormal may be a reasonable approxh-nation for the distribution of  driving habits since 
it is positively skewed and one can model the "high mileage" drivers m the tail of  the 
function. 

m(t) = miles driven at time t m months 
= At 

t(m) = time m months at which m miles have been driven 
= m / a  

tl 

t2 

t3 

= start of  extended warranty 
= 0 
= time of true expiration of  manufacturer basic (full) warranty, measured m 

months from start of  extended warranty 

= time of  true expiration of  manufacturer power tram warrant3, , measured m 
months from start of  extended warranty 

= mm (TI,T RI{M , tl~/[I,'I'_RI;M] ) 
= time of  true expiration of  extended warrant3, , measured m months  from start 

of extended warranty 

= M m  (TEXT, t[Mvz.,:T ] ) 

COStBASI C 

CoStpT = 

Cosh~x. ]. = 

Extended Warranty cost per mile while manufacturer basic (full) warranty is 
m effect 
Extended Warrant), cost per mile after manufacturer basic (full) warranty 
expires and while manufacturer power train warranty is m effect 
Extended Warranty cost per mile after both manufacturer basic (full) and 
power tram warranties have expired 

m(t) 
k(t) 
p(t) 

= mileage driven during extended warranty 
= trend of  repair costs 
= trend rate of  probability of  claims and size of  the claims as the vehicle ages 

Prem = Extended warrant), pure premium (4.1) 

= ~1 COStBASIC * m(t) * k(t)* p(t +TsTART) * d t  

+ ~t2Costvr * m(t) * k(t) * p(t +TsTART) * dt 

+ .~3COStEx T * m(t) * k(t) * p(t +TsTART) * dt 
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5. A Simple Example 

In the example, we will use a new vehicle for an extended warranty. For a used vehicle, 
there is typically not  an underlying warrant),, so a similar analysis can be performed. A 
"Wrap Coverage" is often sold for vehicles with a long manufacturer's warrar~ty and 
provides coverage in areas that the manufacturer's warranty excludes. Tiffs product can also 
be modeled using a similar technique. 

Assume a contract is sold for a new vehicle for 6 years/72,000 miles for a vehicle with a 3 
year/36,000 mile manufacnlrer 's warrant),. Assume that the inflation rat,: is 3% and claims 
will increase in proportion to the miles driven another 4%. In this example, the driver is 
assumed to drive 15,000 miles per year. 

Warranty 
Example 

(1) (2) (3) (4) (5) (6) (7) (8) 

Miles in Cumulative Adjusted 
Cumulative Manufacturer's Exposed Incremental Mileage Exposed 

Year Miles Warranty Miles Miles Trend Factor Miles 

1 15,000 15,000 0 0 1.000 1.000 

2 30,000 30,000 0 0 1.030 1.040 

3 45,000 36,000 9,000 9,000 1.061 1.082 10,332 

4 60,000 36,000 24,000 15,000 1.093 1.125 18,444 

5 75,000 36,000 36,000 12,000 1.126 1.170 15,809 

6 90,000 36,000 36,000 0 1.160 1.217 

44,585 
Assumptions: 

15,o00 Miles per Year 
72,000 Contract Miles 
36,000 Miles for the Manufacturer's Warranty 
3.0% Trend Rate for Repair Costs 
4.0% Mileage Trend 

Column 1 represents the cumulative miles driven during the contract. 

Column 2 is the cumulative miles covered by the manufacturer. 

Column 3 is Column 1 - Column ~,° subject to the limitations of  the contract. In this 
example the warranty covers the 36,000 miles between the odometer readings of  36,000 and 
72,000. 

Percent 
Exposure 

O% 

0% 

23% 

41% 

35% 

0% 

100% 
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Column 4 is the incremental miles in Column 3 for each year 

Column 5 is an estimate of  the increase in repair costs. 

Column 6 is an estimate of the rate of increase in claims due to the increased wear-and-tear 
on the vehicle. 

Column 7 is Column 4 x Column 5 x Column 6. This is the adjusted miles. 

Column 8 is the percentage of  Column 7. 

So in this example, we could assume that the earnings pattern should be 23% in Year 3, 41% 
in Year 4, and 35% in Year 5. Nothing would earn in Year 6 due to contract expiring due to 
miles. Years 1 and 2 would also earn nothing due to the manufacturer's warranty. 

Issues with the Simplified Example 

The example above is too simplified to utilize for a couple of  reasons. 

1. The assumption that no claims occur during the manufacturer's warrant), is 
probably erroneous. Most contracts contain minimal coverage during the 
warranty period. This can be modeled by assuming the percentage of  
ultimate claims paid during the manufacturer's warranty. 

2. Knowledge of  the specific driving habits of  a contract holder is unknown. In 
this example, we have assumed that the driver's mileage exceeds the 
maximum covered by the warranty in Year 5. That may be true for average 
driver on the book, but one could expect some earnings in the 6 'h y ear for 
drivers who are driving fewer miles than the average for the book. 

The next section will more closely examine estimating the average miles driven under 
Vehicle Service Contracts. 

6. Estimating Miles Driven from the Contracts [re(t)] 

A mileage function can be estimated from the average miles driven and therefore the 
percentage of  the premium that ought to be earned in each period. One can examine all 
contracts that had a claim or cancellation (or both) and look at the average miles driven per 
month  as of the last recorded event. This data will typically be available since coverage must 
be confirmed at the time of  a claim and cancellations are typically "pro-rata" as to the greater 
of  miles or time. 

Instead of  estimating a probability distribution for the mileage driven as shown above, it may 
be more practical to use a discrete approximation. 

For our purposes, we will sprit the insured vehicles into five equal groups based on average 
miles driven per year at the time of  the clahn or cancellation with the arithmetic average 
calculated for each group. Then factors are calculated for each contract group assuming that 
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claims are proportional to covered miles driven (miles under the contract but not under 
manufacturer warrant),) and that the vehicle for each contract was driven at the respective 
average yearly rates. The final factor applied is the average of  these five factors. 

The factors thus derived for a new book of business may overstate earnings because the 
average miles generally decline as the warranty, runs to expiration. This declining pattern is 
due to two factors - earl), claims are much more prevalent on cars with the most miles driven 
per month  and as the higher mileage cars use up coverage, the average naturally declines. 

Therefore, one can triangulate the data and project to ultimate the average miles driven per 
year. 

For a new book of  business, there may not  be data available. In this case, the actuary may 
simply assume a distribution of  miles or obtain driving mileage data from an external source. 

For this example, the averages for the book have been estimated at the mileage rates below: 

Estimated Mileage of Warranties Divided Into 5 Equal Groupings 

I Minimum Maximum 
Base Yearly Yearly 
Average 

Group 1 8,400 10,200 

Group 2 12,000 10,201 13,200 

Group 3 14,400 13,201 16,200 

Group 4 18,000 16,201 20,400 

Group 5 22,800 20,401 

7. A Better Example 

Now we will redo the initial example with two changes. First, we will assume that 3% of  
claims occur during the manufacturer's warranty. Second, we will utilize the "5 bucket" 
approximation noted above and calculate the exposures for each scenario. 

The results are shown below: 

(1) (2) (3) (4) (5) (6) (7) 
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Year 

Adjusted 

Exposed 

Miles 

8,400 

per year 

Adjusted Adjusted Adjusted Adjusted Exposure 

Exposed Exposed Exposed Exposed Average 
Miles Miles Miles bliles 

12,000 14,400 18,000 22,800 

per year per year per year per year 

1 252 360 432 540 684 454 

252 

252 

360 432 540 9,708 2,258 

360 7,200 17,460 22,116 9,478 

8,148 

8,148 

11,640 13,968 17,460 3,492 10,942 

11,640 13,968 6,751 

6 8,148 11,640 3,958 

Total 25,200 36,000 36,000 36,000 36,000 33,840 

8. Developing a Coverage Factor 

The use of a "coverage factor" when calculating mileage can be a simplifying assumption. 
For example, one can calculate the mileage driven inside the manufacturer's warranty, inside 
the Power Train warranty, and outside the warranty. Claims can be aggregated by examining 
the mileage on the claim in relation to the underlying warranty. 

Calculation of Coverage Factors 
(Miles 000) 

Initial Adjusted 
Covered Reported Cost per Coverage Covered 

Warranty Miles Losses Mile Adjustment Miles 

Manufacturers 174,831 349,662 0.002 0.071 12,413 

Power Train 33,082 496,230 0.015 0.536 17,732 

None 324,504 9,086,112 0.028 1.000 324,504 

Percent 

Exposure 

1% 

7% 

28% 

32% 

20% 

12% 

100.00% 

In this example, the cost per mile for each type of warranty is placed in ratio to the cost per 
mile for claims outside the manufacturer's warranty. Miles inside the warranty are then 
adjusted downward to reflect the substantially lower claims during this period. In this case 
the cost per mile during no manufacturer's warranty is 2.8 cents per mile 
(9,086,122/324,504,000). 
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9. Estimating the Trend [k(t), p(t)] 

As noted above, there are two types of trend that impact the vehicle as the warranty ages: 

The first type of  trend [k(t)] is the general increase in repair costs. InfoiInation concerning 
repair costs can he estimated from industry repair information or by using the Consumer 
Price Index (CPI). While repair costs increase due to general inflation, it is important to 
realize that this trend has been tempered in the past by the increasing reliability of  
automobiles. 

The second type of  trend [p(t)] is the increase in costs due to the age of  the vehicle. 
Theoretically, this would be offset by decreasing claims consciousness as the vehicle ages, i.e. 
a vehicle owner may be more accepting of minor issues as the car ages. In addition, the 
owner of  the vehicle may not know the warranty is in effect. While the warranty can 
typically be transferred or cancelled for refund by a vehicle owner when the vehicle is sold, 
there may be some cases where this does not occur. 

One could also estimate the two trends simultaneously, since the obseta,ed data will have 
trends due to both the inflationary [k(t)] and aging [p(t)] impact 

Using this methodology, there is an assumption that all differences in loss costs between 
development periods are due to changing costs due to inflation and the aging of  the vehicle. 
Therefore, one should be aware of any changes outside of  these factors that would have a 
significant impact on the loss ratios. These would include: 

> Changes in coverages. Administrators may change the coverages offered from time- 
to-time which can result in different expected loss costs. 

> Changes in claims settlement practices. There appears to be significant leeway in 
how claims are settled. It is common that administrators place more resources in 
denying or reducing marginal claims when results are above the expected level. 

Losses should now be segregated by the time since policy inception, and mileage calculated 
by the methodology above, also dividing the mileage into periods since policy inception and 
adjusting the mileage by the coverage levels above. 

At this point, one can compare the cost per mile for various ages to calculate the underlying 
trend for both the aging of  the vehicle and the underlying inflation rate. In the example 
below, used car experience will be used since it is easier to display and more credible at lower 
mileage levels. 

Trend Estimation (Calculation of P(t), K(t)) 
(Miles 000) 

Covered I Miles During Policy Age Months I Undriven 
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Make Term Coverage Miles 0-12 12-24 24-36 

European 36 Used 47,520 24,948 7,128 3,564 

American 36 Used 69,863 32,696 12,575 5,030 

Asian 36 Used 74,199 38,346 15,789 2,256 

European 48 Used 38,475 17,006 5,233 2,616 

American 48 Used 69,925 27,271 9,999 5,454 

Asian 48 Used 54,667 16,531 6,298 2,624 

36-48 Miles 

11,880 

19,562 

17,808 

1,308 12,312 

2,727 24,474 

787 28,427 

Overall 
Average 
Cost per 

Make Term Coverage Mile 

European 36 Used 0.0414 0.0403 

American 36 Used 0.0258 0.0250 

Asian 36 Used 0.0152 0.0149 

European 48 Used 0.0465 0.0446 

American 48 Used 0.0316 0.0304 

Asian 48 Used 0.0209 0.0202 

Cost per Mile in Successive Time 
Periods 

0-12 12-24 24-36 36-48 

0.0429 0.0458 

0.0269 0.0285 

0.0156 0.0175 

0.0473 0.0519 0.0568 

0.0317 0.0347 0.0374 

0.0212 0.0234 0.0256 

Change in Cost per Mile over Time 

Make 
European 
American 
Asian 
European 
American 
Asian 

Term Coverage 12-24 24-36 36-48 
36 Used 6.5% 6.8% 
36 Used 7.6% 5.9% 
36 Used 4.7% 12.2% 
48 Used 6.1% 9.7% 9.4% 
48 Used 4.3% 9.5% 7.8% 
48 Used 5.0% 10.4% 9.4% 

Weighted Avg* 5.7% 8.6% 8.5% 

Selected Trend 5.7% 8.6% 8.5% 

* Weighted by covered miles 

Note in this example the trends for each year range from 5.7% to 8.6%. One must be 
careful to anticipate that the trend may increase in the outlying years. It might be advisable 
to simulate different trend levels, especially on the later years, to check the sensitivity of  the 
loss estimate to the trend assumption. 
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The trend can either be modeled directly into the mileage function (by ir~creasing the 
estimated miles in proportion to the selected trend) or by directly trending the results. The 
first method may be more practical when the selected trend varies significantly by product, 
term, or other variable. 

10. Calculating the Future Claims Rate (Cost,~asl,:,Costv-r Costl~x,r) 

As noted above, future claims costs is a function of  the expected mileage driven times the 
cost per mile. The historical cost per mile can be easily calculated by taking the reported 
claims divided by the historical estimated miles. For future claims, a claims rate should be 
calculated for each contract based on the characteristics for this contract. Important 
characteristics one should consider are: 

> The type and term of the coverage 
> The deductible of  the coverage. 
> The mileage of  the vehicle when the contract was purchased. I1: is important to 

segregate contracts from "new" vehicles from "nearly new" vehicles (vehicles with 
perhaps 1,000 miles on them) because they are typically significant claims differences 
at this level. 

> A general grouping of  the vehicle type. Typical groupings are by vehicle national 
origin (American, European, and Asian) with a couple of  sub groupings for each type 
to differentiate between high cost makes and low cost makes. Certain make groups 
exhibit different claims characteristics. For example, Asian makes tend to exhibit 
lower claims costs than North American makes, which in turn exhibit lower claims 
costs than European makes. 

> Other differences that you can model with the available data. For example, some 
books may have different distribution sources. A common structure is a "Producer 
Owned Reinsurance Company" where the ultimate liability for covering the claim 
will be at the servicing dealer. Not  surprisingly, these books can exhibit significantly 
lower clams costs than books with claims paid by a third-party. 

In general the actuat 3, should model all available variables and discard those with litde 
relation to claims costs. 

In modeling the claims costs, an iterative minimum bias approach is recommended since 
many variables with have significant correlations. Generalized linear modeling may also 
provide good results. 

Once again, the high frequency/low severity nature of this line will tend to provide more 
credible relativities at lower loss levels than other property/casualty lines. 

11. Cancellations 

Future cancellations should also be considered when evaluating a book of business. In 
general, cancellations will result in a refund of  premium equal to the ]esser of  the proportion 
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of the miles remaining to total miles or time remaining to the total term of the warranty. No 
consideration of  underlying manufacturer's warranty is usually given. For example, if the 
warranty holder with a 6 year/72,000 mile contract cancels after three years and 50,000 
miles, the warranty holder will receive approximately 31% of the premium as a refund 
((72000-50000)/72000). This is true even though the majority of  the exposure of  the 
warranty remains. In effect, the refund is stated as pro-rata to miles driven or time, but the 
impact is that of  a short-rate cancellation. Therefore, it is generally advantageous for the 
underwriter of  new vehicles for the warranty to be cancelled. 

12. Case Reserves and IBNR 

Case reserves may or may not be held by an administrator, and are generally not a significant 
liability compared to the unearned premium reserve. Amounts held for pure incurred but 
not reported claims are rare since most claims must be pre-approved by the administrator 
before work can commence. Since the date of  loss is typically the date of  approval from the 
administrator, this should eliminate unreported claims except for supplemental payments 
beyond the initial estimate to repair the vehicle. 

If  reported losses are used to analyze a book, it should not be necessary to include additional 
reserves in your estimate. If paid losses are used, the actuary can do a paid loss analysis for a 
development pattern and add this to observed cost per mile or extend the terms of  the 
contracts by the average delay between claim report and claim payment date. 

13. Building the Indicated Rates 

Indicated rates should be trended by the inflationary measure [p(t)] from the average 
accident date on the book until the average accident date of the proposed rates. Assuming 
terms offered are similar, it is simpler to trend from the effective date of  the contract until 
the effective date of  the new rate change. The final indicated loss cost is defined by: 

(Reported Losses + Future Claims) x Cost Trend/Number  of Warranties 

where Future Claims is the Adjusted Mileage (adjusted for trend and coverage factors x 
Future Claims Rate. 

Depending on the situation, other expenses such as taxes, underwriting expense, profit and 
contingencies, administrator fees, dealer commission and retail markup must be considered. 
However, some of these items may be either a flat dollar amount or percentage. 

14. Conclusion 

The methodology proposed in this article is certainly more complex, but should estimate 
costs better than traditional methodology. Fortunately, the data required to do this type of  
analysis is typically available from a vehicle service contract database. The unique 
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characteristics o f  the book  (such as term, coverages,  and underlying warranties) are explicidy 
mode led  using such an approach.  

Because o f  the high credibility o f  extended warranty losses, detailed analysis can be done  
with small and immature  books.  Indeed,  this type o f  analysis is even more  appropriate  for 
such books  since a tradit ional "tr iangle analysis" will no t  have enough  data for a good  
estimate. 

By explicitly modeling the exposures, the actuary is forced to consider the specific 
elements such as the trend rate which will have the most impact on the estimate. 
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Pricing the Hybrid 

R. Stephen Pulis, ACAS, MAAA. 

Abstract 
The current literature describes pricing and reserving of  medical malpractice insurance as 
written on either an occurrence or a claims-made basis. In current practice, many policies 
allow the reporting of  incidents before a claim is submitted, to attach the claim to the 
current claims-made policy. This creates experience with characteristics of both types of  
experience. This paper addresses the blend of  the two types of  experience based on the 
acceleration of the attachment of  claims from their true assertion date back into the 
claims-made period. The goal is to assign exposure in proportion to expected claims, and 
to determine the number of  claims and the related reserves to expect to be assigned to 
the current claims-made policy and to the residual tail exposure, and to reflect the change 
in the final pricing of  the policy. 

Keywords. Medical malpractice, claims-made, pricing, resenting, Monte Carlo modeling 

1. Introduct ion 

Insurance contracts have been bound to provide coverage for events that occurred during 

the contract period since the inception of  insurance. In the ninety years since its inception, 

the Casualty Actuarial Society has published papers outlining problems and methods to 

address these concerns in analyzing property/casualty experience for reserving and pricing. 

The problems of  estimating professional liability costs in the late 1970's led to the 

emphasis of  providing insurance on a "claims-made" coverage basis. The claims-made 

coverage facilitated the analysis by concentrating on reserving and pricing the events that 

would be newly reported and deferred the more difficult effort to evaluate future reported 

claims. The claims-made policy continues to be used extensively for professional liability, 

and has been adopted for use on other difficult lines such as Directors and Officers Liability. 

The occurrence policy attaches responsibility for the claim to the policy in effect when 

the event giving rise to the claim took place. While this definition seems precise, there has 

been substantial controversy and litigation over identifying a precise moment of  occurrence, 

especially when a continuous event is taking place. It is not the purpose of  this paper to 

investigate making this assignment, but to recognize that once this definition is accepted, the 

claim is attached to the occurrence policy in effect on the occurrence date even though it 

may be reported a substantial amount of time after the occurrence date. Once the claim is 

reported, a determination is made and the count of  the claim and the costs for the claim are 
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assigned back to the "occurrence" period. Tracking the history of  the reporting and change 

in cost estimates provides historical development patterns. For simplicity, assume that these 

periods are 12-month continuous periods that will be called years. 

The assignment of  a claim and its associated costs back to the occurrence year means that 

there will be future changes to be anticipated in the number  of  claims reported, the costs of 

the new claims and any revisions in the estimate of  the costs on claims previously reported. 

The estimate of  the costs on future reported claims is the "pure" portion of what is normally 

referred to as IBNR (Incurred But Not  Reported). 

Under the claims-made policy, the assignment of  a claim to the insuring policy is 

simplified. When the insurer receives notice of  a claim, either directly or through its agent 

(either the insurance agent or the insured acting as a conduit to the insurer), the claim 

attaches to the policy in effect on that date. While there may be a short delay from the 

acceptance of  the notice until the matter is recorded by the insurer, the "pure" IBNR is zero 

as all claims are known by the end of  the policy term. There will not  be any increases in 

claim counts except for the occasional clerical lag or mishandling. Any development of  the 

case incurred losses will be from adjustments made on known claims, and the general 

" IBNR" fund for these changes is only for this more limited need. The claims-made insured 

will have some lingering exposure that will attach subsequent to the expiration of  the current 

policy, and this is referred to as the "tail" of  the experience. 

Some claims-made policies provide for a claim to be attached to a current policy if the 

insured gives the insurer nodce that an incident has occurred that may result in a claim being 

asserted in the future. The "assertion" of  the claim is the official submission of  a request for 

damages from the claimant to the insured/insurer. The traditional "report  date" corresponds 

to the "assertion date" referred to in this paper. To distinguish from the pure IBNR claims, 

these reported but not asserted claims will be called "RBNA",  and the remaining unknown 

claims will be the incurred but not known, "IBNK".  

Marker and Mohl initially state as Principle #41, "Claims-made policies incur 'no liability 

for IBNR claims . . ."  and later state 2 that at the introduction of  the claims-made policy, it 

was "assumed that, on average, claims would be reported sooner" and "that  there would be 

i Joseph Marker and James Mohl, "Rating Claims-Made Insurance Policies", CAS 1980 Discussion Paper 
Program, page 278. 
2 Joseph O. Marker and F. James Mohl, ibid, page 293. 
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some additional reporting of  incidents that would never have come in under the occurrence 

policy". This acceleration was viewed as a one-time occurrence at the transition. Their on- 

going approach did not  identif T the RBNA component  within the claims-made year, and 

treated its emergence in their backward-recursive development factors. H.wcvt.r. at1 on- 

going accclcrari(,ll ~,f claim rcp,,rti~lg may adversely affect the adequacy ~,f thc t'Cllcwal 

prc,afium. 

There are pros and cons as to why an insured may give the insurer notice of a potential 

claim beyond simply providing the insurer additional time to prepare the insurer's defense of  

the potential claim. If the insured believes that this claim and the aggregate of  the other 

expected claims for this period are within the limits currendy purchased, then it is to the 

insured's benefit to submit an incident report to the insurer during the current policy period. 

This will maximize the benefit of  the coverage already purchased and reduce the future 

liability under either another claims-made policy, or a "tail" coverage policy. If the insured is 

switching to self-insurance without purchasing a tail policy, then the reporting of  incidences 

can only reduce potential self-insurance costs. A tort reform change may also simulate a 

change in the reporting and assertion pattern. 

If  the frequency of  claims or magnitude of  a particular claim would exceed current 

coverage, then there is a disincentive to report the incident until an actual assertion of a 

claim is received. There is also an incentive for the insured to purchase increased coverage in 

future policies when there is an increased likelihood of  a need for such expanded coverage. 

When the renewal policy is for limits greater than the expiring limits, an endorsement could 

be attached that applies the expiring limits to claims reported subsequent to the occurrence 

year. I f  the underwriter is really concerned about this possibility, the new policy will not be 

permitted to have the limit changed. 

2. Analysis of the Hybrid 

It is the reporting of the incident prior to the claim's assertion that creates a hybrid 

between the claims-made and occurrence policy. The maximum number  of  potential claims 

will be known at the end of  the policy, but the number  of  asserted claims will emerge over 

time and, therefore, have some characteristics similar to an occurrence policy. Not  all 

potential claims that occur during the policy period will be recognized and reported as an 

incident within the policy period. The future asserted claims that were not reported as an 
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incident in the first policy period (incurred but not known or IBNK) will attach to a future 

claims-made policy. The claim count on a hybrid policy will be a blend of: 

• Claims that occurred during this period and are asserted during this period. 

• Claims asserted during this period that were IBNK at the end of  the prior 

period 

• Claims that occurred during this period that are reported but not asserted 

(RBNA). 

• Claims reported during this period that were IBNK at the end of the prior 

period, but that are not asserted yet (RBNA). 

The reserve needed for this period consists of  a provision for adjustments on case 

reserves on asserted claims (the first two types) plus a provision for RBNA claims as of the 

evaluation date (the last two types). The residual IBNK reserve is a separate issue to be 

handled as "tail" coverage or in a subsequent claims-made policy 

For analysis purposes, some companies may set a subjective reserve and probability of  

assertion on individual incident reports if there is a substantial likelihood of a future claim 

with a payment. The hybrid therefore has reserves for development on known case reserves 

plus reserves on claims reported as incidents but not asserted (RBNA). The subjective 

reserves are part of the RBNA. They generally are not carried on the books as official 

reserves, but are used only in the reserve analysis for estimating case incurred development, 

claim frequency, and claim severity, distributions. 

In a perfect world, all risks would have experience available and be sufficiently large to be 

given full credence. If complete information were available, development triangles unique 

for this business could be calculated and applied. Lacking this, an estimate of  the impact 

using a broad based distribution, and information and assumptions about the particular 

segment of  business are used. This paper assumes complete information is not available and 

presents an approach to estimate the RBNA reserve. This approach is particularly useful 

when the pure IBNR is to be modeled using a Monte Carlo simulation. 
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The method requires knowledge of  the claim reporting distribution between the 

occurrence date and the assertion date. If this distribution is defined in terms of  the number 

of days between these dates, then an assumption should be made, such as "claims occur 

uniformly throughout the year", and the distribution converted into the portion reported by 

the end of  12 months, 24 months, etc. Edward Weissner's paper 3, "Estimation of  the 

Distribution of  Report Lags by the Method of  Maximum Likelihood", describes a procedure 

for estimating the distribution when the final claim reporting is still unknown. For this 

paper's purpose, Exhibit 1 creates a claims-made reporting pattern using an csfimalcd ~ 

pr,,13abiliry distributi~,n ,,ftlac humidor ~f months bcmccn the (iccttl 'rCllCt_' ; i l ld  tll(.' asscrfion 

of a claim. (]l,lunall (:1) is tile agc, in m,,n~hs, fr,,m an ~mcurrcncc dial will pr,,ducc a claim 

until the time t,f ils asscrri~,n. Column (b) is tht. pr,,lmbilir 3 that the claim will bc asserted in 

that month. C,dunan (c) is the sum of the pr,-,bal)ilitics thai tilt, claim has bccn asserted by 

the end ~)f the indicated nl(,flth. ([laims arc assumed n, ,,ccur uniforml\ fhr~mghout the vc:u'. 

An occurrence year \x()uld have an equal expected numbcr o1" claims fr,,m each monlh but 

with wtrymg ages ~)f" maturity. Column (d) calculalcs the 12-m~,nlh r~dling average ol1 the 

mt,nthlv data by sumnfing ~;olumn (c) fi,l file 12 m, mths ending at this agc, and divides I)v 

12. N . t c  that if the .ccurrcncc year is a partial year (less than 12 m,mrhs old). the rotlin- 

average nc.cds t , ,  be adiustcd for rile pcri~,d recurred. 

Knowledge of  the acceleration due to the incident reporting needs to be quantified when 

analyzing the hybrid. A development triangle of asserted claims by claims-made year can be 

compared to the distribution described in the previous paragraph. The claims-made 

distribution by report date defines how claims are assigned to current and future report 

years, and once assigned there is no development of  claim counts. The measured 

development from the claims-made triangle is all emergence on claims reported as incidents 

by 12 months. At one extreme, if there is no incident reporting until a claim is asserted, the 

acceleration is 0% and the reporting distribution is a standard claims-made reporting pattern. 

At the other extreme, if incident reports are made on ever3, ." situation inclusive of  all claims 

ultimately asserted, then the acceleration is 100% and the resulting distribution is the same as 

the reporting pattern for an occurrence policy. I:.×hibit 2 is ;t table of  the cumulative number 

of  claims asserted for each evaluation of  the hybrid year where the claim attaches. 

3 Edward W. Weissner, "Estimation of Distribution of Report Lags by the Method of Maximum 
Likelihood", PCAS LXV, page 1. 
4 The distributions used in this paper have been created to produce realistic results similar to observed data. 
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Acceleration could also be measured based on the additional change measured on 

developing losses. Quantifying the additional development resulting from late asserted 

claims over the case development on claims asserted within the first year, may be difficult to 

identify and measure. The probability of  a severe claim having a higher likelihood of  being 

reported early or late is debatable. Operating on the wrong part of  the body or excessive 

anesthetics can be severe and immediately known damage. Missing a diagnosis, or leaving a 

foreign object in the body, may take years to recognize and cause irreparable harm or 

extended pain and suffering. Several large insurers now reflect different reporting patterns 

by specialty. It has been assumed in this paper that the severity of  the claim is independent 

of the length of  time for the claim to be asserted. Therefore, measuring the change in 

reporting patterns tracks with the associated costs. An adjustment for payment patterns is 

addresses later in the paper. 

If  the claim development shows that the number of  claims reported at 12 months will 

ultimately increase by 48%, as in the example on Exhibit 2, then the quantity of  48% times 

the percentage of  claims asserted at 12 months, divided by the percentage unreported at 12 

months, gives a measure of  the accelerated claim reporting.. This calculation can be made at 

each successive12-month evaluation to determine the accelerated portion reported by that 

date. It is not obvious that an insured will be better at identifying and reporting an incident 

that will be asserted in the third year verses being asserted in the fifth year. It may be 

possible to report incidents occurring near the end of  the policy period that are more likely 

to he asserted in the next 12 months. A uniform acceleration has been used in this paper, 

and is reflected in Exhibit 3. 

A second possible measure of  the acceleration can be estimated based on the frequency 

of  the incident reports compared to a standard reporting frequency. If the underlying claim 

frequency is expected to be the same, then the ratio of  incident frequency to asserted 

frequency is a measure of  the acceleration. An adjustment may need to be applied to reflect a 

probability of  less than 100% that all the incidents reported will result in an asserted claim. 

The initial incident reports should have a much higher probability of predicting an assertion. 

As the number of incident reports increase, the probability of  identifying a future assertion 

should stay the same or decrease as marginal incidents are added. It is unlikely that an 

insured will be able to report all incidents that will result in an asserted claim without 

reporting an excessive number of  incidents that will not result in an asserted claim. The 

example of  neglecting to remove a foreign object from the body after an operation, will 

either be immediately known and treated, or remain unknown until such time that it is 
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discovered and an immediate claim assertion is made. There is tittle expectation that an 

occurrence has taken place between those times that would warrant an incident report. 

The hybrid year claim distribution, resulting from applying the acceleration, is separated 

into attachment years (hybrid year) on Exhibit 3. T hc  change m thc cumulat ive  assert ions 

(l{xhibit 3, linc (c)) is tlw am, ,un t  ¢,f assert ions dur ing  the calendar year as rcprcscntcd by 

each c¢dumn. The  prt~tmbility thai an RI~,N.\ will bc asserted dur ing the current  calendar year 

is the rati,~ c,f asserted claims t,~ the RF, N . \  :it flit end , , f  the pritq" )ear. 

The  cumulat ive  dcvcl ,q~mcnt factor ft'~ml I:.xhibit 2 provides a measure  o f  the 

accclcrari,m as a rati¢~ , , f  rhc p,¢,iectcd thc furore as~erti,ms 11.119093 1=(11.18917)(0.481)1 to 

the unassorted claims at the cad  o f  the first year (I.81/)83. The  ratio indicates 11.214°i, o f  

what would bc claims m tumrc  c h i m s - m a d c  years will m,w bc at tached re* the curl'cllt hybrid 

\'car. .\SSUlnilae lhat lhc accclerati, ,n is unift , rm, lhe cumulat ive  p,.u'tion r,f , ,ccurrcncc 

claims at tached is Ihc suln +~f tim claims asserted to dale [~lus the accelcr:mon rati,, t imes the 

p¢~rli+>ll o f  claims not  asserted :is , , f  the cvaluatitm. The  calendar  veal" changc in the 

cumulatix c total is the hvl)rid x car's uh imalc  porti+,n. 

( )n  I:,xhilfit 4, uhc p o r t i . n  o f  the occur rence  /.car accelerated and at tached wMain the 

hvlwid year is split int~, Ihc ana<mnt asserted :u each subsequen t  evaluation date. and the 

porti, m remain ing  as RI*,N.\. These  arc expressed as prop~,rri~ms o f  the original occurrence-  

based incurred. I{xhibil 4 assigns thc uhhnarc  hybrid year r~,tal [l(xhibir 3. row (i)l to the 

initial sub t . t a l  for the hybrid year ~m I.'.xhilfit 4. The  asscrti<ms dur ing  the calendar \,ear 

I I'[xhibit 3 row (c)J o , r rcspond ,~ the Total  New .-\sscrti~ms at the b o t t o m  o f  Exhibit  4. T h e  

asscrri<,ns dur ing  the calendar year arc disu ' ibutcd between active hybrid years in prop, , r t ion 

,~ tile RV, NA cx isung  at the bcginnin.e. , , f  cach the calendar year. Sul3mlcfing the asserted 

claims fi'~,m the I~cgmning RI~,NA produces  the P,I~,N.\ :u the cad +~t" Ihc current  calendar 

year that wdl als<~ bc the RI~,N.\ at lilt beginning, o f  the next  calendar year. The  prol3ability 

that a RV, N . \  will bc asserted is tile ratit~ ~t- the assert ions dur ing the \ca r  ll~ the R B N . \  :it 

the I~cginlfing o f  Ihc year. 

Exhibits 4a and 4b provide the same information as Exhibit 4 but Exhibit 4a has 0% 

acceleration and, therefore, resembles a pure cla'+uns-made policy, and Exhibit 4b assumes 

100% acceleration and, therefore, resembles an occurrence policy. As the acceleration 

increases, the tail diminishes as the exposure is shifted back into the prior years. 
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A multi-year analysis is modeled on Exhibit 5a :,ml 5b. If dlc insurcds are large self- 

insured hospitals or physician groups written on a claims-made policy. They want to know 

three things: 

1. 

2. 

3. 

What is the reserve need at the end of  the policy period? 

What funding is needed for the next year? 

What residual liability exists beyond next year? 

The development on asserted claims can be measured using the standard actuarial 

techniques; however, care must be used not to include the pure IBNR emergence that is 

calculated separately. The cost of  the unasserted and future claims is essentially a frequency 

time severity projection: multiplying frequency estimates times the underlying exposure, and 

multiplying the resulting expected number of  asserted claims times an average claim cost 

amount. 

A flail-time equivalent exposure (FTE) is calculated as the sum of the product of  the unit 

exposure and the rarm,~ relativifies, such items :is classification, territory, step factor s, and 

fractional year exposed. Thcsc rclativmcs rcc.gnizc rhc x':,'iari,,n m c(,srs by medical 

spccmhy (classificati(m), tendency f,>r m,, 'c or larger sctdcmcnts dcpcndmg (,n rl~c I(~cari,,n 

widfin thc state (tcrrit,,ry), lll.tlllbcr ,,F vt.'ars written tllldtT a claims-m:ldc p,~hcy (step fact,,r). 

and p,,rri,,n ,,f a year insured (fractional year). The historical claims are adjusted to a closed 

with payment basis, and developed to an ulfmate occurrence basis for use in determining 

the underlying claim frequency. The historic claim frequency is used to project the ultimate 

frequency for each period under review. The product of  the ultimate frequency and FTE 

produces the expected number of  ultimate claims for each period. 

On Exhibit 5a, the hybrid year proportions II[xhih, 3, ,-, ,w (i)l are multiplied times the 

calendar year exposures to distribute the exposures over the years in proportion to the 

expected claim assertions. The column can be summed to obtain the hybrid year total. A 

simplifying assumption could be made that either no exposure growth exists or that a fixed 

percentage of growth applies over all years. With these assumptions a modified distribution 

can be derived and applied to only the current calendar year exposure. This has not been 

done here. The proposed procedure has the benefits of: being sensitive to uneven growth 

that may arise from such things as general expansion of  business or acquisitions; provides 

5 The step factor represents the cumulative percentage of an occurrence year that has been insured. 
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details of  where the expected asserted claims were incurred; and facilitates applying trends 

and /o r  discounts related to the time lags. I[×hihi~ 5a displays the aUocation of  the total 

exposures in proportion to the expected claim attachment distribution, l'×hibil 5b muhiplics 

the exposures times a frequency to project the expected ultimate claims for the occurrence 

year, and fl~t.n uses II~c hvhrid ~car pr~,porri<,ns r,~ distrlhurc claims to the hybrid year. 

The ultimate claims underlying the three desired quantities are found on Exhibit Six The 

ultimate claims for Hybrid Year 0 and prior are the asserted and RBNAs as of  the experience 

evaluation date (claims in columns (r) thru (w)). The claims enclosed in the box produce the 

tail exposure at tll~. h'carl) vcar cnd cv:lluatum. The claims under Year+l  (135 claims) will 

produce the loss experience to be funded for the next year, and the new tail subsequent to 

next year (lfil) claims) will be the losses produced by the claims in Columns 0 ~) through (ad). 

The separation of  the asserted and the RBNA claims for Year 0 and prior is calculated on 

Exhibit 6. The ultimate claims on the upper portion of Exhibit 6 were calculated on Exhibit 

5b. For each occurrence year, a line is shown with its contribution to the hybrid years in 

each column. The RBNA is the product of  the ultimate occurrence year claims times the 

RBNA ratio for that assertion year and evaluation lag. The 12 RI~,N.\s fi,r Ycarll is the 

pr,,duct of 13(, ulnnmtc clamls ]column (I,)l umc lu)gq ~93 on I'xhibit 4 for Ycar0. 

If  a change in the acceleration has or is expected to take place, a probability of  assertion 

can be calculated for each hybrid year and evaluation lag. The probability of  assertion would 

be multiplied times the RBNA to determine the number  of  new asserted claims, and the 

remaining RBNA count. The probability of assertion may also be adjusted to reflect impacts 

of  tort reform legislation. The cumulative emerged claims equals the ultimate minus the 

ending RBNAs. The hybrid year count is the total of the column. 

lh~. c*s~. incurred on kn,,wn cl:ums can bc pr<~icclcd to ulrinmru using loss d~'vclopmcnt 

facn,rs if sufficicm hist+,ric:d experience is avail:ll)lc, bh,wcvcr, includm< tl~c ,q~cn o m m s  

with the RI~,N.\ c<)[lllrS prm'idcs a mechanism n, d~.'tcrminc a rangc around the ultim:uc 

h>sscs. ()nlv the claims where a high likdih,,~,d thai Ihu case iilcurrcd is correct arc rrcatud 

:~> C,.lUivnlcnt h, a cl,,st.,.I claim. I'h,.. pr,,icctcd t~,BN.\ reserve is added t,, rhu "'cl,,scd 

itlCt.lrl'cd'" I~* dclcrlllill~Z Till + U]llll1:llc illCtUTcd. 
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The approached used to project the RBNA reserve is a Monte Carlo model similar to that 

described by Bickerstaff s. The loss dollars on closed claims and the subjective estimates for 

RBNAs with a high likelihood of payment, are trended to a common date, and fit with 

distribution curve(s), usually a single or compound log-normal curve(s) to project unlimited 

losses. A set of  simulations (usually 1,000) are run to project first the number  of  claims 

based on a claim count distribution (a Poisson distribution is often used) with the expected 

number  of  claims as the mean. And second, for each random claim drawn by the Poisson, a 

random claim size is generated using the mean and variance of  the severity-modeled 

lognormals. The lag between the time the incident is reported to the closing date can be 

accounted for by trending the (unlimited) severity mean used to generate the claim size. 

A loss expense adjustment cost is also generated for each claim. On average, the loss 

expense increases as the size of  the loss increases. Bickerstaff 7 demonstrated the 

development of  a conditional Defense and Cost Containment (DCC) distribution. Its 

parameters and the generated loss size are used to generate a random DCC for the unlimited 

loss-size claim. After generating the DCC, the claim-size is limited to the policy provisions. 

If  the policy terms include DCC within the coverage limit, then the combination of loss and 

DCC is limited and prorated. 

The losses and DCC are summed for each sample, and the samples used to calculate the 

expected value, and the funding needed to meet the desired probability levels of  confidence 

of adequate rcscrvcs. An additional loading is added for the reported incidents that are 

expected to produce loss adjustment expenses, but no indemnity payments. 

One factor to consider for the hybrid is whether the paid development will be the same 

for claims reported and asserted in the first year, compared to claims asserted in future years. 

One large insurer has developed statistics that show the payout on claims asserted after the 

occurrcncc year is longer from occurrence than for claims asserted in the occurrcncc vc:Lr, 

but when comparing the development from the year asserted, the payout is faster on the 

claims asserted after the year in which the event occurred giving rise to the claim. The speed 

up is faster during the first year after the assertion, and the differences diminish with age. 

This introduces a new dimension into determining the discounted value of the reserves. 

6 Dave Bickerstaff, "Hospital Self-lnsurance Funding: A Monte Carlo Approach", CAS Forum, Spring 
1989 Edition, page 89. 
7 Dave Bickerstaff, "Hospital Self-Insurance Funding: A Monte Carlo Approach", CAS Forum, Spring, 
1989 Edition, page 105. 
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The statewide rate level change is based on comparing the indicated average premium to 

the current on-level average premium. Medical Malpr:acticc p,,licics generally cart\' high 

limfis. I~ is a c, mma~m praclicc t(~ limit Ihc anah'sis (premiums and h,ss..:s) t(, a sclccrcd l()wcr 

linut, such as 20(1/61)() or 5qHI/111()0, t() rcducc the parameter varialfilit~*. The fixed expenses 

are included in the premium as an Expense Constant added to the variable portion of  the 

premium. The variable portion is the product of  a "base rate" multiplied by relativity factors 

to adjust for territory, classification, time insured by claims-made coverage, and the other 

credit and debit adjustments. For the remainder of  the paper I will use the more common 

term "claims-made" as inclusive of the "hybrid" coverage unless stated. 

The current base rate is a know quantity. The average current relativity is calculated by 

sequentially applyin.~ the. currcm relativity and measuring the average factor resulting from 

the application of  a rating element. Exhibit 7 shows the determination of  the average 

relativity as each rating element is added. The sequential calculation also facilitates 

measuring changes in relativities; however, none are taking place in this review. l h c  pr(,duct 

of tilt. exposure. I)ascd ~m hcad-c()unt, times rlw sum ,,f tilt. cxpcnsc constant plus the base 

rate times the avcragc fact~,rs (l".×lnl)it 8) dcvcl(,ps rile premium at currt:nr rares. 

The incurred losses and DCC expenses need to be increased for the Adjusting and Other  

expenses (AO, formerly known as unaUocated loss adjustment expenses (ULAE)). 

Countrywide experience from the Annual Statement's Schedule P provides incurred Loss, 

DCC and AO experience. Ratios of  the AO to loss plus DCC are calculated (see Exhibit 9) 

for the last 5 years.. A loading is selected and applied to the state loss plus DCC to 

determine the ultimate incurred for all loss and loss adjustment expense. 

The incurred loss and loss adjustment expense needs to be adjusted to the level expected 

under the new rates. A pure premium per base class equivalent exposure is calculated on 

Exhibit 10. Curves are fit by least squares to the average pure premiums for several lengths 

of  time, and the best fit for each time span is shown. An annual trend amount  is selected 

and used to project the historic loss and loss adjustment expense to the mid-point proposed 

under the new rates. 

The expense loadmgs are separated between variable costs and fixecl costs. The General 

Expenses and Other  Acquisition are allocated on a per exposure insured basis to recognize 

that the costs to write and issue a policy do not  materially vary with the location or 

classification of  the risk. For this allocation the actual exposure are divided into the dollars 
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of fLxed expenses. The variable expenses are typically dependent on the state where the 

premium will be charged. The taxes, licenses and fees are dependent on the state laws. The 

brokerage and commissions are dependent on the contracts that will apply under the new 

rates. The adjustment for investment income recognizes the investment income on the 

available fi.mds generated by the cash-flow and prevailing rates of return and taxes. 

There are many papers on investment income calculations. This paper will not  delve into 

a particular method, but it should be noted that with the shortened life of  a claim under a 

claims-made policy, the investment income is significantly less than that realized under an 

occurrence policy. The hybrid policy will realize a return between the occurrence and pure 

claims-made amounts based on its payout pattern. 

The premium from the expense constant will be subject to taxes, commissions, etc. The 

fixed expenses are loaded fi ~r tllc.~c clcmcnt.~ by dividing by the variable expense factor. l h c  

l~rcmitum fi~r fixed c.',pcnscs is divided by the iltmabcr ~t" c×p,~surcs lh~kt will bc :lsscsscd thc 

expense o ,tastant. ( )iw expense constant will be charged for every cxpc ~sLIrc, and will only be 

modified for a shortened policy term. 

The statewide rate level indication uses I3rcmiums and losses limited to $500,000 per 

claim/S1,000,000 aggregate basic limit. These losses and loss adjustment expenses are 

trended to the average loss date under the proposed rates, and divided by the base class 

equivalent exposures to determine the indicated base pure premium at the future rate level. 

A base pure premium is selected, and a percentage, say 5 0 ,  is added for Death, Disability 

and Retirement s . The result is divided by the variable expense factor to determine the 

indicated base rate. The indicated average premium is the product of  the base rate, the 

average proposed base class factor (which includes all factors other than the increased limit 

factor), and the average increased limit factor, and, as the final step, the expense constant is 

added. Dividing the indicated average premium by the current level average premium 

produces the indicated change. 

This paper does not include revisions being made to the rate relativities, but the off- 

balance from each is used to adjust the base rate, and maintain the selected overall average 

premium. 

8 The Death. Disability and Retirement provision is a loading in an on-going business to provide for the 
average cost of tail coverage on individuals who have ceased to practice through death, disability or 
retirement. 
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3. C o n c l u s i o n  

~ CI'IDC:I[ (aC|Ol" ill cvalu:lthlg medical Inalpracncc insurance is t,, determine the pcri,,d 

\vhcrc claims wdl :math. ;rod t,, align rhc h,sscs and exposures. The claims-made policy 

provision allowing an insured to report an incident of  a potential clahn, :rod thereby attach 

that claim m a p:lrtlcular ptdlc.v, creates experience that is a hybrid between a claims-made 

policy and an occurrence policy. The more aggressively the insured reports incidents in 

advance of  the actual assertion of the claim, the greater the experience will resemble the 

experience expected under an occurrence policy. The procedure described in this paper 

facilitates measuring the shift and the calculation of  the pure IBNR created for the claims- 

made policy by the acceleration of  the attachment of  the claims. 

The shift in claims covered from a pure claims-made coverage, increases the pure 

premium needed, increases the step factors that apply, and increases the investment income. 

The amount of  acceleration allowed determines the degree that the change moves from a 

pure claims-made basis to an occurrence basis. 
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AO, all other loss adjustment expense 
DCC, Defense & Cost Containment 
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FTE, full-time equivalent exposure 
IBNK, incurred but not known 

B i o g r a p h y  o f  t h e  A u t h o r  

IBNR, incurred but not reported 
RBNA, reported but not asserted 
ULAE, unallocated loss adjustment 
expense 
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IRR,.ROE, and PVI/PVE 

I ra  R o b b i n ,  P h D ,  Senior  Pr ic ing  Actuary ,  Pa r tne rRe  

Abstract: 

This paper presents three related measures of the return on a Property-Casualty insurance policy. These 

measures are based on a hypothetical Single Policy Company model. Accounting rules are applied to project the 

Income and Equity of the company and the flows of  money between the company and its equity investors. These 

are called Equity Flows. The three measures are: i) the Internal Rate of Return (]RR) on Equity Flows, h) the 

Return on Equity (ROE), and iii) the Present Value of Income over the Present Value of Equity (PVI/PVE). The 

IRR is the yield achieved by an equity investor in the Single "Policy Company. The ROE is the Growth Model 

Calendar Year ROE computed on a book of steadily growing Single PoLicy business. The PVI/PVE is computed 

by taking present values of the projected Income and Equity of the Single Policy Company. The paper includes 

new results relating the PVI/PVE and ROE to the IRR. Beyond developing the foundation and theory of these 

return measures, the other main goal of the paper is to demonstrate how to use the measures to obtain risk- 

sensitive prices. To do this, Surplus during each calendar period is set to a theoretically required amount based 

on the risk of the venture. The main source of risk arises from uncertainty about the amount and timing of 

subsequent loss payments. With the IRR and PVI/PVE, the indicated prices are those needed to achieve a fixed 

target return. The indicated price using the Growth Model is that needed to hit the target return at a specified 

growth rate. With the Growth Model, one can also compute the premium-to-surplus leverage ratio for the Book 

of Business when it achieves equilibrium. The ability to relate indicated pricing to a leverage ratio, growth rate, 

and return is an advantage of Growth Model and could lead to greater acceptance of its results. The paper 

includes sensitivity analysis on the returns and on the indicated profit provisions. In the presentation, the analysis 

of return is initially done for a single loss scenario. Later, there is discussion on how to model the return when 

losses are a random variable instead of a single point estimate. Finally, there is a comparison of the approach in 

this paper versus that of the Discounted Cash Flow model. 

Keywords: ROE, IRR, PVI/PVE 

1, I N T R O D U C T I O N  

In  this paper ,  w e  will p r e sen t  three related ways  to  m e a s u r e  the  re tu rn  o n  an  in su rance  

policy. T h e  three  measu re s  are: 

• T h e  In te rna l  Rate  o f  Re tu rn  o n  Equ i ty  F lows  (IRR) 
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* The Growth Model Calendar Year Return on Equity (ROE) 

* The Present Value of  Income Over Present Value of Equity (PVI/PVE)- 

Then we will demonstrate how to use these measures to price Proper~:Casualty insurance 

products. We will do this from the perspective of  a pricing actuary conducting analysis for a 

stock insurance company. Whether any of  these methods is appropriate in another context is a 

subject outside the scope of our discussion. 

There is nothing novel about using measures of  return to priceproducts. The idea is simple 

enough: any venture with return above a given target hurdle rate is piesumably profitable 

enough to be undertaken. The indicated price for a product can then be'defined as the one at 
• • , ,  . 

which its expected return hits the target. Within the context of  internal Corporate pricing 

analysis, corporate management usually sets the target return and a common target is generally 

used for all insurance ventures. 

A significant problem in Property and Casualty insurance pricing applications is that there is 

no one universally accepted measure of  return. The sale of an insurance policy leads to cash 

flows, underwriting income, investment income, income taxes, and equity commitments that 

may span several years. How do we distill all this into one number, the return on the policy? 

Our three measures are based on two related, but distinct, notions of  return on a policy. 

The first idea is to define return from the perspective of  an equity investor who supplies all the 

capital required to support the policy and who in return receives all the profits it generates. 

The other idea is to generalize the return achieved by a corporation so that it can be applied to 

a policy. GAAP ROE (Return on Equity) is a commonly accepted measure of  corporate 

calendar year return. We have two ways to adapt this to a single pohcy. One is to extend 

GAAP ROE beyond a single calendar year so that it can handle multi-year ventures. The other 

is to generate a hypothetical book of  business and then measure its ROE. Thus we will end 

up with three measures of return. 
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To ensure necessary precision in our analysis, we will define our measures of return by 

modeling a hypothetical company, the Single Policy Company, which writes a particular policy, 

the Single Policy. "['he Single Policy Company writes no other business and is liquidated when 

the last loss and exl~e'nse payment is made. Suppose we consider a particular loss scenario and 

have a model for its' anticipated premium, loss, and expense cash flows• We can then apply 

accounting rules to'derive the underwriting income for the Single Policy Company. With other 

assumptions about investment returns, Statutory Surplus requirements, and taxes, we can 

derive the company's Investment Income, Income Tax, GAAP After-Tax-Income and GAAP 

Equity for each accounting period. We will also model a related hypothetical company, the 

Book of Business Company. This company has a portfolio consisting entirely of Single Policy 

business. Each pefio d it writes a policy that is a scaled version of the Single Policy. The 

Book of Business Company begins operations when it writes its first policy and is liquidated 

after the last loss and expense payment is made on the last policy. We can project the Income 

Statement and Balance Sheet for the Book of Business Company. Our three profitability 

measures are defined from the Single Policy and Book of Business Company constructs. 

The IRR on Equity Flows is the return that would be achieved by an equity investor in the 

Single Policy Company: It is a total return measure that reflects the equity requirements, 

underwriting income, investment income, and taxes associated with the policy by accounting 

period over time. 

PVI/PVE is another measure of profitability based on the Single Policy Company model. 

It is a generalization of GAAP ROE defined as the ratio of the present value of income valued 

as of the end of year 1 over the present value of equity. We will show that PVI/PVE will also 

equal IRR if the present values are computed using a rate equal to the IRR. 

Growth Model Return on Equity (ROE) is defined as the Calendar Year ROE that will 

eventually be achieved by the Book of Business Company if it grows at a constant rate. Under 

the constant growth assumption, the company will attain an equilibrium in which its Calendar 
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Year ROE stays constant. We will show that Growth Model ROE equals IRR if the growth 

rate is also the IRR. 

We will derive indicated prices from our return measures. We want .these indicated prices 

to be consistent and sensitive to risk. We also want them to reasonably reflect management's 

risk-return preferences. To achieve this, we will set Surplus in our model I~ased on a 

theoretical requirement, and not on an allocation of  actual Surplus. Since each of  our return 

measures is sensitive to the effects of  leverage, the resulting prices w;ill vary with risk. There 

are several ways to derive theoretical Surplus requirements and we will not advocate any 

particular method. We will assume that one has been chosen and that it incorporates any 

necessary portfolio correlation and order adjustments. 

We have said Surplus in our model is a theoretically required amount based on the risk of 

the venture. But what risk ate we talking about? While there is some risk related to the 

investment of  assets, the principal risk in Property and Casualty insurance ventures stems from 

uncertainty about the timing and amount of loss payments 1. That is the sole risk we will 

consider in setting Surplus for our model. 

Our initial Surplus is based on the distribution of the present value of  ultimate losses. This 

seemingly innocuous statement has major implications in pricing analysis. For if we vary the 

premium, we do not change the losses and therefore do not change the amount of surplus. 

The conclusion is that variations in pricing should lead to variations in the premium-to-surplus 

) Robbin and DeCouto[15] argue that the risk measure should act on the present value of underwriting cash 

outflow, where underwriting cash outflow is loss plus expense less premium. This allows consistent treatment 

of swing rating plans and contingent commissions, where the premium or expense may be functions of the 

loss. We will simplify matters in this discussion and assume premium and expense are not adjusted 

retrospectively. 
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ratio. In order to see this, consider an example in which the required surplus is derived from 

the loss distribution and is equal to $50. Suppose the initial premium is $100, so that the 

initial premium-to-surplus ratio is 2.00. Now consider the situation when the premium is 

changed to $110. Since the loss distribution is unchanged while the premium has been 

increased, the requi*i~d initial surplus should still suffice z. Let us suppose it stays at $50. Even 

though the require d 'surplus has not changed, the leverage ratio is now 2.20 (2.20= 110/50). 

The situation is even more complicated when we consider the duration of surplus 

commitments. Following our logic one step further, we should set surplus at each point in 

time based on the risk associated with unpaid losses. Since it may take many years for all loss 

to be paid on a policy, the surplus will evolve over several years. This underscores the 

conclusion that when pricing analysis is being conducted the proper way to set surplus is not 

with a fixed premium-to-surplus ratio. This does not mean that in a different context, such as 

in solvency regulation or rating agency analysis, that comparisons against: fixed premium-to- 

surplus ratios would not be appropriate. 

As a caution we should note that our discussion has not addressed the question of 

comparability between insurance ventures and alternative non-insurance ventures. Since 

delving into this larger question would take us too far afield from our main topic, we will not 

consider it further. Also, we should note that in the modeling examples in this paper, Surplus 

is set simply as a fixed percentage of the expectation of the present value of unpaid losses. 

This is done in order to clarify the presentation. In any actual application, this loading 

percentage should vat3r with the risk by policy and development age. 

2 Robbin and DeCouto [15] discuss two sorts of capital requirements. One is called Level Sensitive and it 

declines as the premium rate is increased. The other is called Deviation Sensitive and it stays invariant when 

the premium rate changes. The approach in this paper is equivalent to the Deviation Sensitive approach. 
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An equivalent, but different, approach to pricing can likely be obtained by using a fixed and 

common Suilolus requirement for all insurance ventures in conjunction with target returns that 

vary with risk. In order to avoid debate on which approach is better, we will allow that our 

preference for using a fixed target return on risk-sensitive capital may be largely aesthetic. 

The IRR on Equity Flows has akeady been presented in the Robbin [13] and Feldblum [8] 

Study Notes. It has also been used in NCCI rate filings. Appel and Buder [1] have previously 

addressed some criticisms of the IRR approach. T h e P V I / P V E  has also been presented by 

Robbin [13] and it appears to be equivalent to the NV-P Return developed by Bingham [2]. 

The Growth Model ROE has some connection to previous work done by Roth [16]. In it, 

he showed how to convert calendar year figures into a true measure of  current year return. He 

also advocated a target return that includes provision for growth as well as the current return 

needed for shareholders. "lhe Growth Model ROE provides a way to implement these ideas in 

a pricing context. With it, the actuary can relate indicated pricing with a calendar year ROE, 

growth rate, and leverage ratio. These are metrics of interest to insurance company executives 

and could lead to greater acceptance of  the results. 

Out analysis will also touch on some of the differences between alternative approaches. 

First it is important to chrify differences between different IRR models. Some authors have 

discussed an IRR that is an IRR on underwriting cash flows (paid premium less paid loss and 

paid expense). There has rightly been criticism that this IRR may not even be defined when 

the flows switch sign more than once. This may not happen frequently in such models, but the 

counterexamples given by critics are not unduly atypical. 3 However, as we shall later see, it 

would be very unusual for the Equity Flows we define to change sign more than once. So this 

criticism generally does not apply to our IRR on Equity Flows. 

3 See D'Arcy [5] p525, 
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Discounted Cash Flow models have many features in common with our three models, but 

there are important differences. Perhaps most notable is the tautological point that they are 

focused on underwriting cash flows. As a consequence, they either omit or need tograf ton  

factors such as the accounting treatment of expenses and Surplus requirements. Consider that 

these methods have no direct way to reflect the conservative treatment of expenses under 

Statutory Accountin. g or, equivalently, no direct way to reflect the Deferred Acquisition 

Balance under GA)kP. While some DCF methods do account for taxes on investment income 

related to Surplus, their results are relatively insensitive to the leverage effects of Surplus. As 

well, there is no way to study the impact on return from holding discounted loss reserves. 

In Section 2, W e will present the Single Policy Model. We will use it to define the IRR on 

Equity Flows in Section. 3 and the PVI/PVE Measure in Section 4. In Section 5 we will 

construct the Book of Business Growth model and define the Growth Model Equilibrium 

Calendar Year ROE. In Section 6, we will consider modeling returns when the loss can be a 

random variable instead of a single point estimate. In Section 7, we will study the sensitivity of 

our return measures to the premium, Surplus level, the interest rate, and the loss payout 

pattern. We will do this with reserves held at full value or discounted. Then, in Section 8, we 

will show how to use these measures to derive profit provisions. We will examine the 

sensitivity of these profit provisions to the Surplus level, the interest rate, and the loss payout 

pattern. In Section 9 we will compare our approach against the Risk-Adjusted Discounted 

Cash Flow procedure. 

2. T H E  S I N G L E  P O L I C Y  C O M P A N Y  M O D E L  

Our objective here is to show how to model the accounts of the Single Policy Company 

based on assumptions about the underwriting results and cash flows of the Single Policy. Our 

specific goal is to derive the Income and Equity of the Single Policy Company. We will often 
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make simplifying assumptions as this will make it easier to understand the procedure 4. When 

modeling actual policies for business analysis, sufficient detail should be incorporated. 

An initial assumption we will make is that results are exactly as anticipated. Thus, we will 

derive a return that is really a return "if  all goes just as planned". Later, we will discuss 

modeling when there is a distribution of possible outcomes. 

Before modeling the various income statement, cash flow, and balance sheet accounts, we 

need to carefully state our indexing conventions. We will use a subscript, j, to denote the 

value of  an income item or cash flow occurring at the end of  the jta accounting period. 

Similarly, a balance sheet account with a subscript, j, denotes its value as of  the end of the jth 

accounting period. We use the subscript, j=0, for a cash flow to indicate the flow takes place 

at policy inception. As well we use the j=0 subscript for a balance sheet account to denote its 

initial value. However, we will assume that income can only be declared at the end of an 

accounting period so that any income item with a j=0 subscript is automatically zero. This is 

an important assumption. If we were working with an accounting system with some income or 

loss declared at inception, we would adopt a modified accounting system that would defer that 

income to the end of the first period and post the appropriate deferred balance as a debit or 

credit to surplus. To simplify the analysis, we will also assume that no cash flows take place at 

intermediate times and that the value of  a balance sheet account stays constant during a period. 

This implies the average value of  a balance sheet account ~ the 0+1)" period is equal to its 

value as of  the end of the 0) 'h period. We will use annual accounting in presenting our model. 

We will later add a few comments on refining the accounting to a quarterly or monthly basis. 

Finally, we will assume that the last loss payment is made exacdy "n" periods after policy 

inception and that the Single Policy Company is then liquidated. 

4 See Feldblum [8] for a more extensive discussion of modeling details. 
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As regards accounting conventions, our general approach will be to use Statutory 

Accounting and make some of the adjustments needed to derive GAAP Income and GAAP 

Equity. Our Income and Equity will also reflect some simplifications. Nonetheless, unless 

there is a need to make a distinction, we will refer to our Income and Equity as "GAAP". 

With these conventions we define booked underwhting income for the ja~ accounting 

period: 

( 2 . 1  

U~ = E P  i - I L  i - I X i  

forj = 1,2, ...,n 

Here U is underwriting gain, EP is earned premium, IL is incurred loss, and IX is incurred 

underwriting and general expense. The loss includes loss adjustment expense. The incurred 

loss is calculated on a calendar period accounting basis so that it reflects posted IBNR 

adjustments as well as case incurred losses. However, the loss reserve is not necessarily held at 

full value, but could be discounted. In the examples in the Exhibits, we compute expense as 

the sum of a fixed amount plus a component that varies with premium. We assume the 

Statutory Incurred Expenses are incurred according to a fixed pattern, while the GAAP 

Expenses are incurred as premium is earned. The difference between Statutory and GAAP 

Incurred Expense to date is called the Deferred Acquisition Cost Balance 0DAC). To keep 

matters simple, we ignore policyholder dividends. 

Next we turn to the very critical question of how Equity is handled in our model. Our 

assumption is that Equity will be derived from Statutory Surplus and that the Statutory Surplus 

will adhere to pre-set requirements. We define S i as the Required Surplus as of the end of the 

j,h period. In later examples, we will always set Required Surplus as a fixed percentage of the 

expected discounted unpaid loss. However, for our initial purposes, it is not so important how 

it is set, as the fact that it is set in advance. We can then derive Qi, the required GAAP Equity. 
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We make the simplifying assumption that the only difference between GAAP and Statutory 

Accounting is in the treatment of  initial expenses. Thus, we only need to adjust Q0 for 

Deferred Acquisition Costs (DAC). Under this hypothesis we have: 

( 2.2 

Q0 = So + D A C  

Qi = si for j = 1,2,...,n 

Note that Qn =0 since that is the time when the last loss is paid. 

Next we define assets as the sum of Statutory Reserves and Statutory Sm'plus: 

( 2.3 

A i = UEPR i + XRSV i + LRSV i + S i 

for j = 0, 1, 2, . . .n 

This equation embodies the fundamental accounting principle that the balance sheet must 

balance. Here UEPR is the Unearned Premium, XRSV is the Statutory Expense Reserve, 

LRSV is the Loss Reserve, and S is the Surplus. The Loss Reserve is the calendar period loss 

reserve, inclusive of  IBNR as well as case reserves. We could write a similar equation under 

GAAP. While the Equity would differ from Statutory Surplus and the expense reserves would 

be different, the resulting assets would be the same under the simplifying assumptions we have 

made 5. Note the basic balance sheet formula is used here to define the assets. In contrast, 

when evaluating real companies, the assets are given and it is the surplus that is then derived by 

subtracting the liabilities. 

s As long as there are no GAAP assets such as Goodwill that do not exist in Statutory Accounting, we will 

have equality between GAAP and Statutory Assets even though the liabilities may differ. 
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Nex t  we derive invested assets: 

( 2,4 

IA i = A i - RECVi 

for j = 0, 1 ,2 ,  . . . ,  n 

In this formula,  we use R E C V  to denote  receivables and  amount s  recoverable.  

Wi th  invested assets we can compu te  inves tmen t  income  for each account ing  period. 

Let t ing "i"  deno te  the risk-flee re turn  on  invested assets, we have: 

( 2.5 

IIj = i "IAi_ , 

f o r j =  1 , 2 , . . . , n  

We define pre-tax income  as the  sum of  inves tmen t  income  and underwr i t ing  income:  

( 2.6 

I N C P T X  i = U i + I I  i 

for j = 1 , 2 , . . . ,  n 

To handle taxes, we define taxable underwriting income, UITX, and taxable investment 

income IITX by period. We let t u denote the tax rate on underwriting income and h the tax 

rate on the taxable investment income. We then compute the tax each period via: 
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(2.7 

TAX i = tuUITX i + t~IITX i 

forj = 1,2 . . . . .  n 

Note we are allowing income taxes to be negative. Also note that taxes in our simplified 

model are paid when the income is declared. A more realistic approach might utilize carry- 

forwards and carry-backs in the tax calculation. We would also apply the reserve discounting, 

unearned premium disallowance, and other provisions of  the current US tax code. As well, we 

would model GAAP in more detail by setting up a deferred tax balance to reflect differences 

between tax basis and accounting basis income. While the model could be made more 

elaborate and realistic along these lines, we will avoid complicafons by using our simplified 

approach in this paper. In any real-world application, the actual tax code should be modeled in 

detail. A final note on taxes is that in our examples we will simplify matters by using a 

common tax rate for underwriting and investment income. 

Finally, we define after-tax income: 

( 2.8 

I, = INCIH'X i - ITAX i 

f o r j =  1,2 . . . .  , n  

Now that we have the Income and Equity accounts of  the Single Policy Company, we are 

ready to define the return on the Single Policy. 
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3. T H E  I R R  O N  E Q U I T Y  F L O W S  

We now define equity flows as the flows of money between an equity investor and a 

company. The flows of money could be due to the purchase of stock, the payment of 

dividends, or the repurchase of stock. We suppose the equity flows are given by the 

reconciliation formula: equity flow equals income less the change in the equity balance 6. This 

presumes any capital shortfall will by corrected by using equity capital v. Under this definition, 

flows of investor capital into the company carry a negative sign, while payments from the 

company to the investors carry a positive sign. 

To compute the Equity Flow, F, we add the Income and subtract the increase in the Single 

Policy Company's Equity: 

For j= 0, we set 

(3.1 

F0 = I0 - Q0 = -Q0  

For j=  1,2, ...,  n, we set: 

(3.2 

Fi = I i - ( Q i -  Qi-,) = Ii - Aqi-,  

Figure 1 depicts this general construction. 

6 This is a simplified version of the formula in Roth[15]. 

v In other words, we will not consider the use of debt and other non-equity capital in meeting the Surplus 

requirements. 
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Figure 1 

PolicyHolders [ 

"'°°'u= l 

Employees, Agents, Governments, I 
• Investments [ 

Expenses, State Tax, T 
Income Tax, Investment 
Income 

[ Single Policy Company ] 

Income Statement 

I = Income 

Balance Sheet 

Assets Liabilities 

S = Surplus 

T 
[ Equity Investors [ [ 

For the insurance appfications we are considering, the inidal equity flow, F0, will always be 

negative. There are two reasons for this. First, the initial commitment of equity needed to 

fund the Surplus, So, contributes the amount -So, to the initial equity flow. Second, there is a 

commitment of equity associated with the Deferred Acquisition Cost balance. This is also 

called the "Equity in the Unearned Premium Reserve". It arises from the conservative 

treatment of expenses in Statutory Accounting under which acquisition expenses are incurred 

up-front rather than as the premium is earned. 
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The IRR on Equity Flows, y, solves the IRR equation: 

(3.3 

. ~ -~Fj . ( l+y) - '=~-~Fj .wJ=O w h e r e w = ( l + y ) "  
j=o j=O 

The IRR, if it exists and is unique, is comparable to the interest rate on a loan or the yield 

rate on a bond. However, since IRR is in general the solution to a nth degree polynomial, 

there might be multiple real roots. In that case, for each real root, the equity flows can be 

decomposed into a s.e~.es of lending and borrowing transactions at the rate of interest equal to 

that root. For example, if the flows are (-200, +420, -220), the roots are 0% and 10%. With 

0%, a loan of 200 is made from A to B and paid back after one year, and then a loan of 220 is 

made from B to A and it is paid back a year later. The decomposition is: (-200, 420, -220) = (- 

200, 200, 0) + (0, 220, -220). For the 10% interest rate, the decomposition is (-200,420, -220) 

= (-200, +220, 0) +(0, 200, -220). This is shown in the following chart. 

Figure 2 

T i m e  

0 

1 

2 

Combined  Flow Loan From A to B Loan  From B to A 

from A to B 

FV Flows FV Flows PV @ 10% FV Flows PV @ 10% 

-200 -200 -200 0 0 

420 220 200 200 181.82 

-220 0 0 -220 -181.82 
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While multiple roots are a general problem for IRR analysis s, they do not arise, except in 

pathological cases, when computing the IRR on the anticipated Equity Flows for a Single 

Policy. This is because the Equity Flows in our model only switch signs once. As previously 

noted, the initial Equity Flow is negative due to the up-front commitment of Surplus and the 

posting of the Deferred Acquisition Cost balance. After that, during the period the premium is 

earned, the Equity Flows could be negative or positive depending on the amount of 

underwriting loss and expense in relation to premium and on whether reserves are held at 'full 

value or are discounted. Thereafter, the Equity Flows are all positive. This is due to the 

earning of investment income and the takedown of Surplus 9. Also, note that anticipated 

deferred premium payments or salvage and subrogation loss recoveries and other factors that 

could lead to reversals in the sign of  the net underwriting cash flows do not lead to reversals in 

the sign of the Equity Flows we have defined, This is true because such payments do not 

impact the booked underwriting gain. With only one sign change in the Equity Flows, there 

will be only one root to the polynomial equation and the IRR on the Equity Flows will thus be 

unique. 

On the first sheets of  Exhibits 2 and 3 are examples showing the accounts of the Single 

Policy Company for a hypothetical policy. In each case, the resulting equity flows switch signs 

once and as a result the IRR is umque. Exhibit 2 is the base case. In Exhibit 3 we show results 

when loss reserves are discounted. Our ability to do this stems from having an underlying 

corporate structure with balance sheets and income statements. With Discounted Cash Flow 

models, there is no natural way to model the distinction. 

8 Sign reversals are a problem for single policy cash flow analysis as shown in D'Arcy [5]. 

9 There is also an implicit assumption that reserves, if discounted, will be discounted at a consistent rate that is 

less than the anticipated risk-free immunized investment rate. Pathological examples can be constructed by 

abruptly altering the reserve discount rate from one period to the next. This could lead to reversals in the sign 

of the Equity Flows. 
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Two obiections that have been raised against IRR are, f=st, it may not exist due to multiple 

roots to the IRR equation, and, second, it has an implicit reinvestment assumption at a rate 

different from the market rate. Appet and Butler [1] have already answered these on general 

grounds. To eliminate the sign changes that lead to multiple roots, they introduced preferential 

borrowing and lending rules between a ftrrn and a project under the assumption that " , . .a  

transfer of a loan to a future date must be accomplished at the market rate of interest". While 

we agree with Appel and Buffer on general grounds, we do not need such a sweeping 

argument. We may grant there are general problems with IRR analysis when the flows change 

sign more than once, but the Equity Flows we are analyzing only experience one sign change. 

So, for our particular application, that is not an issue. 

4. T H E  P V I / P V E  M E A S U R E  

While the IRR on the Equity Flows is an intuitive measure comparable to the interest rate 

on a loan, we would also like to define a single policy ROE, a measure expressed as the ratio of 

income over equity. In calendar year accounting it makes perfect sense to take the ratio of 

income for the year over the initial (or average) equity for the year. However, the Single Policy 

generates Income over many years and it has Equity requirements that may span more than 

one year. To summarize the multi-year Income and Equity associated with the Single Policy, 

we will take present values. The result is a measure of return, PVI/PVE, the ratio of the 

present value of income over the present value of equity. 

Let r~ be the interest rate we will use to discount Income and let rQ be the interest rate we 

will use to discount Equity. We set wt= ( l+r  x )-1 and wQ= (l+rQ)-i . Assume the last loss 

payment for the Single Policy is made at the end of "n" years. Then PVI /PVE is given as: 

(4.1 
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PVI / PVE = 

n 

E l  w~ -i (1 + rl). i '  

n - 1  

YQi'wQ -i 
i~0 

Note the formula is effectively discounting income to the end of the first year. This is 

done to make the definition of return consistent with the usual definitions of  ROE and interest 

rate. In those definitions, income is taken at the end of  the year and is not discounted. Note 

that under our definition a one-year venture has PVI /PVE equal to the interest rate and is 

independent of  the rates used for discounting I°. 

We have allowed for possibly different rates to be used for discounting numerator and 

denominator. However, our favored approach is to discount both at the same rate and we will 

henceforth assume a common rate is used unless otherwise stated. Also, we believe that in the 

PVI /PVE context, the appropriate rate for discomlting is the cost of capital. We favor the 

cost of  capital over the risk-free rate because the Single Policy Company can borrow at the cost 

of  capital. The thought is that the Single Pohcy Company could use borrowed money to give 

its equity investors the PVI /PVE return each year. The income generated by the Single Policy 

Company in subsequent years would be used to repay the loans. We have previously 

mentioned a criticism against IRR: that it uses implicit rates of  rcinvestment at non-market 

rates of interest. It is hard to raise a similar criticism against PVI /PVE when the discounting is 

done using the cost of  capital. The rate is explicit and it is the market rate for the company. 

For a numerical example, suppose the Single Pohcy has a two-year payout pattern and 

assume the Single Policy Company will have Equity of 40.0 for year one, and 22.0 for year two. 

10 If $100 is put in a bank account at lhe start of the year and earns $10 of interest paid at the end of the year, 

the return is 10%. The $10 is not discounted. 
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Using our indexing notation, we would have Q0 = 40.0, Q~ = 22.0, and Q.~ = 0. Now assume 

income of 5.0 for year one and 4.4 for year two. With our notation, this would translate to I 0 

= 0.0, 11 = 5.0 and 12 = 4.4. Using a 10.0% rate for discounting, the present value of the 

income at the end of  year one would be 9.0 (5.0 + 4.4/1.1). The present value of  the equity 

would be 60.0 (40.0 + 22.0/1.1). Thus the resulting PVI/PVE would be 15.0% 9.0/60.0). 

Next we will show that P V I / P V E  is equal to the IRR if the rates for discounting are set 

equal to the IRR. 

( 4.2 

Result  Relat ing P V I / P V E  and IRR: If r, =rQ = IRR, then P V I / P V E  = IRR. 

Proofi Let y = IRR and w= (1+y)1. Then from the IRR Equation we have 

(4.3 

It follows that: 

n n - I  

+ 0 =)-~ I," w - i - Q 0 -  E ( Q i - Q ) _ , ) .  w -i Q._,w 

( 4.4 
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n 

~-~Ii "w-i = Qo +(Q,  - Q o ) w  + (Q2 - Q , )  w2 +... + ( Q . - 1 -  Q.-2) w"-' - Q._,w" 
i=i 

11-1 

Dividing both sides by the present value of  the equity, we obtain: *~ 

( 4.5 

n 

E l  i . w-i 

l - w =  /-1 
n 

YQiw-i 
i -1 

and multiplying by (l+y) leads to the desired result. 

This result can be viewed as a way to interpret IRR. Under this interpretation, IRR is a 

PVI /PVE measure in which the rates for discounting change with the profitability of the 

policy. Note the idea that these rates should change is antithetical to the PVI /PVE approach. 

Under the PVI /PVE approach, these rates are, in principle, fixed before modeling the 

particular result for a policy. In Exhibits 2 and 3 we show the two PVI /PVE that result from 

use of two different discount rates. The first is based on a common rate of  12.0% and the 

second is based on a rate equal to the IRR. 

Now, suppose we set the target IRR, target PVI/PVE, and the PVI /PVE discounting rates 

equal to the cost of  capital and derive the resulting profit provisions. According to our theory, 

the two measures will generate identical profit provisions. So in the end, as far as indicated 

profit provisions are concerned, we arrive at the same answer whether we use IRR or 

PVI/PVE. In that situation, PVI /PVE does not provide an alternative to IRR, but rather 

another justification for the validity of  an indicated IRR-derived profit provision. 
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5. B O O K  O F  B U S I N E S S  G R O W T H  M O D E L  

We will construct a book of Single Policy business by writing a policy at the start of each 

accounting period. Each policy is a scaled version of the Single Policy. By summing 

contributions from all prior policies we can derive the income statement items, cash flows, and 

balances for the Book of Business Growth Company. If the scaling factors are generated from 

a uniform growth rate, we can express the accounts for the Book of Business Company as 

polynomial functions of the growth rate. We will see that the company goes through a start- 

up phase during which its reserves, assets, surplus and investment income all increase at a rate 

higher than the generating growth rate. Eventually, the company reaches an equilibrium 

growth phase at which point all accounts increase at the generating growth rate. We will 

measure the calendar period return for the Book of Business Growth Company. 

Before we can properly analyze the Book of Business Company, we need to convert our 

indexing notation from one that refers to timing to one that refers to accounting period. We 

do this by introducing beginning of period (BOP) and end of period 0SOP) suffLx notation. 

The conversion is straightforward. Balance sheet accounts having a subscript, "0", get 

converted to accounts with a suffix BOP and a subscript "1". In other words, the balance at 

time t=0 is viewed as the balance for the beginning of period 1. For a balance sheet account, 

B,, with time value index, t, strictly larger than zero, we define the ending balance at the end 

of period "t", BEOP~, to be equal to B,. Under our assumptions, this is the starting value for 

the next period, so that we have: BBOP,+, = B,. Also, since we have assumed that income is 

only declared at the end of time periods, the translation is very easy for income accounts: an 

account with a timing subscript t becomes an end of period account for period t. Figure 3 

provides a simple numerical example of the conversion to accounting period notation. 
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Figure 3 

Single Policy 
- Timing Notation 

Equity Income 
t Q 1 
0 40.0 0.0 
1 22.0 5.0 
2 0.0 4.4 

Period 
1 
2 

Single Policy 
- Accounting Notation 

Equity Income 
QBOP QEOP IEOP 
40.0 22.0 5.0 
22.0 0.0 " 4.4 

Next, we will extend this notation to the Book of Business Growth Company, by adding a 

prefix G in front of a Single Policy Company variable. We assume the business premium 

volume is growing at a fixed rate of growth, g, and that a new scaled version of the Single 

Policy is added to the Growth Company at the start of each period. We let "n" denote the 

number of periods till all loss is paid for the Single Policy. We can then translate a Single 

Policy Balance Sheet account, B, to the corresponding beginning of period and end of period 

balances for the Book of Business Growth Company using the following formulas: 

(5.1 
k-! 

GBBOP k = E B i .  (1 + g)k-,-i 
j=0 

( 5.2 

k 
GBEOPt = ~ B i . (1 + g)k-i 

i=l 

For example, the Equity at the beginning of year two would be GQBOY 2 =Q0(1 +g)+Q, 

and the Equity at the end of year two would be GQEOY==Q,(1 +g)+Q2. 

The summations in formulas 5.1 and 5.2 can be readily understood with a policy 

contribution diagram: 
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Figure 4 

Book  of  Business  with n=2 
Balance  Sheet  Account  Growth  - Pol icy  Contr ibut ion Diagram 

Year I Year 2 Year 3 Year 4 
Policy BOY EOY BOY EOY BOY EOY BOY EOY 

1 B~ - Bi BI 
2 (l+g)*Bo (l+g)*Bi (l+g)*Bt 
3 (l+g)2*Bo (l+g)2*Bt (1 +g)2*Bi 

4 (l+g)3*Bo (l+g)3*Bi 

To provide a riuriaerical example, suppose the Single Policy had Equity balances: Q0 = 40.0 

and QI = 22.0, and Q2 = 0.. Assume the Growth Company writes the Single Policy at the 

beginning of  year one and writes a 10% larger version of  the Single Policy at the start of  year 

two. Using 5.1 and 5.2, the total Equity for the two policies at the beginning of year two 

would be 66.0 (40.0"1.1+ 22.0). The total Equity would then drop to 24.2 (22.0"1.1) at the 

end of year two. Using our growth model notation, we would write GQBOY1 = 40.0, 

GQEOY~ = 22.0, G Q B O Y  2 = 66.0, and G Q E O Y  2 = 24.2. 

It is important to note that, even though we have assumed end of  period balances for one 

period are identical to the starting balances for the next period for the Single Policy, the same is 

not true for the Growth Company. This is true because a new policy is added to the Growth 

Company portfolio at the start of the next period. The balances f~om the new policy show up 

in beginning of  period balances for that next period, n. 

ii For example, since a new policy is written on l/1/(y+l), the unearned premium balance on 12/3 l/y is 

different from the Unearned premium balance on l/1/(y+l). 
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We will next write a formula for Growth Company income statement accounts. However, 

under our assumptions, the beginning of  period income will always be zero. So we only need 

supply a formula for "end of  period" income items: 

( 5.3 

k 

GIEOP k = E I j "  (1 + g)k-j 
j*I 

Again, a policy contribution diagram can be useful in understanding the summation: 

Figure $ 

Book of Business with n--2 
Income Account Growth - Policy Contribution Diagram 

Year ! Year 2 Year 3 
Policy BOY EOY BOY EOY BOY 1 EOY 

1 11 12 [, 

2 ( 1 +g)* 12 
4 3 (l+g)*l, (l+g)2*II 

Year 4 
BOY EOY 

( l +g)2*l 2 
(l+g)3*ll 

To continue with our numerical example, suppose the Single Policy had income of 5.0 at 

time t=l  and income of 4.4 at time t=2. Under the Growth Model, this would translate to 

income of 5.0 at the end of year one and 4.4 at the end of  year two. Again supposing a 10% 

larger version of  the policy was written at the start of  year two, the total income for the Book 

of Business Company would be 5.0 at the end of  year one and 9.9 (9.9 = 5.0"1.1 + 4.4) at the 

end of year two. The ROE for year two would be 15.0% (.15 = 9.9/66.0). 
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Now we consider what happens when the Growth Company has been growing for "n" 

periods. After that, all income statement and balance sheet accounts will be increasing at the 

growth rate and we say the business is in the Equilibrium Growth Phase. When this 

equilibrium has been reached, the formulas can be written as: 

( 5.4 
n-1  n - I  

GBBOP.+ k = (1 + g)k £ Bi "(1 + g).-,-i = (1 + g)k+"-' ~ [  B i • (1 + g)-i 
i=o i=o 

(5.5 

n- I  n- I  

• )k . . - ,  X--' B • (1 + g)-(i-,) G B E O P . * k = ( l + g ) k £ B i ' ( l + g ) " - ' = ( l + g  Z'.~ i 
i~l j=l 

So, for example, if n=2, the Equity at the beginning of the fourth year would be given as: 

( s.6 

GQBOY4 = (1 + g)3 (Qo + Q, (1 + g)- ' )  

The Equity at the end of the fourth year would be: 

(5.7 

G Q E O Y ,  = (1 + g ) ' ( Q , )  

The general formula for income in the k ~ year of equilibrium is: 

( 5.8 

n n 
k+n- I  

GIEOPo+k = (1 + g l k ) - ] I i - ( l + g )  "-j = ( l + g )  y ' I ,  . ( l + g )  -(i-~) 
I=1 j=l 
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We can now compute ROE when the Book of Business Growth Company is in the 

Equilibrium Growth Phase. Our ROE will be defined as the ratio of end of period Income 

over beginning of period Equity. For any year in the Equilibrium Growth Phase, the ratio will 

be: 

(5.9 

ROE = 

n 

E I j .  (1 + g)-0-') 
j=l  

n - I  

ZQJ'0 
j---0 

A key observation is that Equilibrium Growth ROE is a function of the growth rate. We 

are now ready to show that if the growth rate is equal to the IRR on Equity Flows, then the 

ROE will also equal that IRR. 

(5.10 

Result Relating IRR and CY Growth ROE: Calendar Year ROE in the Equilibrium 

Growth phase will equal IRR if the Book of Business is growing at a uniform growth rate equal 

to the IRR.. 

Proof. Let g= IRR and set w = (l+g)~. We rewrite the IRR defining equation 2.11 as 

follows 

(s.H 

n n - - I  

E I i "  wi = Qo + E ( Q i  - Qi-, ) '  wi - e . - ,  w" 
j=l j~l 

Expanding the fight hand side and regrouping, we have 
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(5.12 

n 

~-~Ii' w i = ( I -  w) '  Q0 + (1 - w)Q,w '  +... 
i=1 

n - I  

=--¢--g Y~ei 'wi 
l + g  i-o 

Therefore it follows that: 

( 5.13 

n 

E l  i .w j 
i=1 g 

n - |  

~-]Qi.wi  l + g  
i*O 

From that we derive: 

(5,14 

n 

Ij.(1 + g)-0-, 
j=l 

g = ._, 

Q i '  (1+ g)-i 
j=0 

= ROE 

Thus we have proved our desired result. 
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The reader may note that this proof is essentially the same as the proof for the PVI /PVE 

result, with the growth rate playing the role of  the rate used for discounting. The Growth 

Model ROE also provides another interpretation of IRR. Consider that once in the 

Equilibrium Growth Phase the Equity increases from one year to the next by the factor, (l+g). 

When g equals the IRR, our result says that ROE is equal to the growth rate g. The conclusion 

is that all the Income is being used to support growth and that the Income generated is all that 

is needed to support growth at that rate. In other words the end of  period Income from one 

period equals the increase in beginning of  period Equity for the next period. So, when we fred 

IRR we are finding the maximal self-sustaining growth rate. It is self-sustaining in the sense 

that equity investors need supply no more capital once the Equilibrium Growth Phase is 

reached. 

In Exhibits 2 and 3 we show Growth Model accounts for our example. We do this in two 

stages. First in Sheet 2 of  these exhibits, we restate the Single Policy Model accounts using Our 

Beginning of  Year (BOY) and End of  Year (EOY) accounting conventions. Then, we show 

growth results in Sheet 3, all at a common growth rate of  5.0%. We compute ROE for each 

year in the Growth Model. A summary table displays IRR and ROE results. The ROE 

summary results are for the Equilibrium Growth Phase. In Exhibits 2 and 3, we also have a 

Sheet 4 that displays accounts where the calculations have been done using a growth rate equal 

to the IRR. For those scenarios, the ROE equals the IRR, thus demonstrating our theoretical 

result. For the Sheet 3 scenarios, the two measures are not equal. 

If we compare Sheet 3 ROE results by year in Exhibit 2, which is based on full value 

reserves, versus the comparable ones in Exhibit 3, which is based on discounted reserves, we 

fred that they are nearly identical in equilibrium. However, during the start-up years, the ROE 

based on discounted reserves is quite a bit higher. This is true even though leverage ratios are 

unrealistically high in the initial years in both models. Were the leverage ratios reduced in 

those initial years, the ROEs would decline in both cases. So, in the case when reserves are 

held full value, the pattern of  low ROEs in the initial years rising up to the equilibrium value 

would be even more pronounced. This leads us by example to a general observation: rapid 

growth tends to depress ROE, but this can be countered by discounting reserves. Thus, our 
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theory tends to make us more apt to scrutinize the adequacy of  reserves and capital in a rapidly 

growing firm that posts a high ROE and has a hea W concentration in long-tailed lines of  

business. 

We have presented models constructed on an annual basis. It is straightforward to build 

comparable models on  a quarterly or monthly basis, because the accounting rules allow us to 

do so. Quarterly equity flows can thus be computed and a quarterly effective IRR can be 

derived from them. PVI /PVE presents a litde bit of a problem. Because we have four equity 

values each year instead of  one, our PVE denominator will be roughly four times as large as 

the PVE from the annual model. On the other hand, the PVI numerator does not necessarily 

increase or decrease in moving from an annual model to a quarterly one. Two alternatives that 

have been proposed to deal with this are: i) view the return as a quarterly effective return or ii) 

annualize the return by dividing the Equity roughly by 4) 2 For ROE we have comparable 

choices. We could take income for a quarter and divide it by the equity for that quarter. The 

result would be a quarterly return. The ahemative is to take a full year's income and divide it 

by the average equity for the four quarters. We will not do that in our demonstration. Our 

point is simply that it is not terribly difficult to extend our models to a quarterly basis. That 

would allow us to achieve greater accuracy. 

6. R E T U R N S  W H E N  L O S S  I S  A R A N D O M  V A R I A B L E  

We have derived our return measures by modeling results of hypothetical corporations 

under the assumption all goes as planned. In particular, we have modeled loss as a single 

point estimate. We now explore how to compute the returns when loss is a random variable. 

Assume we have a loss distribution consisting of  a finite number of loss scenarios and 

associated probabilities. To be complete, we could also have a more comphcated set of  

scenarios, each consisting of a loss amount and a loss payout pattern. But, for our current 

work, we will assume it is only the loss amount that varies. 

n See Robbin [13] for a more in-depth discussion of annualization. 
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Our plan is to model the Income, Surplus, and Equity Flows of each scenario. At first this 

would seem to be easy. We could just plug the loss amount for each scenario into our model 

and let it run. However, the problem is a bit harder than that. We can identify at least three 

major related issues that need to be resolved. The first is whether to let otir Single Policy 

Company go bankrupt in adverse scenarios. The second is the related issue of how to set 

Surplus. The third is how to model the timing of when the actual ultimate loss is recognized. 

We could let our Single Policy go bankrupt in very unprofitable scenarios. The opposite 

approach is to keep it afloat by implicidy assuming the equity investors will pump in as much 

money as is needed. This is over and above the initial or planned commitment of Capital. A 

compromise position is to assume the equity investors post some fixed amount of extra money 

that could be tapped if needed. The rental of this extra capital should carry a charge. In a 

setup suggestive of the shared assets paradigm for insurance developed by Mango [10], we 

could model a Holding Company that would back a portfolio of different Single Policy 

Company subsidiaries. The Holding Company would assess a "use of extra equity" charge 

against each Single Policy Company and would be an intermediary between the equity investors 

and these subsidiary companies. The required segregated Holding Company capital would 

then depend on the amount of capital in each Single Policy Company subsidiary, the odds each 

subsidiary would need to draw on Holding Company funds, and the covariance between results 

of the subsidiaries. While this is conceptually attractive as well as more realistic, it is 

complicated. We will leave implementation of this approach as a topic for future research. 

Instead, we will model a company that does not go bankrupt. While this.approach has some 

conceptually debatable underpinnings, it is the easiest to implement. Further, as we will later 

argue, it provides a conservative estarnate of what would result from a more complete model. 

In regard to what Surplus requirement should be used, we believe, on theoretical grounds, 

that all scenarios should start with the same initial Surplus. The reason is simple: at the outset 

there is no way to know what scenario will ensue. Under our procedure, the initial Surplus 

would thus be set as a percentage of the expected present value of unpaid losses. The 
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expectation would be taken with respect to all scenarios. After that the situation gets more 

complicated. As results are posted for the first accounting period, company management may 

have a better idea than at the start which scenarios are more likely than others. In theory it 

would then set the Surplus based on its revised estimate of present value of unpaid losses. 

While this is in some sense realistic as well as conceptually appealing, it is complicated. For our 

current purposes,we will opt again for the simplest approach and assume a common amount 

of Surplus at each point in time for all scenarios. The common amount of Surplus would be 

set at a given point in time as a percentage of the expected present value of unpaid losses. In 

concept, the percentage would be based on a risk measure operating on the distribution of the 

present value of unpaid losses. In the examples we use the same percentage for all evaluations. 

Now we turn to.the question of when to recognize the ultimate loss in a given scenario. 

Initially, we know only the expected loss over all scenarios. Within any particular scenario, the 

discrepancy must eventuany be recognized on the books of the Single Policy Company. The 

timing of this.recognition will impact underwriting income, loss reserves, investment income, 

income taxes, and equity flows. Our approach is to recognize the difference at the end of the 

first accounting period) 3 An alternative is to set reserves equal to the expected ultimate loss 

times the percent of loss unpaid. The expectation is over all scenarios. Under this approach, 

the difference between the ultimate loss in the particular scenario and the expected ultimate 

over all scenarios would be recognized piecemeal as the losses are paid. Various intermediate 

recognition algorithms could also be used and all the methods could be adjusted to handle 

reserve discounting. While it is somewhat unreahstic to assume complete recognition of the 

ultimate loss at the first evaluation, this leads to the simplest algorithm. As well, we will argue 

that it is the most conservative approach. 

Use of our simplest solutions to each of these problems leads to a very convenient 

modeling result: the average income, average equity, and average equity flow over all scenarios 

13 In a quarterly model, we would recognize'one fourth of the difference at the end of each of the first four 

quarters. 
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are the same as those resulting when the model is run on the average scenario. In Exhibit 5, 

we illustrate this with a three-point loss distribution. What this means is that we do not need 

to separately model all the scenarios to fred the returns. Our results for the average scenario 

will suffice. 

An important caveat is that this observation only applies when the premium and expenses 

are fixed and do not vary with the loss. With Retrospective Rating plans, for example, the 

premium varies with the loss, and is further subject to Maximum and Minimum Retro 

Premium restrictions. The average underwriting loss for such a plan does not in general equal 

the underwrif.ng loss that results from the average loss scenario. So we would need to model 

the full distribution when dealing with a Retro Plan. However, when complications of  that 

sort are not present, we have found that our simplifying assumptions will allow us to 

legitimately reduce the distribution of  losses to a single scenario. 

What have we lost by adopting these simplifications? The answer is that the major factor 

we are missing is consideration of the default scenarios in which the Single Policy Company 

fails to meet its obligations to policyholders. We have incorrectly assumed the equity investors 

would keep the company afloat rather than letting it become insolvent. In effect, we have 

neglected to put a cap on the downside risk to the equity investors. Because we have not done 

so, the amounts lost by the investors in adverse scenarios are greater in our model than those 

that would be indicated in a more sophisticated model. The conclusion is that our model 

leads to a more conservative average result. In other words, our returns are lower than what 

they would be if we had modeled the default option. Though our simplified approach would 

thus be inappropriate for some applications, such as modeling Guarantee Fund assessments, its 

conservative answers are arguably the answers that are most useful in internal corporate pricing 

analysis. In that context, the more complete models can exhibit inadequate sensitivity to the 

tail of the loss distribution. While increasing the relative weight of  the tail does increase the 

risk measure and thus the required Surplus, this is partly offset by the assumption that the 

equity investors can walk away from the big everits. With our simplified approach, there is no 

walking away and, therefore, no offset. Thus the returns we derive are sensitive to tail events. 

We feel this is more appropriate in the pricing context of  our discussion. 
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7. S E N S I T I V I T Y  O F  R E T U R N S  

Before going further, it is useful to study how our three measures of return respond to 

changes in premium, Surplus, interest rate, and payout pattern. We will do this with a simple 

example. Base case assumptions are shown in Exhibit 1. 

The sensitivity of  return with respect to premium is of  interest when pricing a particular 

product or policy. Perhaps the retuzn on a product is initially below target at the premium 

suggested by an agent or broker. Knowing the sensitivity to premium will provide us an 

intuition about much more premium it will it take to get to the target. Summary premium 

sensitivity results for our example are shown in Exhibit 4 on Sheets 1 and 2. Reserves are held 

at full value for Sheet 1 and are discounted in Sheet 2. All Growth Model results assume a 

5.0% growth rate and all PVI /PVE results assume discounting at 12.0%. These selections 

would be appropriate if we suppose that corporate management has targeted a 5.0% growth 

rate and a 12.0% calendar year ROE. As might be expected, due to the fact that all three 

models share a common foundation, there is not much difference in the results. Only when 

returns are negative in the low premium scenario do we see any real difference and even that is 

fairly modest. In that scenario, the IRR is not quite as negative as the PVI/PVE.  

As premiums increase by a constant increment, the returns increase, but in a slightly 

nonlinear fashion. The IRR goes up at a slightly increasing rate, while the PVI /PVE and ROE 

rise at a slightly decre~tsing rate. While a full explanation of  the nonlinearities would require 

detailed analysis, we can at least indicate that our assumptions regarding Deferred Acquisition 

are part of  the explanation as regards PVI /PVE and Growth Model ROE. According to 

these assumptions, an increase in premium leads to an increase in DAC and thus to an increase 

in PVE and GAAP Equity in the respective models. The increase in the DAC component of  

Equity slightly moderates the increase in returns caused by the premium increase. Another 

consequence of  our modeling assumptions is that, counterintuitively, an increase in premium 
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can lead to a reduction in investment income in the second year of the pohcy. This happens 

since we have supposed some premium is not paid till the second year. The assets in that year 

are equal to Reserves plus Surplus and do not change when premium is increased. However 

the rise in premium boosts the Receivables and thus decreases the investible assets. 

Note that the different premium scenarios have different premium-to-surplus leverage 

ratios. This is in accord with our assumption that the Surplus requirement is driven by the loss 

distribution. Since all the premium sensitivity scenarios thus have the same amount of Surplus 

and differing amounts of premium, they end up with different leverage ratios. Another 

observation is that the change in Equilibrium Growth Model ROE as the result of a change in 

premium is the same whether reserves are held at full value or are discounted. This makes 

intuitive sense since the amount of Equity in our model is independe.nt of. whether actual 

reserves are held at fiall value or are discounted. :. 

Now we examine the sensitivity of our returns to changes in the level of Surplus. This 

might be of interest when comparing products with different levels of risk. The different levels 

of risk would translate into different Surplus loading factors for the products. The results for 

our example are shown in Exhibit 4, Sheet 3. There is nothing surprising: more Surplus 

produces re~rns closer to the after-tax yield on investment, no matter which of our return 

measures is used. However, the sensitivity is perhaps lower than might be guessed in advance. 

As we increase our loading factor for Surplus so that the Growth Model premium-to-surplus 

ratio drops from around 3.0 to around 2.0, the returns drop by a bit less than 2 points. The 

major reason for this is that the after-tax return on investment of the Surplus is fLxed and 

immune to the effects of leverage. So, of the roughly 11.7% returns we get in our low Surplus 

scenario, nearly 4.0% is achieved on the Surplus itself and only the increment of 7.7% is due to 

the insurance venture. To get a rough estimate of the Surplus sensitivity in moving from 

leverage of 3.0 to leverage of 2.0, we would multiply the 7.7% by 2/3 to get 5.1%. The 

difference of 2.6% is higher than our observed difference of nearly 2.0%, but it suggests that 

the observed sensitivity is plausible. 
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We next look at the sensitivity of  our returns to changes in the interest rate. As is to be 

expected, the higher interest rates yield higher returns. They are even a bit higher than one 

might initially have guessed. This is due to our method of  setting Surplus values as a 

percentage of the present value of  unpaid loss. As the interest rate increases, these present 

values decline. This reduces the amount of  Surplus, and so the Growth Model leverage ratios 

increase. 

Finally we turn to exanfine sensitivity due to changes in the payout pattern. To make the 

analysis cleaner, we changed our Surplus-loading factor between scenarios so that all scenarios 

would have the same Growth Model leverage ratio. Implicitly we are assuming that the longer 

tailed scenarios have lower risk that just offsets the larger commitment of  Surplus due to their 

longer duration. The results are just as expected: longer payout patterns lead to higher returns. 

The effects are significant. We see that a change in duration of  half a year can change the 

return by over 2 points. This result is sensitive to the interest rate assumption of 6.0% used in 

our analysis. With a higher rate, we would see even greater sensitivity. 

To summarize, the returns exhibit appropriate sensitivities that we can intuitively explain 

after the fact, even if we did not entirely foresee them beforehand. We should caution that the 

particular results we have presented are critically dependent on our modeling assumptions. 

The results would differ if the required Surplus or the Deferred Acquisition balance were 

computed differently. 

8. I N D I C A T E D  PROFIT PROVISIONS 

We define the Indicated Profit Provisions and Indicated Premiums for each of  our 

measures by solving for the profit provision and resulting premium that yields a return equal to 

the selected target reutrn. Results are shown in Exhibit 5 assuming a target of  12.0%. All 

results assume reserves are held at full value. Recall that for P V I / P V E  we also need to choose 

a rate for discounting income and equity. We again chose 12.0% under our logic that the cost 

of  capital is a natural target and the natural rate to use for such discounting. However, 
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according to our result relating IRR and PVI/PVE, when the same rate is used for the target 

and for discounting, we will end up with a PVI/PVE equal to the IRR. Thus our indicated 

profit provisions for IRR and PVI/PVE are identical. With the Growth Model ROE, we used 

a growth rate target of 5.0%. I f we had used a growth target of 12.0%, results for ROE would 

have also been the same as for IRR. However, we have no logic that compels such a choice. 

Rather, we have assumed that management has specified a long-term growth target of 5.0% 

and a target calendar year return of 12.0%. 

In Sheet 1, we examine sensitivity of the Indicated Profit Provisions to changes in the level 

of Surplus. We change the level of Surplus by varying the Surplus-loading factor. As we 

would anticipate, higher Surplus loading factors give rise to higher profit provisions. However, 

the leverage ratios do notfollow a direct inverse relation with the loading factors. The 

divergence arises because the premium is also changing between scenarios. As shown in 

Exhibit 5, the ROE profit provision moves from -1.97% to -0.13% in response to a change in 

Surplus loading factors that reduces the Growth Model leverage ratio from 3.09 to 2.15. 

Next we examine sensitivity of indicated premiums to a changes interest rates while keeping 

the target return fixed. Results are shown in Sheet 2. Raising the interest rate leads to a 

reduction in the profit provision. This is in accord with our intuition. With more investment 

income we need less underwriting income to achieve the target. The IRR and ROE results are 

similar, but not identical. With our loss payout pattern duration of only 2.0 years, moving the 

interest rate up one point reduces the indicated profit provision by a bit less than 2.0 points. 

The result also depends on our Surplus-loading factor. With a higher toadmg factor, we could 

drive sensitivity down. The results can also be explained by noting that interest rates impact 

the leverage ratio in our model. On the one hand, increasing the interest rate reduces the 

present value of unpaid loss. That reduces the Surplus. On the other hand, higher interest 

rates reduce the indicated premium, assuming the target return stays fixed. This happens 

because they reduce the difference between that target return and the after-tax investment 

return as well as increase the investment income on our full value reserves. The net ttadeoff 

between the reduction in Surplus and the reduction in Premium as seen in our results is that 

the leverage ratios decrease modestly with an increase in the interest rate. 
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Finally, we turn to sensitivity analysis of the indicated profit provisions with respect to 

changes in the loss payout pattern. Results are shown in Sheet 3. To facilitate comparisons, 

we adjust our loading factors for Surplus in order to achieve a constant Equilibrium Growth 

Model leverage taro in all scenarios. We see, as expected, that the results show significant 

response to the duxation of the payout pattern. Increasing the duration by halfa year moves 

the profit provision down by just over 2.0 points when the interest rate is 6.0%. 

To summarize, despite a few subtleties, the models produce Indicated Prelrfiums that are 

appropriately responsive to changes in key inputs. Next, we will compare our corporate 

structure approach with the Risk-Adjusted Cash Flow Model. 

9. C O M P A R I S O N  T O  T H E  R I S K - A D J U S T E D  D I S C O U N T E D  C A S H  

F L O W  M O D E L  

The Risk-Adjusted Discounted Cash Flow Model (KA DCF) has often been used m pricing. 

However, it takes a different approach to pricing than the one we have taken. Instead of 

finding the Indicated Premium needed to hit a fixed target return on Risk-sensitive Surplus, the 

RA DCF approach is to fred the Fair Premium directly. The Fair Premium is defined as the 

sum of loss, expense, and income tax cost components. Each component is discounted. 

However, since losses are a risky cash flow, they are discounted at a risk-adjusted rate. 

In words, the formula is 

(9.1 
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Fair Premium = 

PV of Loss at the Risk - Adjusted Rate + PV of Expense 

+ PV of Tax on Investment Income on Surplus and Premium net of Expense 

+ PV of Tax on Underwriting Income from Premium less Expense 

- PV of Tax Reduction for Losses at the Risk - Adjusted Rate 

For a single period example, we can write the formula m mathematical symbols as follows: 

( 9.2 

L X T I , r f . ( P - X + S )  T u . ( P - X )  T u . L  
P = - - + - - 4  + 

( l+rA) (1 +rf)  ( l+ r r )  (1 +rf)  ( l+rA) 

Here P stands for premium, L is loss, and X is expense. The losses are discounted at a risk 

adjusted rate, r^, which is less than or equal to the risk -free rate, r e The tax rate on 

investment income is T I and the tax rate on underverithag income is T u. Here S stands for 

Surplus. Note that the Fair Premium includes a provision for the tax on the investment 

income from both the Surplus and the balance of underwriting cash flows. 

The risk-adjusted rate is a key parameter in the RA DCF model. As D'Arcy and Dyer [6] 

note, determination of this rate is a "thorny issue ''~4. They describe two approaches. One is to 

view the adjustment "as a form of compensation to the insurer for placing its capital at risk in 

the insurance contract ''*s. The second is to derive the risk-adjustment from principles of the 

Capital Asset Pricing Model (CAPM). This is the approach used by Myers and Cohn [12] in 

~4 D'Arcy and Dyer [6], p.342. 

i~ D'Arey and Dyer [6], p.342. 
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their original paper introducing the model. Under CAPM, there should be no charge for 

process risk, only for systematic risk related to the covariance of  insurance losses with returns 

on the stock market. This covatiance is known as "beta. The determination of  beta has been 

the subject of  some disagreement. Some beheve beta is close to zero. For example, Vaughn 

[17] notes:: " For many P / L  lines, indemnity losses possess very litde systematic risk. As such, 

the risk-free rate is often used as an acceptable approximation ..."16. However, Derrig [7] and 

others have used a non-zero, CAPM-based beta in rate filings. 

This short introduction to the RA DCF model is necessarily incomplete, but it will suffice 

to allow us to reasonably compare that model against the procedure we have presented. The 

most obvious distinction is that the RA DCF is a method to determine premium without need 

to assume a target return. In our models, the Indicated Premium is that needed to achieve a 

given target return (or target return at a given target growth rate for the 

Growth Model). 

The next major distinction is that the RA DCF model has no underlying corporate or 

accounting structure, while such a framework is the basis for defining our returns. Because of  

this, the RA DCF has no natural way to reflect the conservative treatment of expenses under 

Statutory Accounting. In our corporate model, this was handled by making an adjustment to 

GAAP Equity for Deferred Acquisition Costs. As well, there is no natural way in the RA 

DCF framework to reflect reserve discounting. While reserve discounting does not impact 

underwriting cash flows, it does impact the flow of funds to equity investors. Our corporate 

model of Equity Flows takes this into account. 17 

J6 Vaughn [17], p. 406 

~7 Another anomaly caused by lack of an accounting substructure is that the balance ofinvestible assets does 

not automatically decay to zero. However, since it usually decays to a positive or negative balance close to 

zero and the RADCF provision is for the present value of taxes on the investment income on the balance, the 

practical impact of the non-disappearing balance is usually negligible. 
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The next point of  distinction concerns the role of Surplus. In the RA DCF, it plays no 

direct major role. There is a provision in the Fair Premium for the present value of  the tax on 

the investment of  the Surplus, but this is usually small. Consider a one-year example assuming 

a 3.0 leverage ratio, 6.0% interest rate, and a 35% tax rate. The full value tax in that case would 

come to around 0.69%. Not only is the effect small, the sensitivity to changes in Surplus is 

even smaller. Reducing the leverage ratio to 2.0 in our example produces a full value tax of 

1.05%. The difference of  0.36% is significantly smaller than the 1.84°/0 difference (-0.13% -(- 

1.97%)) seen in our Growth Model ROE results. Further, if the tax rate were zero, the Fair 

Premium would be independent of  Surp!us. In contrast, in our models the leverage effect of  

Surplus has a critical impact on the results. It is revealing that in some RA DCF models ~s, 

Surplus is assumed to be larger than the amount needed to ensure that there is essentially no 

chance of  insolvency. This view of Surplus is effectively tantamount to regarding it as a "free" 

good; there is more than enough of it to go around. However, in the corporate context of our 

models, Surplus is in scarce supply. 

Another major difference between the models concerns their sensitivity to risk. As we 

previously noted, risk sensitivity in the RA DCF model depends on how beta is selected. Yet, 

that selection is problematic. If  we follow Vaughn and use no risk-adjustment, RA DCF 

pricing would have no sensitivity to risk. Since we believe pricing ought to be risk-sensitive, we 

would disagree with this implementation of  the RADCF: it is an RADCF without the "RA". If 

we follow others who use CAPM to derive a non-zero beta, we would have some risk 

sensitivity. However, those methods have typically been applied at a fine of  business level for 

the industry. It is not obvious how to extend them to pricing different products within a fine 

for a single company. 

Finally, we could follow those who set the beta so as to provide an adequate return on risk- 

sensitive capital. In that case, we would look to our approach to arrive at the Indicated 

18 See Vaughn [17]. 
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Premium and solve for the beta that leads to the same answer. While the presentation of that 

result as a RA DCF calculation might be useful in some situations, it forces us to think about 

risk sensitivity in terms of  changes in beta. Within our framework, risk sensitivity depends on 

the Surplus requirement formula and the spread between the target return and the after-tax 

yield on investment. We believe actuaries and insurance company management find it more 

intuitive to think in those terms. Further, though there are disagreements about how to set 

theoretical Surplus, they are not as severe as the disagreements over beta. 

Ultimately we feel the methods arise in different contexts and reflect different perspectives 

in pricing. Others have noted these differences 19. Management, we believe, will be far less 

interested in knowing the Fair Premium for a product than it will be in knowing the Indicated 

Premium needed to attain its risk-return objectives. One the other hand, as the title of  the 

Myers and Cohn paper [12]," A Discounted Cash Flow Approach to Property-Liability 

Insurance Rate Regulation" makes clear, that model was originally developed to handle pricing 

in a regulatory arena. From a policyholder or regulatory perspective, there may be much 

greater concern with finding the Fair Premium than knowing whether the premium is adequate 

for shareholders to achieve the expected return they desire. While the Fair Premium may 

contain some compensation for the equity investors of the insurance company, those investors 

may or may not find that compensation acceptable. 

One other issue that must be clarified is that there are discounting methods, such as the one 

developed by Butsic [4], in which the losses are discounted at a risk-adjusted rate, yet which are 

closer to our method than to the RA DCF approach. In Butsic's model, the rate adjustment 

depends explicidy on the equity requirement and a given target return. But:sic sets the equity 

requirement as a percentage of  the discounted loss reserve. He also computes an IRR that is 

conceptually the same as our IRR on Equity Flows. He funds the premium needed to hit a 

given target return. What Butsic shows is that if reserves are discounted at just the right rate, 

19 See Bingham [2]. 

Casualty Actuarial Society Forum, Winter 2007 229 



IRR, ROE, and PVI/PVE 

then the ROE for each year is equal to the IRR and the target return. His rate for discounting 

losses is given as: 

( 9.3 

r A = i - e ( R - i )  

Here i is the risk-free rate, R is the target return, and e is the equity loading factor relative to 

the discounted reserve. 

What Butsic has done is to show how to modify the accounting system to bring it into 

accord with economic reafity so the anticipated calendar year returns each year would be the 

same as the IRR. If  we were to discount reserves in our model according to Butsic's formula, 

we would obtain the same results. 

10. C O N C L U S I O N  

We have covered many topics and now it is time to summarize what has been 

accomplished. The first step in our journey was to define our three measures based on a 

hypothetical corporate structure. Looking back we can see that this structure enforced a 

certain disciphne in our analysis. We had to be precise about the amount  of Surplus being held 

and about the flows of money to and from equity investors. The structure aflowed us to reflect 

the impact of  the DAC adjustment in GAAP and the effect of  reserve discounting. Having a 

corporate structure that incorporates accounting rules is a critical aspect of  our approach. 

Further we can conclude that models without sufficient corporate structure cannot fufly 

capture key aspects of  the return on an insurance venture, at least not  the return to an equity 

investor or to the insurance company. 
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We proved results relating PVI/PVE and ROE to IRR and used these to provide new 

interpretations of IRR. We found that, with some simphfying assumptions, we could 

conveniently use a single average loss scenario to obtain the average return when the loss is a 

random variable. We then argued that these simplifying assumptions led to a conservative 

answer that was appropriate in the internal corporate context of out pricing analysis. With 

examples, we explored the sensitivity of ou~ returns to changes in premAum adequacy, Surplus 

level, interest rate, and payout pattern. 

Out examination of the sensitivity of indicated profit provisions showed that these models 

should lead to reasonably responsive risk-sensitive prices for insurance products. The risk- 

sensitive pricing was obtained by using risk-sensitive Surplus requirements in conjunction with 

a fixed target return. 

We have seen the Growth Model ROE emerge as a very strong contender to the IRR on 

Equity Flows. While there was not much of a difference in the results, the Growth Model 

allows us to directly relate product pricing to long-term calendar year ROE and growth rate 

targets. It also produces a calendar year premium-to-surplus leverage ratio for the Book of 

Business in equilibrium. This could be compared against industry benchmarks. 

We have discussed why results from out models would differ from those of others such as 

the Risk-Adjusted Discounted Cash Flow model. This was done in an attempt to increase 

understanding. While some of our comments could be taken as critical, we have not gone so 

far as to say there is anything inappropriate about using other approaches in other contexts. In 

some regulatory situations, it may well be better to use the RA DCF model than any of the 

three we have presented. 
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There already is a significant body of literature on other ways of pricing in general 2° and on 

other ways of pricing insurance products in particular 21. However, we feel we have 

demonstrated a methodology for deriving indicated prices that should be appropriate for 

internal corporate pricing analysis. We believe each of our three measures of return could 

reasonably be used in that context. Methods similar to ours are in common use and we hope 

our work furthers their acceptance. In conclusion, while we have left some theoretical 

questions unresolved and frequently adopted simplifying assumptions, we believe we have 

nonetheless demonstrated three variants of an approach to pricing that is both sound and 

practical. 

20 For example, the Black-Scholes formula for pricing options does not use a target return. 

21 See D'Arcy and Dyer [6], Derrig [7], and Robbin [13] for various alternative approaches to pricing property 

and casualty insurance products. 
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Year 

Invested Investment 
Surplus Surplus Assets Assets Receivables Receivables Assets Income 

BOY EOY BOY EOY BOY EOY BOY EOY P/S 

1 i '; 
2 
3 . 
41 
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hJ Year 

GAAP GAAP GAAP Pre-tax Income GAAP 
DAC DAC Equity Equity Income Tax Income 
BOY EOY BOY EOY EOY EOY EOY GAAP ROE 

-,,,i 
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C~ 

P_ 

o 

Single Policy Company 

UW Assumpt ions Financial Assumpt ions 

Amount Ratio Interest Rate 
Premium _ 1 0 0 , 0  L ' ..10q-0% Tax  Rate  
Loss 72:0 :72:0% R s v  Discount  Rate  
Expense  : -~ . . . .  30.0:  r 30;0% S as % of  PV Unpaid  Loss 
Combined  102,(}: :i: . ]6210'% PV  Loss Discount  for  S Ca lc  

IRR and PVI/PVE Results 

: -- ~:: :_:~.6100% IRR 
: i-~'::-=i;1:35~00°/o PV I /PVE D iscount  Rate  

- : : : : : -6100% =Vl 
7: ::.{/:3,~.56~ PvE 

; "i::!:;:i-[':~ i~ 0 °,¢ PV I /PVE 

110~99%i::::: ! (410199% 

- -- 6:22;:.': ;r.: " 6:23 
" : 56~52(~;:i:~-. '- :-56.73 

Exhib i t  3 
Shee t  1 

q Year  
Earned Incurred Stat  Incurred Star U W  Paid Paid Paid U W  

Premium Loss Expense  Income Premium Loss E x p e n s e  Cash  F low 
0 .'-:. ::.:-!0 0 . ; - ' . .  ::.": ';:0 0~2,:  ::. - t 8  0 ~-> -';~",v.': '~18 0 . : .5:b~:~; .q.7,5;O:: : ; " : ;L?"- '~: i !  ' %.'.'0-~0 i':.: : • ':. 9.0: :  ." :  ;.'.' t;._'; 66~0'!'~:i~, :i::...._ '.. :: '.' . :  .--. ; ; i : .  

::.. : ' - : : lbO.O-;  i. ",;~:S:ii~:ii:::.:. ::,-,-:: , ;~2~b' :."-({i !;:"-~010:~-~"-:-:7>7~ :- "20~ :'5:-!:~-!!~i:'iq~dO: -:;,:"/ .-..i3~5- .:: :>i/:~~:5.!$:::'.:--~.~'.:<:%:: < i"::-: : :!i;: :,:- :,; 
~u 

;L 
t-J 
o 
O -..j Yea r  

Unearned Loss  PV  Stat  Expense  Total  Stat  Invested Inv 
Premium Reserve  Unpa id  Loss Reserve  Reserves  Surp lus  Assets  Rece ivab les  Assets  Income 

• . .- - .. 100 O-. .  :,. -.~-..,0 0 : :. . . . .  ~'.64 1 . . . . ~  - - .:., ,...9 0 .~: -~-.:,:-., ~,109 0.. .:~. -.:-..,.,~,, 20 .2~ . .  :.......129.2-..;-,-.: . .L.,,.:25.0 r,.-,-.~ i;:.'('.il04'~2;i:'sti;~.'r4¢:.{i% 

G A A P  G A A P  G A A P  
G A A P  Incurred U W  Pre- tax Income C h a n g e  Equi ty  
Equi ty  Expense  Income Income Tax  Income in Equ i ty  F low Yea r  DAC 

0 b ; ;  ,::!;; :1810' : i ~' ,q~.38~2:~h~; ; , ,  :;~;~i~>!\:0 0 ~:~::' , Q  ~;~ ~,0~0 .~:~: 'iJ~:i:::;~ ~-~0!0:~ ' : :J~-~!::~!h:~.:::O~O~'3:: '" : <: : .%0";0 i ;~ . :~ :~: ; ; ,  : !138;2~;~::~?:~:~ ;: " 382b - : 7~  ~;:7~ :!, 
1 : ,:c,. <0.0 : :;,~:~':~:15~7!77:;~: . . . .  ~;~30:0>::  :~v  ' :~,~o;2~0;~,:,: ' ; , : , :~,:<:8:3:-:,~,:,; ;-; , ; ;2.9~ 4, : :  : - -  , i 5 : . : , L :  : :  :E-}22=5~:~-:;:: :-..,..:::27;8,:::: .,!,:, ;v, 

t-J 

Total 30.0 -2.0 9.8 3.4 6,4 0.0 6.4 



Exhibi t  3 
t o  Sheet  2 
t o  Sing le  P o l i c y  C o m p a n y -  B O Y  a n d  E O Y  A c c o u n t i n g  

UW Assumptions 

Premium 
Loss 
Expense " .. 
Combined 

Amount  Ratio 
100.0 : . . . .  -100.0% 

72.0 " - .  ' 72 . ' 0% 
30.0 . 30 .0% 

102.0 " .. .  1 0 Z 0 %  

Financial Assumptions 
In terest  Rate 
Tax  Rate 
Rsv Discount  Rate 
S as % of  PV Unpaid Loss 
P V  Loss Discount  for  S Calc  

IRR and PVI/PVE Results 

.. " - ; '  6 .00% 
35 .00% 

6 ,00% 
- .: -31:50% 

, - :  " 6 .00% 

IRR 
PVI /PVE Discount  Rate  
PVI 
P V E  
PVI /PVE 

-.i-,-]-i: : 1 0 . 9 9 % . .  10.99% 
: :::!~S 112ibo%~ ~ ~o.09~ 
<~ i.:' !:.i:'::: ;6.2"2 " " " 6 .23 

: .: . :? . 56 :52 ' 56 .73 
--:-: : :  :~-,i:O;i%: i . i  . . .  l o .9~% 

Year  

Earned Incurred GAAP Incurred GAAP U W  Paid Paid Paid U W  UM~ 
Premium Loss Expense Income Premium Premium Loss Cash  Flow Cash FIo~ 

EOY EOY E O Y  E O Y  B O Y  EOY E O Y  B O Y  EO~ 
: , ' .  : . .  1 0 0 0 - -  ";" . ' - ' 6 8 0 ' , ' . , , " :  %:~300, i - ' . -~: :~-< 'L.7;#,20'  ';: " " . - . - 7 5 0  . . . . .  " , - " . ' . " 200 :  , ' ' : -  ' .~18.~0'c:~;::5:'!;;;~7:';iksr'i66.07:':"'".-:,";--11.5 
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P__ 

> Year  

Uneamed Unearned Loss Loss Stat  Expense Stat  Expense Total  Stat  Total  Stat  
Premium Premium Reserve Reserve Reserve Reserve Reserves Reserves 

BOY E O Y  B O Y  E O Y  B O Y  E O Y  B O Y  E O Y  

P_.. 

© 
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Invested Inves tment  
Surplus Surplus Assets  Assets  Receivables Receivables Assets  Income 

BOY E O Y  BOY E O Y  B O Y  E O Y  BOY E O Y  

? 

Year 
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Year 

GAAP GAAP G A A P  Pre-tax Income GAAP 
DAC DAC Equity Equity Income Tax  Income 
BOY E O Y  B O Y  E O Y  E O Y  E O Y  E O Y  
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C~ 

p~ 
Book of Business Growth Company 

Exhib i t  3 
Shee t  3 

P_ 

U W  A s s u m p t i o n s  F i n a n c i a l  A s s u m p t i o n s  I R R  a n d  R O E  R e s u l t s  

Amoun t  Ratic Interest  Rate 6 . 0 0 %  IRR - ~ ..10.99 % 
Premium . -- - 100.0 . .: . : - -100:0% T a x  Rate  . : .35.00% E Q  Growth  R O E  --[ ~1.0:85% 
Loss 7 2 . 0  : ': .' ~:~-~.-72.0% Rsv  D iscount  Rate . - 6 . 0 0 %  E Q  Growth  P/S . : .2.50 
Expense  " " .B0. ( ) . .  - -  ', '~.-~30~0% S as % o f  PV Unpaid  Loss i , . . ,31:50#& " G row th  Rate  ::,:f,"51()0% 
Combined " ' ' -- :;102~(3-:...:.'i~-i:S::,~:'i02;()% PV Loss Discount  for  S Ca lc  . . .  :. 6 . 0 0 %  

(/3 
O 
('3 ~ °  

Year  

Earned Incur red G A A P  Incur red G A A P  U W  Paid Paid Paid U W  U W  
Premium Loss E x p e n s e  Income Premium Premium Loss Cash  F low Cash  Plow 

E O Y  E O Y  E O Y  E O Y  B O Y  E O Y  E O Y  B O Y  E O Y  
" - 100 0,' ,'~: :,,!'~-~ ~i ~ 6 8 : 0  " ,~" -'- " " 3 0  0 -, " ~,.:' -~:: ,,, ,~,2:0 ~:-.', -: : .  ",~ ',,75:0~ .'-:~ : ,:-~ :,',~ !~ 20,0;~::-:- .-:. • :.'. :" ,~'18:0', " ,-"::~ :~-i.~i;66:0:~ ~, : ~: "."::."- ,~-11'~5 

Unearned Unearned  Loss Loss Stat  E x p e n s e  Stat  Expense  Tota l  S ta t  Tota l  Star  
Premium Premium Rese rve  Reserve  Rese rve  Rese rve  R e s e r v e s  Reserves  

B O Y  E O Y  B O Y  E O Y  B O Y  E O Y  B O Y  E O Y  

'" ; : " - ' ~ ; ' : . . ' : 1 ' 1 5 ! 8 " : : : : " . .  ~,',",:-"-.;.'i:',.-::.O,O;["""'..' . -: '"'72.9~,:. ".' ::.,'!:!'.::-:!:_;'.76;6 !~':" ' . ' :  i ",,:-~',20 3:~ ":,.:,'.i~'~;.,:::';,:i ,10!3~; ~ !:~":.' : ' , ' : . ,209.0:  ._ ';'~:"-.~:~,86!9;'~: :.";:':{,,::=,J,.::,~;.' ...... 

Inves ted  Inves tment  

Surp lus  Surp lus  Asse ts  Asse ts  Rece ivab les  Rece ivab les  Asse ts  Income 
B O Y  E O Y  B O Y  E O Y  B O Y  E O Y  B O Y  E O Y  P/$  

= 

t ~  

Year  
1 

2 
3 
4 

Y e a r  

1 

2 
3 
4i 

. ; "  _;' :,"~.'20 2.i,; ~", :~ :?.;~~ ~:,~45.7: ',:': '- " --" , ;129 2"-: " ':' -:,'::, ':';; ~:'73:2. :~,=..~:, '. ":::-~: :~.~',25!0 ":-':~ -~"::;!:;~!:!i! "? 5'.0'! ;';~':-!::":,:~::~' .~ ,104:'2:: -"~,i '_~:i~:%6:3 ;:r::°i~.:'!"i: ' ~ . ~ S - , . 4 ~ 9 ~  

Year  I 

G A A P  G A A P  G A A P  Pre - tax  i ncome G A A P  
D A C  D A C  Equi ty  Equ i ty  Income T a x  Income 
B O Y  E O Y  B O Y  E O Y  E O Y  E O Y  E O Y  G A A P  R O E  
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Exhibit 3 
t o  ~ ,  Sheet 4 

B o o k  o f  B u s i n e s s  G r o w t ~ l  C o m p a n y  

UW Assumptions Financial Assumptions IRR and ROE Results 

Premium 
Loss 
Expense 
Combined 

Amount Ratio 
' 100;0 . .: - 100.(~% 

-'T2.0 " ' 72i0~/, 
3o.o - . 30.0% 

102;0 " -102.0% 

Interest Rate :~J-. :,. ,:":. " 6 . 0 0 %  IRR . ' . .  '. 10.99% 
Tax Rate ,-!",.;;':.i'~.;-.i:"35.b0% EQ Growth ROE " " 16~99%' 
Rsv Discount Rate ::i I ' !  ~ / J  6:00% EQ Growth P/S ' " : "---,': ;2:58: 
S as % of PV Unpaid Loss - , '.!-., ',31.50% Growth Rate '. .... 1'():99%' 
PV Loss Discount for S Calc :~:!' ;'-::-: 6.00% 

C )  

Year 
1 
2 
3 
4 

Earned Incurred GAAP Incurred GAAP UW Paid Paid Paid UW UW 
Premium Loss Expense Income Premium Premium Loss Cash Flow Cash Flow 

EOY EOY EOY EOY BOY EOY EOY ROY EOY 
:"d' : ' . . .  - 100.0 • ,'/..68.0 ~ .. :' .~30:0.. " .  ' " - : : i?~2~.0~!~: : : : "~, : . : . : "  '~75.0' ' ~" 20:0:,-q.,':~:,, ',.". !",18~0- : .~,',~'.:Y',J;.66:0 :"; ~;~,;;:~FT~ .'~-',111i5 

Unearned Unearned Loss Loss Star Expense Stat Expense Total Stat Total Stat 
Premium Premium Reserve Reserve Reserve Reserve Reserves Reserves 

BOY EOY BOY EOY BOY EOY BOY EOY 

Invested Investment 
Surplus Surplus Assets Assets Receivables Receivables Assets Income 

BOY EOY BOY EOY BOY EOY BOY EOY P/S 

GAAP GAAP GAAP Pre-tax Income GAAP 
DAC DAC Equity Equity Income Tax Income 
BOY EOY BOY EOY EOY EOY EOY GAAP ROE 

":.}-':~:", :,,' ,:;18:0.~ = , . ' . . ' . . ; ' . : , - ' : . , :0:0 ' :  :':.,':':. ,:;F:38.2::, . . , , " ' ,~ ; i~ :15 :7 . ; , , : , ' , ' ; " : , ' : : ' , ; . : 8 :3~" : ' . 7 '~  . ~ i :2~9: .~ ; . :~ : : : :~ : ` : ` / i :5~4~d~:~Z%~14:~7~%~f : : ; ! :h~{ ;~ ;~ :~ !~ : ` : . ,~ ; :~ !  , 

" :.: : ' : 22~2 ' : ,  - - i : : :  ;.- i,.,-6::6-., : .:h....i'~6:~."~, ,; ~;~,~i ;:2~!~ i~: ,., ~:.;, .~ : : .4~: :  ~ " -: :.?:: :~/1:::.!!-,. ,.:",!:::../..$JT.',:~i"!;:~:i'~::i'lo;9§~o:!i~iii'~!i:~J-'~?~!::::~Ti:! 

P__ 

> Year 
R 1 

~.  3 

r j 3  
0 
('3 ~o 

Year 
1 
2 

3 
4 

= 

to  
O 1 

2 
",4 3 

4 

Year 



P_. 

P_ 
C/3  
o 

Return Measures 
Sensitivity to Premium Full Value Reserve 

Scenario 1 2 3 4 5 6 7 
Premium . 80~00~ .  - 85 .00  90 .00  ,. i~ 95 :00 - - ' r ~ "~  : 10=0 :00  " "  : ' - 105 .00 "  " -= -1 :~10 : ' 00  .-  

Comb ined  Ratio 12~2:50%_ : :11'6:47% 1 i1 : ! 1% :.;~(~6::3~°7;i:;':1102.00%- 98;i0%: ,194-55°/; 
. ~ . . - .  . ,. . 

Resulting Growth Model P/S ,2;00: . - 2..12.' 2.25 . -,:~237,:-.-:~ :2:50 . . : :2 .62 :;::~ 2:75 

Returns 
IRR -7.00% " -=2:74% 1.65% 6J5%:" :10~74%. .  15:40% : - /20 :10% 
PVI/PVE -9.2:'i% -4.07% .0.96% 5'.'89.~o"!::/-10.7!% " i'i 15.43% :"' "20--050/0 " 
ROE -8.4:7%;! i-.-3.47% 1,42% 6,21%,. .  ::10.90% 15.49% . 19;99% 

Change in Returns 
IRR ..- - 4.27.,% 4.39%.- _ 4'.50%:~='!":~4i'59%: - 4~66% . ~ i#,:70% 
PVI/PVE i - . 5:14% . 5 .03% 4.~2%::. :!i.i~,:82~,~i ' '  4;"72% ' -~4;62% 
ROE - .-" '-5~00%- 4.89%"- 4,79%~.::~!--._4'.69~: ~4~59%:--.--,~t:50% 

Exhibit 4 
Sheet I 

= 

c~ 
-..j 

Assumptions for All Scenarios Assumptions for All Scenarios 

Financial  Underwr i t ing 

Interest Rate '. "6 .00% 
Tax Rate '::35;00% 
Reserve Discount Rate -::!i. 0100% 
Surplus as % of PV Unpaid Loss :. ;"3~1-!50% 

Rate for PV Calculation .:=,./~6.00% 

Rate for PVI/PVE Discounting " 1:~.00_% 

ROE Growth Rate .... :-'; :5,00% 

Premium 
-/,vades. - 

Premium Payment 
Year % 

0 ,.:', ' "' 75.0% 

2 "~' .~:;5:0% 
3 ,;;--:, 0 : 0 %  
4 -;:; :-: 0~0% 

Loss 
Fixed . " ,:72_.00 

Loss Payout 
Year % 

0 ,_. ': .,0.0% 
1 : -=:25;0% 
2 --; ~ ,150:0°~ 
3 ::  :~:25:0~,~ , , . , . ;= , ,  ._ 

4 .  i ..,-";!0:0% 

Expense 
Fixed . : -10:00 
!Variable " 20 ,0% 

Expense Payout 
Year % 

o .:~ .:3o;o% 
1 - -. 50,0% 
2 ~ " 25~0% 
3 -: : ; -0 .0% 
4 '. ~::.:-'0:0% 

;L  



t~ Exhibit 4 
,~- Sheet 2 

Return Measures 
Sensitivity to Premium Discounted Reserve 

C~ 

q 

P_ 
C/3 
O 
t 3  

q 

P1 

t~ 
o 
o ...j 

;cenario 1 2 3 4 5 6 7 
Premium 80.00. - .  : 8 5 . 0 0  9 0 , 0 0  95:00 . -  100.00 105.00 ~1t0.00:; 
Combined Ratio 122.-50% 1i6~47°,~ -111.11% 106.32% :102.00°/O 98.~1~%~ - 9~.:55% 
Resulting Growth Model P/S " 2~00.- ~ 2.12 2.25 2 :37  2.50 2.62 " 2,75 

Returns 
IRR -7.74% l -3:23% 1.42% ., 6.16%.:: 10.99% 15.87% -20:~9% 
PVI/PVE -8~89%~': -3.75% 1.27% 6 i ~ 9 %  11.01% l 15:73%; :i201:34% 
ROE -8152%:  -31153°/o " ~-1~36% 6.,15°,~o: ~10.85%!:~ ; t 5 . 4 4 %  i'J§:94b,/o 

Change in Returns 
IRR - ~ 4-52% 4.64% 4:75%-. 4.83% i~ 4.88% 4~92% 
PVI/PVE 5 ; 1 4 %  5.03% 4.92% 4.82% :4.72% ~ z,,62% 
ROE " . 5 . 0 b % :  4.89% 4:79% 4.69% 4 : 5 9 % .  4i505/= 

Assumptions for All Scenarios 

Financial 

Interest Rate :. :6 :00% 
Tax Rate " l ~:'35:0'0°,~ 
Reserve Discount Rate :~i: ' ~ ' ~ ,~  
Surplus as % of PV Unpaid Loss :31.50% 

Rate for PV Calculation . .  6~00% 

_ .  , - . . . .  

Rate for PVI/PVE Discounting " !'1-2)00% 
: - : =:- - -z.  

ROE Growth Rate - 15!00% 

Assumptions for All Scenarios 

Underwriting 

Premium 
' : ,  ?~ades- ' -  : 

Premium Payment 
Year % 

0 :lira " ' 7 5 ; 0 %  

1 : ;~ ,20:0% 
2: .i~ii.S~ 
3~;.-: :0.0% 
4 :-:- ' Jl : C 0 " O %  

Loss 
Fixed . 72.00 

Loss Payout 
Year % 

0 0:0% 

2 50.0% 
3 25~0% 
4 " 0:0°/o " 

Expense 
Fixed ' -  ;.10~00 
Vadable ' .. 20.0% 

Expense Payout 
Year- % 

0 5 - : ' ' r ' "  30 ,0% 

1 -i:~i!.~b:~% 
2 ;i::, 25'.06/o 
3 " _. 0;0% 
4-J/~:. - ;0.0% 
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Return Measures 
Sensitivity to Surplus 

Scenario 1 2 3 4 5 6 7 
Surplus as % of PV Unpaid Loss 25 .50% 27.50% 29.50% 3 1 . 5 0 %  33.50% 35:50% 37.50% 
Resulting Growth Model P/S 3.08 " 2.86 " " :2:67 - . : 2 . 50 :  .:: .-:':~ 2:35 . ;~:22 - ~--~ !2.i01 

Returns 
IRR 11.73% " 1:1.3-f% .-11.04% 10.74%'~-~:'.-'-10:46% 10:21% .- . :: 9~97% 
PVI/PVE 11.72%- 11.35% t 1:02% 10:7::1% ":L :;I 0.~,2% 10.16%- . . 9.92% 
ROE 11:96% 11.57% " 1:1:22%- . 10:90%::. .  :10.60% 10:33% - 10.09% 

Assumptions for All Scenarios Assumptions for All Scenarios 

Financial Underwriting 

Interest Rate . 6:00% 
Tax Rate " 35i0()°~ 
Reserve Discount Rate : -.:0-00% 
Surplus as % of PV Unpaid Loss : varies-' 

Rate for PV Calculation ', 6;00% 

Rate for PVI/PVE Discounting :. : i 2 . 0 0 %  

ROE Growth Rate :~.~g:()6g 

Premium 
Fixed -. :'. 100:00 

Premium Payment 
Year % 

0 ':::- 75.0% 
1 : - (  20.06,~ 

3. : - :  :0.0% 
4. :";:o::0o~ 

Loss 
Fixed -.-. - 72.00 

Loss Payout 
Year  % 

0 :-.: -.0,0% 
1::-25~0~ 
2 ": " 50:0% 
3' -:::: 25_0% 

Expense 
Fixed - :10:00 
Variable -i: 20.0% 

Expense Payout 
Year % 

0 - - 30:0% 
1 ~50.0% 
2 - 25:0% 

Exhibit 4 
Sheet 3 
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Return Measures 
Sensitivity to Interest Rate 

Scenario 
Interest Rate 
Resulting Growth Model P/S 

Returns 
IRR 
PVI/PVE 
ROE 

1 2 
4~50.°/.o-'- ,: 5 .00% 

' 2~44! ,-: .' . :~.46 

7:48% ' : 8.56% 
7.38% '" :..8:48% 

'7 .5~% : . 8.65% 

3 4 5 7.00°6 .,71'50% 5.50% 6 .00% ~ 6.50% 
" 2 . 4 8  2 :50 2 .52  - 2.53. " 2.55 

9 .65% " 10.74%: 1.1.84% " 12.93% " 14~04% I 
- 9.59% . 10,7111% " 11.83% .12_:96°4;i '. : 14.-!0%' 
9.7.7% 10.90% . 12.03% 13.16°/o . . 1~..'33% 

Assumptions for All Scenarios 

Financial 

Interest Rate 
Tax Rate 
Reserve Discount Rate 
Surplus as % of  PV Unpaid Loss 

Rate for PV Calculation 

-vades-:  
35.00% 

0.00% 
-31.50% 

Rate for PVI/PVE Discounting 

ROE Growth Rate 

. . T  

:...'I 2:00% 

5.00% 

Assumptions for All Scenarios 

Underwriting 

Premium 
Fixed - .  ': 4 00.00 

Premium Payment 
Year % 

o :-:  75.00./0 
1 . i-~20.0% 
2 " ,' 5 i0% 

4 ~- , .0~0% 

Loss 
Fixed 72.00 

Loss Payout 
Year % 

0 :-- q:0% 
1 !25:o% 
2 ' -50 :0% 
3 ~ 2~6.~ 
4 - 0~0% 

Expense 
Fixed " 10.00 
Vadable ~_ 20.0% 

Expense Payout 
Year % 

0 . 30:0% 

I - : ' : 5 0 . 0 %  

2 -~2&'0% 
3 : 0.0o~ 
4 : i~:::0:0% 
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Return Measures 
Sensitivity to Payout Pattern 

Scenario 1 =Base 2 3 4 5 6 
Loss Pattern 

Surplus % of PV Unpaid Loss 
Resulting Growth Model P/S 

Year 
0 
1 
2 
3 
4 

o.o0% :-0.00% o . o o %  o;oo%, 0100O/o 0.00% o~ooo/o 
" 25.00% :100:00% 50 .00% " 0 .00% '~~  0~00% " 0;00% 0~00% 

50.00% ; o.oo% 5o.oo% lO0.O0%:: 5o:oo% o:oo% 0:00% 
25.00% " 0.00% 0,00% 0.00% :50:00% 100/00% 50.00% 
0.00% 0.00% 0.00% o~oo% -,o.oo% 0:00%, 50:00% 

31.50% - 58.96% 40.72% .31, : t0%: : .  25568%. /21.87% 19~32% 
2.507 2.50 2:50 2~50.--.."~:2:50 " ,~ 2.50 12.50 

Indicated Profit Margins 
- IRR Method 10.74%. " 1 6 : 3 4 %  8,60% 10.82%i' :12~85,%' 14.83% 16.61% 

PVI/PVE Method 10,71% - 6,33% 8.55% 10.79%-,. ~.12.88% : 14.97% 16.92% 
ROE Method 10.90% 6.35% 8.65% 10.'95%i. :13 .15% , 15:34% 17.43% 

Assumptions for All Scenarios 

Financial 

Interest Rate 16.00% 
Tax Rate :. 35.00% 
Reserve Discount Rate -, L !~0100% 
Surplus as % of PV Unpaid Loss : varies 

Rate for PV Calculation : '  12:00% 

J 

Rate for PVI/PVE Discounting 12'.00% 

Growth Rate -' 5~00% 

Assumptions for All Scenarios 

Underwriting 

Premium 

iPremiumPayment 
Year % 

0 75.0% 
1 ~ 1 " 2 0  " 0 %  

2 ' 5.Q% 
3 r. ,./,0~()% 

4 " " 0:0% 

Loss 
Fixed - 72.Q0 

Loss Payout 
Year % 

0 varies ~-: 
1 varies: 
2 varies :, 
3 v~ies: 
4 . vaRes ; : 

Expense 
Fixed :.. _10.00 
Variable . 20.0% 

Expense Payout 
Year % 

0 30.0% 
1 45:0% 
2 ~ 20.0% ., = 

3 5.0% 
4 . ,0.0% 

Exhibit 4 
Sheet 5 
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Indicated Profit 
Sensitivity to Surplus 

1 2 3 4 5 6 
s % of PV Unpaid Loss .25.50% :27.50% 29.50% 31.50% ' '33,50% 35.50% 37.50% 
Growth Model P/S 3.09~~ '.:)!87: - 2.69 2:53 : " 2i3~8 2.26 2 ~ ! 5  

Indicated Profit Margins 
IRR Method -1.79%= : -1.49% -1.20% -0.90% :0.61% -0.32% -0.03% 
PVI/PVE Method -1"79% : : ~1.49% -1.20% -0.90% ,-0~61% -0.32% -0:03% 
ROE Method -1.97% : _-1;65% -1.34% -1.04% " -0.73% -0.43%. -0:13% 

Assumptions for All Scenarios Assumptions for All Scenarios 

Financial Underwriting 

Interest Rate 6.00% 
Tax Rate 35.00% 
Reserve Discount Rate :O.00% 
Surplus as % of PV Unpaid Loss vades ~: 

Rate for PV Calculation 6.00% 

IRR Target Return 12.00% 
PVI/PVE Target Return :12.00% 
Rate for PVI/PVE Discounting . 12.00% 
ROE Target Return 12i0()°,~ 
ROE Target Growth Rate " '.5:00% 

Premium Loss 
Fixed 

Premium Payment Loss Payout 
Year % Year 

0 :  :'75;0% 0 
1... ~ 20.0% 1 
2 ': ..15~(~% 2 
3 . / :  .0,0% 3 
4 :"- :- :0,0)~ 4 

72.00 

% 

0.0% 
25:()% 
50.0% 
25.0% 

0.0% 

Expense 
Fixed . - . 10.00 
Vadable ~20.0% 

Expense Payout 
Year % 

0 30.0% 
1 25.0% 
2. ' ~ 50:0% 

3 25.o% 
4 : 0.0% 

Exhibit 5 
Sheet 1 
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Indicated Profit 
Sensitivity to Interest Rate 

Scenario 
Interest Rate 
Resu t ng Growth Model P/S 

Indicated Profit Mar~ltns 
IRR Method 
PVI/PVE Method 
ROE Method 

Assumptions for All Scenarios 

Financial 

1 2 3 4 5 6 
4.50% " 5.00%- 5.50% 

2:'5-6 :. -. 2 i -55 " : - i  ' . 2.54, 

1..91% 0.98%" 0.05% 
'1:.9'1% ' . . -0 .98% -: 0.05% 
1.88% 0.92% -0.05% 

6.00% "~:~6~50%- , :-7.00% 7.50% 

-0 .90%~' . - ! : ; , '~1 '~86% '~ .:- :~2:82% ' -3.80% 
-0: 90%' !':":>~1.8(~% !'. -,' :i-2!~]2% -3.80% 
L1.0~,%'~-i,:.-2:03% : ..-3.03% -4.05% 

Interest Rate . vadeS_.~ 
_ . . . _  

Tax Rate 35:.00% 
Reserve Discount Rate ~:0i00,% 
Surplus as % of PV Unpaid Loss : :31!507~ 

Rate for PV Calculation - vanes .:.~ 

IRR Target Retum -12!00% 
PVI/PVE Target Return :12~(~0~ 
Rate for PVI/PVE Discounting " i2~00°~ 
ROE Target Return 1'2,::0()~ 
ROE Target Growth Rate -:. , (510~)~,~ 

Assumptions for All Scenarios 

Underwriting 

Premium 

Premium Payment 
Year % 

0 . 75:0% 
1 :~-20:0° ~ 
2 ' I~5Z0% 
3 ~0;0~,~ 

Loss 
Fixed -- 72.00 

Loss Payout 
Year % 

0 0.0% - : . : -  

1 25-0% 
2 " 50:0% 
3 25:0o/~ 
4 .-: : ,0.0% 

iExpense 
Fixed ,-:i -' .-10.00 
Var a b e  ",-;~-0~.0% 

Expense Payout 
Year % 

0,i,T:: : :30;0% 
1 .-~~-~.-25:0% 
2~ ;-;,;:~5_0:0% 

4 :,':,',,i~::~:';!'0"0% 

Exhibit 5 
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Indicated Profi t  
Sensitivity to Payout Pattern 
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Scenario 1 =Base 2 3 4 5 6 7 
Loss Pattern 

Surplus % of PV Unpaid Loss 
Resulting Growth Model P/S 

Indicated Profit Margins 
IRR Method 
PVI/PVE Method 
ROE Method 

Year 
0 
1 
2 
3 
4 

:,. 0.00% : dlbo%~: o . 0 o % .  0.00% 
. 25:bo% 'lOO:db%-:' -'5oloo% o.o0% 

50:0o % -o:oo%- 50-00% loo.oo% 
25.00% .0idO%: 0:()0% 0.00% 

0/00% 0:00% i- - 0.00% 0.00% 

31.50% " 62~00%.. -~,;1.76% 

~0:90% : .2.g6%-";:: ,:, 1.02% 
' 3b~90% : 2~b6%.-":  1.02% 

-1  04%. ...2~194% 0:98%. 

31.08% 
• 2.53 

-0.97% 
-0.97% 
-1.09% 

k . . . . %  

0.00% i :.. o.oo% 0:00% 
o.oo%:~-- o.oo% , o.oo% 

50~00% 0.00% 0100~ 
50:00%-i0d~00% 50.00% 

0:00%- ~0.00%- 5o:o0% 

25.03%1 -.~i 20:Z7%.' . 17:90% 
:;~53 ~ :~ ":.2.5-3: - 2.53 

..'-2:88%..: ' : ~ - 8 5 %  - ~6:72% 
-2:88%. . ~'.85% . :L6~Z2% 
-3.1'6%: -5:3~4% . - -7.52% 

Assumptions for All Scenarios Assumptions for All Scenarios 

Financial Underwriting 

Interest Rate 6:00%- 
Tax Rate 35 .00% 
Reserve Discount Rate : o,(~b% 
Surplus as % of PV Unpaid Loss " vades. 

Rate for PV Calculation 6:00%~ 

IRR Target Return 12:00% 
PVI/PVE Target Return 12,00% 
Rate for PVI/PVE Discounting 12.00% 
ROE Target Return 12~00% 
ROE Target Growth Rate 5~()0% 

Premium 

Premium Payment 
Year % 

1 20:0% 
2 .5:0~ 

4 ~: o:o% 

Loss 
Fixed . --..72~00 

Loss Payout 
Year % 

0 - v a d e s . .  
l i"yafies _. 
2 var ies 
3 :.Varies 
4 ..vades~, 

Expense 
Fixed -i:,~ -I0!0~0. 
Vadable ..:~7 ;20~0% 

Expense Payout 
Year % 

o.,:...~;3o:,o.?~ 
1 L' ~ 45'.0~ 
2 i 20~0% 

4 : --.~:. '0~0% 
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Results for Three Point Loss Distribution 
Sensitivity to Premium Full Value Reserve 

Exhibi t  6 
Sheet 1 

Scenario 
Probabi l i ty 
Premium 
Loss 
Combined Ratio 

Retums 
IRR 
PVI /PVE 

Results by Year 
Year  

0 
1 
2 
3 

1 2 
"~0 .  0 0 %  I . . ' : "  r, i "  " " r - - "  " = " ~ 0 : 0 0 ~  

1 0 0 . o o  _ . . "~1o0'.o~ 
60.00 --.~ 72 ,00  " 

. 9 0 . 0 0 %  '- ' "  " 102.00% 

24.11% -. - -~.:';_--~ 10.:74%;- 
2 3 . 7 9 %  . - _- , 10.7,1%- 

Equity 
Equi ty Income 

Equit~ 
Flow Equity Income Flow 

3 Average  over  All Scenar ios 

-100~00 - '-~ . . . . . .  " :~100i00 

126.00% ' :---~.I:. , (,r .=:'; '.- 102~00%. ' "; / " ' "  " 

Equit~ Equit~ 
Equity Income Flow Equity Income FIo~ 

:38.20 . 0 .00-  --:--38 20 38 20 0 . 0 0 "  -;-38i:~0 38~20. 0.00 : :. '-38.20 i--:- 38,20 .0.0() " -38-20 
"15.74 10:56:  " 3 3 : 0 2 . .  15,74 2 . 7 6  - 25.22 15.74 : -12.84-. i . :~9~62 : ~.;.t5:74 2 . 7 6  .-.::2~5.22 

' .:5.35 ' . 2.:47. ~ - 1 2 8 6  . " 5 ; 3 5 -  .2 .82 ;'"13:21~ 5,35 .- 3~52 ;~:"~13:91Y~.:-!51-35 2.82 ' -1312" 
" .0:00 =0~85-'. i " - 6 : 2 0  - 0:0(~ ' 0.97 - 6 i32  I'- - 0 .00~- i  1 .20  ~ E 5 5  I L l : 0 0 0  0 .97  /_-6: .32 

t.J 



~-~ Exhib i t  6 
~,~ Shee t  2 

Single Pol icy C o m p a n y  

UW Assumptions 
A m o u n t  

Premium ,- - '~100:0 

Loss 60 .0  

Expense  ..- , 3 0 . 0  

Combined 90,0  

Loss Scenario I IE [Loss ]  

Financial Assumptions 
R a t i o  In terest  Ra te  ..-_..,"16:(~0°,~ 

100.0% Tax  Rate  ' 35!00%: 
" 6010% RSV D iscount  Rate  : : ,Q;00% 

• 30 .0% S as % o f  E [ P V  Unpaid Loss]  _ 31-:50% 
' 90.0%! P V  Loss  D iscount  fo r  S Calc  :..-61.00% 

. ~72 .01  

IRR and PVIIPVE Results 
IRR - 2 4 . 1 1 % : . .  ' . " - ' : . - ; . . '  : 

P V I / P V E  D iscount  Rate  1 2 . 0 0 % T  - .. 
PVl  13.45~:- : . " 

P V E  - : .  56 .52  _ - -- - .~- :- " 

P V I / P V E  . : 2 3 . 7 9 %  , ~ :, .,:, 

C~ 

P_ 

> 

Earned Incurred Sta t  Incurred Sta t  U W  Paid Paid Paid U W  

Yea r  I Premium Loss  E x p e n s e  Income Premium Loss E x p e n s e  Cash  F low 

01 ' = " L  - > %I0.0 . . . .  •0.0= , . " :'~.- ~1.8.0. . . . .  18 :0• .  ,"~:~-,:;=1,75;0 ! . '  -~ ' . /  ' 0 ,0  .. ,":?:!:9:0::L: " " :  ::66;0i~. ;.. • - " • ,  •~L,S:~•?: ;".: . 

3 --i"::..,: ;' .; 0.0~, . ; 0 .0  L ' i -::i.:;../~ 0~0; . O.0- . ;:I:.;:I,;:,I0::01:I.::I::.L - .  " .15.0 " 1:5:. - . - . ,  ",:~16:5,.: -~:., ~,,.i.:~,:./~:.i.; 'i:...:-" 
4 . "  : " - . : . :0 .0  " . 0 . 0  ..:.•i:.-!'!,::i:~!~0:0. - .o :o  ' •  . :~.i::;:;!i~(O".5::~/--i~.•:.: '•, ~. 0:o .•;610,..~<~':::•/...~,!'i0.o,:.i . . . . . . .  ~.~.;..:--..:>,.:-..•: .~ 

Total  . . . . . . : > . 1 0 0 : 0  . 6 0 . 0  .'.. , . , - . : - :- :30:0 . . .10:0-, .L,100:0i,::-;:_~ ', . 6 0 . 0  ->30.0 . , : " : '  :,..,10.0,, ' -- ' ,.?: ::.L ~:,Z:--.:.i , :. 

Unearned  
Yea~ Premium 

0 
1 

2 

3 

4 

Loss Expec ted  P V  Stat  E x p e n s e  
Reserve  Unpa id  Loss  Reserve  

Tota l  Star  Inves ted  Inv 
Reserves  Surp lus  Asse ts  Rece ivab les  Asse t s  Income 

C/3 
O 

;~ ~; ; : ;~ :400.0 . :- ::::;:I0:0/,:-:,:C~LiL:!.::;6~:I,  ̀  -.. -. ; : ' : :  9.0-,:.-.::-. ' ,<;i: i~109',01~:~--'-::.- '~;:~_ 2 0 : 2 .  -: - - J 2 9 ' . 2 ! : i ; ; < ' / : : ~ i ; , : ; 2 5 1 0 - ~ - , i ! " ; - : i , ; 1 0 4 2 ' , ~ , q . T ; : ~ " , ~ v : ! <  ' 

o 
-..j 

G A A P  G A A P  '. 

G A A P  G A A P  Incurred U W  Pre- tax  I ncome  C h a n g e  Equ i ty  

Equ i ty  E x p e n s e  I ncome  Income Tax  i ncome  in Equ i ty  F low Year DAC 

0 .,~ : ,, ,-::, : :..:,,,,.1.. 8 .  D,  . . .~::.:.38:2 . . . .  .,,.,:.~-~,-,0:0;~,,,, . . . .  0.0:.--.~ ,.'. .... ~,:Q~0~-,.= >. . :  . . . .  .0~0,  . -.' ~ ~:~,0.0 . . . . . .  :--,. ,,38.2~ :..: . ~ ...~38.,2~'.., ,,.....,,v.,,, '. 
1 -~ ..: :-ii~": "oi0: ..~ ':"'~lS~.~::.-::"-:.;:!;'.;,::;'36!b: . ~  ' "  . lifo oi'.:.- ,! :.'.=~'::iilY~-~:;-!:,!.'~i"..~:.~;. 5 :~  ' "... %1o!6i, ~..:"~'.." : . ;22~~ ' , - . ' : '  ~: ::~'~3!~;~ii~ii~!:i/:i: ~ 

Total  30 .0  10.0  21.4  7 .5  13.9 0 .0  13.9 
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Single Policy C o m p a n y  L o s s  S c e n a r i o  2 [ E [ L o s s ]  

Interest Rate 
100.O%lTax Rate 

LOSS l /  : - : 72 .0  " 72.0%IRsv Discount Rate 
Expense ] .  - 3 0 . 0  30.0%]S as % of E[PV Unpaid Loss] 
Combined ].. - ' 102.0 1 0 2 ~ / P V  Loss Discount for SCa lc  

.. -_~ 72:01 

F i n a n c i a l  A s s u r e  ) t i o n s  I R R  a n d  P V I I P V E  R e s u l t s  

: L1--6;00% 
,13S:00o/, 

--:i~. 0:ooo~ 
. , 3 4 ~ 5 0 %  

.i:::iisiob°L 

IRR , ; .  -:10.74% 
PVI/PVE Discount Rate - . 12 .00%-  
PVI ~ : 6.05 
PVE - ' :  ' " " 56,52 
PVI/PVE ' i i .  ! 0  7~1%i~- 

Exhibit 6 

Sheet 3 
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o 

q 
Year 

0 
1 
2 
3 
4 

Total 

Earned Incurred Stat Incurred Stat UW Paid Paid Paid UW 
Premium Loss Expense Income Premium Loss Expense Cash Flow 

.~ .~ . .:.--:- -:0.0 : -0:0~-;~: .-.~-:, ~::~-~18!0-~. - : -., -18.0 .-:-~:.'i.~75:0--..-i'..: -.:010.- :..---,_~,9~Oi~::.!,~! ,:;:-i,~i:-/660,. : : , . .  :-..z :-!..:i.:: :- 
. " i~:~l()b.0 , , .-72~0':' :--'-::.3:1;!~!i~1';~.':5:;;~ .:/.3 16'0 .~:!-:::?i?~20b".."-! :;: ~ i8 .0  - ~~:-,13:15 ?:-:'-:!" :1;':;1:~1~5 ~,- . "  ' :!:'-~":::::?>:::~-::: 
" :- :;, ).,!::.b:o : : 0.o:-.:i i "-!/,i:-,i.!!~',:~15~o:? " . i .  o o  -::~-:.~.i-,"S~o-."::::. ' -3d :o  /".6~0:.~.!~!.:":~!.--i.-3~ioi'i-: , ~.:. -.:::i:-.-i:..: ~ .> . :  
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GLM Basic Modeling: Avoiding Common Pitfalls 

Geoff Werner, FCAS, ~ ,  and Serhat Guven, FCAS, MAAA 

Abstract Starting in the 1990's many of  the larger US personal lines carriers began to implement predictive modeling 
techniques in the form of  generalized linear modeling (GLM). Because o f  the early success realized by those 
companies, the vast majority o f  companies are now rushing to employ these techniques too. In their haste to keep up 
with competitors, many companies are making mistakes and not getting the full benefit possible. 

The following are some of  the most common mistakes made by compames beginning to build GLMs: 
• Failing to get full buy-in from key stakeholders. 
• Relying too heavily on pre-analysis. 
• Using loss ratio analysis. 
• Modeling raw pure premiums for all coverages direcdy rather than modeling at the component level. 
• Restricting analysis to variables and groupings in the current rating algorithm. 
• Misusing offsets. 
• Treating the predictive model as a "black box". 
• Limiting the use o f  GLMs to risk models. 

This paper will address each o f  these pitfalls in turn. By being aware of  these pitfalls, compames can hopefully minimize 
the transition period and achieve the full benefits of  multivariate pricing as quickly as possible. 
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BACKGROUND 

Predictive modeling has been standard practice for insurance ratemaking in the highly advanced UK 
marketplace for many years. While a few US companies have been doing predictive modeling for some 
time, it has not been until the last five years that there has been widespread acceptance of these 
techniques in the US marketplace. 

What Is Predictive Modeling? 

Essentially, predictive modeling involves using historical data to construct a statistical model that will 
be predictive of the future. Each observation in the historical dataset contains information or data 
elements that are essential in building a predictive model. Figure 1 is a visual representation of 
predictive modeling. 

There are three types of elements in the historical dataset. First, there will be a dependent or response 
variable which is what the 
dependent variable is the 
loss amount. Second, 
there will be a weight 
associated with each 
observation. When 
modeling severity, the 
weight is the number of 
claims associated with 
the loss amount of the 
observation. Finally, 
there are independent 
variables or predictors. 
These are the 
characteristics of each 
observation that are 

~ractitioner is trying to predict. For example, when modeling severity, the 

IndeDemient/Predictors ] Weluh~ De~ndent/ResDome 
Age Accidents Claims Losses 
Limit Convictions Exposures Claims 
Territory Credit Score Premium Retention 

Parameters 
Validation Statistics 

Figure 1. Overview of Predictive Modeling 

being studied to ascertain whether a variable has any predictive power. 

The practitioner uses the historical data to build a statistical model. The output of the model is a set of 
parameters and validation statistics. The parameters represent the actual results; for example, when 
performing class plan analysis, the parameters will be the indicated relativities. 1 The validation statistics 
provide the practitioner with an understanding of the effectiveness of the model. 

The majority of companies using predictive modeling are building such models to identify new rating 
variables and to better quantify the relationships between these new variables and existing rating 
variables. 

t To be precise, practitioners generally use a log link function for class plan analysis. When doing so, the indtcared relarivities are really 

calculated as exp(relevant parameters). 
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Does Pred ic t ive  M o d e l i n g  M a k e  a D i f f e r e n c e ?  

Figure 2 shows a comparison of the relative predictions for automobile  theft by age derived from a one- 
way analysis  (square markers) and a s imple general ized linear model (circle markers). As can be seen, 
the difference in these lines is quite significant for some age categories; more specifically,  the 
percentage difference between the one-way prediction and the prediction based on the generalized l inear 
model  ranges from -38% to +6%. As this is only the difference for one factor for one cause of loss, it is 
apparent that the differences could be even more significant when the differences in other factors and 
other causes of loss are compounded. 

Whi le  the mere fact that the results are 
different does not prove that the 
multivariate results are superior to the 
results based on the univariate 
analysis, it is commonly  accepted that 
multivariate analysis  corrects for 
methodological  flaws inherent in one- 
way analysis  and is more accurate. 2 
Thus, the companies who employ 
mult ivariate techniques will  be able to 
better predict loss costs and develop 
more accurate pricing structures. 
Companies  who fail to employ these 
techniques will  not have accurate 
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Figure 2. One-way v GLM 

prices and will  be susceptible to adverse selection. 

W h a t  a r e  c o m p a n i e s  d o i n g ?  

The number of US companies using multivariate analysis  has increased dramatical ly over the past five 
years and virtually all of the companies in the top 20 are doing some form of multivariate analysis  to 
gain a competi t ive advantage with respect to classification and factor analysis. The most  commonly  
used predictive model ing technique is generalized linear model ing (GLM). The popularity of GLMs is 
l ikely due to several key advantages of GLMs as compared to traditional and other predictive model ing 
techniques: 

- GLMs can readily adjust for both exposure and response correlations that cause one-way 
analyses to fail. 

- Traditional statistics (e.g., loss ratios) include a systematic and unsystematic component.  Like 
other predictive model ing techniques, GLMs al low the model to separate the components  to 

" In the example shown, the extreme difference between the indications at the youthful ages is caused by distributional biases 

between age and other variables (e.g., limits and cost of vehicle). A fidl discussion of the reasons generalized linear model 

results are more accurate than those produced from traditional analysis is outside the scope of this paper. For more 

information on this refer to "Something Old, Something New in Classification Ratemaking With Novel Use of GLMs for 

Credit lnsnrance" written by Keith Holler, David Sonanaer, and GeoffTrahir and published in the 1999 CAS Winter Forum. 
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remove unsystematic variation or the "noise" in the data and identify systematic variation or the 
"signal" in the data. 

- Because GLM is a predictive modeling technique, it allows the user to do more with less data 
than traditional techniques which require significant amounts of data in each cell for "full 
credibility". GLMs tend to be more robust than other predictive modeling techniques and are 
less susceptible to over-fitting (e.g., CART or MARS) that may occur with small data sets. 

- GLMs provide the modeler with a battery of diagnostics that allow for decision-making in the 
context of a solid statistical framework. 

- GLMs allow the modeler to assume the process being modeled follows any distribution within 
the exponential family. Theexponential family includes common distributions like Poisson and 
Gamma that are generally accepted as appropriate for modeling insurance data. 

- GLMs are not "black box" models. Unlike some of its predictive modeling counterparts (e.g., 
neural nets), a GLM is easy to interpret and allows the analyst to clearly understand how each of 
the predictors are influencing the prediction. 

A r e  C o m p a n i e s  B e i n g  a s  E f f e c t i v e  a s  P o s s i b l e ?  

Because predictive modeling does make a difference, companies are rushing to employ these techniques. 
In their haste to keep up with competitors, companies are not always taking the time to perform the 
analysis appropriately. Consequently, many companies are making mistakes and not getting the full 
benefit possible. This paper is intended to address some of the most common problems companies 
encounter when moving from traditional techniques to multivariate analysis, such as: 

- Falling to get full buy-in from key stakeholders. 
- Relying too heavily on pre-analysis. 
- Using loss ratio analysis. 
- Modeling raw pure premiums for all coverages directly rather than modeling at the component 

level. 
- Restricting analysis to variables and groupings in the current rating algorithm. 
- Misusing offsets. 
- Treating the predictive model as a "black box". 
- Limiting the use of GLMs to risk models. 

This paper will address each of these pitfalls in turn. By being aware of these pitfalls, companies can 
hopefully minimize the transition period and achieve the full benefits of multivariate pricing as quickly 
as possible. 

KEY STAKEHOLDER BUY-IN 

It is important for all key stakeholders to support any major change to pricing techniques. The main 
reason that companies using multivariate techniques are improving their results is because these 
techniques more accurately predict the risk. Thus, by definition, the multivariate results are different-- 
and in some cases significantly different--than the univariate results. While all of the key stakeholders 
do not need to fully comprehend the mathematics associated with GLMs, it is imperative they recognize 
the benefits of multivariate analysis and that they expect the results to be different than those from prior 
reviews. 
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The best way to communicate information of this sort is to provide simple examples based on company 
data that highlight distortions caused by one way analysis. To do so, the practitioner should build a very 
simple GLM, look for a variable for which the difference between the one-way and GLM result is 
materially different, and examine the correlation statistics to find a variable that is likely contributing to 
the difference. Those two variables can be used as a simple case study of how one-way analysis can 
lead to inappropriate conclusions. As this represents a major shift in mindset, it is likely that that 
practitioner will have to go through this process more than once. 

Once management is convinced that the multivariate results are superior, the modeler can compare the 
results of a "quick and dirty" predictive model to the current rates to determine an estimate of the 
subsidization inherent in the current rates. (If available, indications based on traditional analysis can 
also be included in the comparison to highlight differences.) Figure 3 is an example of how this type of 
information can be displayed for non-technical audiences. For each individual observation, the modeler 
calculates Current 
Premium/Indicated Premium 
- 1.00 and categorizes each 
observation in the range 
corresponding to the 
inadequacy or excessiveness 
associated with that 
observation. For example, 
the XXX exposures in the 
5%-10% bucket are risks 
whose current premium is 5% 
to 10% above the indicated 
premium. The cross-hatched 
bars represent risks whose 
current premium is below the 
indicated premium (i.e., risks 
being subsidized) and the 
solid bars represent risks 
whose current premium is 
above the indicated premium 

Subsidization 

c . . .u~k . , . , ,  t .  

F igure  3. Subs id iza t ion  H i s t o g r a m  

(i.e., risks subsidizing). If all risks were being charged the right rate, every observation would be in the 
bucket containing 0%. ff the bars are spread out as in Figure 3, then there is considerable subsidization 
present in the rating plan. That subsidization represents opportunity for improvement. 

Unfortunately, in many companies the group responsible for producing the indicated relativities makes 
the mistake of not doing the appropriate up front communication. Failure to do so invites significant 
resistance when the indicated multivariate relativities are not in line with the traditional univariate 
results on which the others within the company have been basing decisions for years. This resistance 
usually leads to undesirable compromises. For example, senior management may choose to only 
implement one aspect of the multivariate analysis. In the best case, this weakens the effectiveness of the 
plan; in the worst case, it can actually result in implementation of plan that is inferior to the current 
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plan. 3 Interestingly, gaining company-wide acceptance is usually most difficult for companies who 
were the most successful previously. In such companies, senior management is often very reluctant to 
abandon methodologies that were used to achieve the success. 

PRE-ANALYSIS 

Performing pre-analysis can be helpful to get a feeling for the data. Pre-analysis oftentimes includes 
traditional one-way data, volume measures, and correlation statistics. 

Traditional one-way data includes items like raw frequencies, severities, pure premiums, and loss ratios. 
Examining these ratios can help the practitioner in three ways. First, it can help the modeler spot items 
that may distort the analysis (e.g., extraordinary losses) if left unadjusted. Second, it will highlight what 
others in the company may be examining, so the practitioner will be better prepared for difficult 
discussions when the multivariate results are different than the univariate results. Third, it allows the 
modeler to build a priori expectations that can help when applying judgment during the modeling. 
The mistake some practitioners make is putting too much emphasis on the univariate results. It is 
important to recall that the whole point of using multivariate analysis is to correct for the flaws inherent 
in univariate analysis; therefore, the results will have some differences and it is imperative the modeler 
does not allow the univariate results to bias judgment and ultimately limit the benefit. 

Volume analysis usually includes an examination of the distribution of exposures, claim counts, and 
premiums. Volumes can help the practitioner decide the appropriate number of years of data necessary 
and whether there is enough data to do test/training analysis. The mistake some modelers make is to use 
these volumes to calculate traditional estimates of credibility. Traditional estimates of credibility are not 
necessary within the context of predictive modeling and are replaced with better diagnostics that indicate 
the amount of reliance that should be given to individual estimates. 

Finally, correlation statistics (e.g., Cramer's V) inform the practitioner which independent predictors 
have a high degree of exposure correlation. The mistake too many companies make is using this 
information to eliminate correlated variables from the modeling process before it even starts. The 
practitioner should not eliminate variables at this stage, but rather note the high correlations and be 
aware that the inclusion/exclusion or offsetting of one of the factors will have an impact on the other 
factor. By not ruling out the variable before the analysis starts, the practitioner can test the various 
variables within the multivariate framework to determine whether only one or a combination of the 
highly correlated variables should be included. 

Basically, if the intent is to do multivariate analysis, then the practitioner should perform multivariate 
analysis and avoid the temptation to make decisions during the pre-analysis stage. By making decisions 
before the multivariate analysis begins, the practitioner is only limiting the potential benefit. 

The carefid use of offsets can help minimize the adverse impact of implementing GLM results on a piecemeal basis. Offsets 
are discussed in detail in a later section. 
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PURE PREMIUM V. LOSS RATIO ANALYSIS 

When it comes to risk modeling, many companies are doing loss ratio modeling, rather than 
frequency/severity modeling. There are both practical and theoretical reasons that modeling loss ratios 
is less preferable. 

ff loss ratios are being modeled, it is imperative that the loss ratios be calculated on current rate level; 
failure to do so will make the resulting relativities inappropriate. Because the practitioner is performing 
multivariate analysis, it is not sufficient to use an on-level approximation method that applies an average 
current rate level factor to a diverse set of observations. Instead, the loss ratio for each observation must 
be put on the correct rate level which is done via extension of exposures (i.e., re-rating) and should be 
"re-underwritten" if underwriting rules were changed. This can be a very difficult--and for many 
companies --an impossible task. When modeling frequency and severity, the modeler uses exposures 
rather than premium. Thus, no current rate level adjustment is necessary. 

It is widely accepted that there are standard distributions for frequency and severity. Generally 
speaking, a Poisson error structure is appropriate for frequency modeling and a Gamma error structure is 
appropriate for severity modeling. Loss ratios, on the other hand, do not follow a typical error structure 
as the distribution will be highly dependent on the rating structure of the individual company. This 
unnecessarily adds another level of uncertainty to the modeling process. 

Judgment is an important part of the modeling process; therefore, it is helpful if the modeler is able to 
formulate some a priori expectation. When modeling with a pure premium approach, the practitioner 
can break the data into frequency and severity components and use their knowledge to formulate 
reasonable expectations. For example, when modeling auto collision frequency, the modeler may expect 
the age curve to decrease from youthful to adult and increase again for the most mature drivers. 4 Figure 

F~qu*aey 
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Fieure 4. Raw Freauencies Bv Aue 
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Fizure 5. Raw and Modeled Freauencies Bv A~e 

4 Depending on assignment rules, there may be a hump in the middle around the age that teenage drivers are added to the 
policy. 

Casualty Actuarial Society Forum, Winter 2007 263 



GLM Basic Modeling: Avoiding Common Pitfalls 

4 shows an example of raw frequency data by age of driver. To the extent that the pattern is erratic, the 
modeler will be able to use appropriate techniques (e.g., fit a curve or group levels) and knowledge 
about insurance to build a model that is captures the signal in the data (see Figure 5). If, on the other 
hand, the modeler is modeling loss ratios, the only expectation is that the loss ratios will be the same if 
the rates are perfect. Given that the current rates are probably not perfect, the modeler cannot know 
whether a resulting erratic pattern in the age results is due to random noise or is a very real pattern due 
to the underlying rates. Figure 6 shows the raw loss ratios by age for the same dataset. It is clear that it 
would be difficult to distinguish the noise from the true signal in the data. 

Another practical issue is that loss ratio models become obsolete as soon as any change is implemented. 
Thus, the loss ratio models built during one review cannot be used as a starting point for any subsequent 
reviews. In contrast, the frequencies and severities of individual observations do not change just 
because a rate adjustment is made. Thus, the frequency and severity models built with one review 
should be a very good starting point for the next review. 

If loss ratio modeling has these issues, why do 
companies do it? There are three basic 
reasons that practitioners may model loss 
ratios. 

1. Premiums may be readily available 
and exposures are not. As it is 
generally easier to obtain exposures 
than premiums this situation is rare. 
When modeling pure premiums it is 
important to include all the variables in 
the modeling dataset. 5 In some cases, 
the practitioner may not be able to get 
all of the variables on the database and 

- , • • • . • 

. . . ,  
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Figure 6. Raw Loss Ratios By Age 

uses the premiums to try to account for some of the variation in the missing variables. This, of 
course, assumes the premiums reflect the true indication, which is often not the case. 
Additionally, this is only appropriate if the premiums are on level at the granular level. 
The most common reason seems to be precedent. Historically speaking, companies were 
performing univariate analysis techniques. With univariate techniques, using loss ratios is more 
accurate than using pure premiums as loss ratio analysis does a better job of coping with 
distributional biases in the univariate world. Because of this, companies seem to have gotten 
into the habit of working with loss ratios. Now that companies are performing multivariate 
analysis, the reasons that loss ratios outperformed pure premiums in the univariate world are no 
longer applicable. 

So, for these practical and theoretical reasons, loss ratio modeling should only be employed out of 
necessity. Instead, companies should pursue pure premium modeling at the component level as it will 
lead to better models and ultimately increased benefits. 

s At a tninimum the practitioner should include all variables that have significant correlation with other independent variables. 
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C OM P ONE NT  LEVEL MODELING 

Once a company understands the advantages associated with pure premium modeling relative to loss 
ratio modeling, the next question is whether the company is going to model frequency and severity 
separately by cause of loss. 

For years, analysts have been performing traditional loss trend analysis. When the data is available, 
traditional analysis is typically done by coverage or peril and for frequency and severity separately as 
that is the most effective way to discern underlying trends in the data. Despite that precedent, many 
companies try to build predictive models on a combined level. 

Many companies, especially personal lines homeowners and commercial lines insurers, are tempted to 
model all coverages or perils combined to save time. Most homeowners insurers can separate the data 
by peril and should do so. While commercial lines carriers may not have the option of completely 
separating the data, workers compensation carriers 
have medical versus indemnity readily available and 
general liability carriers know property versus 
liability losses. If a practitioner wants to model on a 
combined basis, a quick analysis of the residuals 
highlights whether or not the different perils or 
coverages can effectively be combined. Figure 7 is 
an example of a plot of the residual (i.e., actual - 
predicted) for every observation. The x-axis 
represents the fitted value and the y-axis represents 
the magnitude of the residual. In this example, the 
plot has two separate concentrations. This 
appearance is typically seen when multiple causes of 
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Figure 7. Residual Plot 

loss are included and the model is not effectively handling them. If this pattern is seen, the data should 
be separated and the coverages/perils should be modeled individually. If it is not possible to separate the 
data, then the practitioner should consider employing dispersion modeling techniques. Dispersion 
modeling is an advanced topic that is beyond the scope of this paper. 

A more common shortcut companies attempt is to model raw pure premiums directly rather than 
modeling frequency and severity separately. Interestingly, the anticipated time savings is usually not 
achieved. When modeling separately, severity modeling is usually very straight-forward and takes little 
time to find simple trends amongst the noise. More time is usually spent building a good model on the 
stable frequency data. Practitioners may believe there is time savings based on an assumption that there 
is only one model being built, but if raw pure premium modeling is done properly, that is not the case. 
In order to properly reflect the bimodal nature of pure premiums, the analyst should also build a 
dispersion model that coincides with the Tweedie model. 6 So, whether modeling frequency and severity 
separately or modeling pure premiums, the analyst is still building multiple models. But with raw pure 

6 A discussion of dispersion modeling is outside the scope of this paper. For more information on this refer to "Fitting 
Tweedite's Compound Poisson Model to Insurance Claims Data: Dispersion Modelling" written by Gordon Smyth and Brent 
Jorgensen and published in Astin Bulletin Volmne 32, Number 1. 
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premiums, the practitioner has two challenges. First, the "noise" created by combining frequency and 
severity makes it more difficult to spot trends in the raw pure premiums. Second, the practitioner has 
the added complexity of modeling and interpreting the dispersion parameter. 

LIMITATIONS ON THE ANALYSIS 

When performing a class plan analysis, companies are often tempted to restrict the model to include 
only those variables that are currently in their rating algorithm. Additionally, for selected variables, 
companies often group the data to be consistent with the current rating algorithm. For example, if the 
rating algorithm charges the same rate for ages 30-49, companies will often automatically group ages 
30-49 in the model. 

The best approach for this type of modeling is to make use of all available data for the initial modeling. 
This includes importing all the current and potential rating variables, all available underwriting data, and 
any external data, if available. Some companies will interrogate 200-300 variables. These are the 
companies that are most likely to find the next really predictive variable. 

Figure 8 represents the process when the data is being fully interrogated. The individual frequency and 
severity models should be built without regard to the current rating algorithm. In other words, the 
analyst's goal should be to use all available data to build the most predictive frequency and severity 
models possible. It is not necessary that the frequency and severity models be consistent. In fact, in all 
likelihood, the model structures for frequency and severity will be different. 

After the frequency and severity models are built, the resulting frequency and severity predictions can be 
combined on an observation by observation basis to form modeled pure premiums. If the underlying 
component models are built correctly, the unsystematic variation will be removed and the modeled pure 
premiums will represent the systematic variation in the historical data. The practitioner then builds a 
pure premium or constraint model using the modeled pure premiums. It is at this stage that the 
practitioner limits the variables to those that will be used in the proposed rating algorithm, incorporates 
restrictions on rating variables, and develops underwriting rules that compliment the rates. 

By limiting the data to existing variables, companies are limiting their opportunities for major 
improvement. The goal should not only be to improve the accuracy of existing rating structures, but 
also to find that new variable that is predictive and can provide a real competitive advantage. 
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Figure 8. Modeling 

INTELLIGENT USE OF OFFSETS 

Offsets can be used to specify known relationships between levels of a specific factor or factors within 
the GLM; consequently, offsets are frequently used when the practitioner wants to fix the relativities of 
one or more rating factors due to some internal or external constraints. For example, a company may 
not want to change the multi-policy discount, so the practitioner may use an offset to force the GLM 
relativities to be consistent with the current discount for that factor. When an offset is used the data is 
adjusted so as to force the resulting parameters for that variable or variables to the desired values. The 
parameters for the other variables will change to try to "make up" for the difference and avoid any 
double-counting. Variables that are highly correlated with the offset variable(s) will change the most. 

Companies who do not truly understand the implications of using offsets fail to consider there may be 
situations where offsets are inappropriate and, therefore, end up with unwanted results. In reality, there 
are situations when using offsets may be desirable and there are situations when using offsets may be 
undesirable. It is reasonable to assume that amount of insurance (AOI) and territory are highly 
correlated (i.e., homes in a particular area tend to have similar AOIs). In light of this, consider the 
following two examples. 

1. Consider the case that a systems constraint forces the analyst to cap the relativity on homes with 
AOIs over $500K. This represents an undesirable subsidy that the practitioner may want to 
minimize. The practitioner has two options. On one hand, the practitioner can calculate the 
indicated GLM relativities without any offsets and cap the indicated relativity for homes over 
$500K. The impact of this is that the base rate will need to be adjusted to make up for the 
shortfall. Alternatively, the practitioner can use an offset term. By doing so, the other variables 
adjust to try to make up for the shortfall. The most significant changes will occur in variables 
that are highly correlated with the variable being constrained. In this example, the relativities in 
territories with a relatively heavy concentration of high-valued homes will increase to make up 
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for the shortfall. Note, as no variable will be perfectly correlated, a minor base rate adjustment 
will likely be required. 

2. Assume the company makes a decision to target high-valued homes. In an effort to increase 
market share, the practitioner is instructed to implement relativities lower than those indicated 
for homes $500K and over. In this case, the practitioner does not want to use offsets. As 
discussed in the preceding paragraph, using offsets increases the relativities in the territories with 
high-value homes. Since it is immaterial whether the premiums are high due to the AOI curve or 
the territorial relativity, using an offset simply undoes the desired subsidy. So, if the practitioner 
is trying to implement a desirable subsidy, then the free-fitted relativities should be left in the 
model and the desired relativities should be changed outside the modeling process. 

The impact of offsets is particularly important to consider in the initial stages of multivariate analysis 
implementation. At the onset, there are usually significant differences between the current rating plan 
and that indicated by the multivariate analysis. Due to regulatory constraints and renewal impact 
considerations, it may be difficult for a company to make all of the changes at once. If that is the case, 
the company needs to decide whether or not to use offsets for the variables that are not going to be 
changed. The following example is intended to illustrate the impact of using offsets. 

The results of a full GLM analysis will be indicated relativities for all factors. Figure 9 represents the 
indicated and current relativities for 0, 1, 2, 3, and 4+ years of claims free driving 7 and figure 10 depicts 
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Figure 9. Indicated Years Claim Free Relativities Figure 10. Indicated A~e Relativities 

the indicated relativities for drivers age 16-19. Assume that the company wants to implement a change 
to the youthful relativities with this review, but wants to keep the same relativities for number of years 
of claims free driving until the next review. 

The modeler must decide whether to use an offset to minimize the subsidization introduced by 
maintaining the current relativities for years of claims free driving; if an offset is used, the other factors 
will adjust to make up for the subsidy. The amount the other factors will adjust is dependent on how 
correlated the other factors are to the years of claims free driving. Figure 11 is a graphical 

7 In this example, 4 + years of claim free driving is the base (i.e., a factor of 1.00). Thus, there are surcharges (i.e., relarivities 
above 1.00) for 0, 1, 2, and 3+ years of claims free driving. 
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representation of the exposure distribution by operator age (x-axis) and years chtim free (y-axis). Each 
of the bars stack to 100% with each segment representing a different number of years of claim free 
driving. If the variables are not correlated, then the segments are consistent for each bar. As can be 
seen by figure 11, age and years claim free are very highly correlated. More specifically, the younger 
ages (left side) have a high concentration of drivers with 0 and 1 years of claim free driving and the 

older ages (right side) have a high 
Exposure Distribution (Age X Years Claim Free) 

I : : : : :  
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concentration of drivers with 4+ years of 
claim free driving. Thus, the inclusion of 
an offset for claims free driving will likely 
have an impact on the age relativities. 

Figure 12 is the same chart as figure 10 
with the addition of the indicated age 
relativities after the inclusion of the offset 
for years of claim:; free driving. In this 
case, the indicated relativities for ages 16- 
19 increased significantly to "make up" 
for the shortfall caused by not 
implementing the fully indicated surcharge 
for only 0 and 1 years of claim free 
driving. This example actually highlights 

the interesting case where the current is actually between the indicated and indicated with offset. 
Assuming the company looks at both indications, the company will realize there is an important business 
decision to be made. First, the company can move toward the indicated with offset as that will minimize 
the inequity in the rating plan. The con 
associated with that approach is that if the 
claims free driving relativities are changed 
with the next review, the age relativities will 
need to be lowered to be equitable. This 
leads to an increase in the age relativities in 
one year and a decrease in the next, which 
increases the chances of big premium swings 
for individual risks. On the other hand, the 
company can maintain the current age 
relativities or even move toward the indicated 
relativities without the offset. This has the 
benefit of reducing the potential for big 
premium swings, but does not correct the 
short run inequities in the rating plan. 

The point of these examples is not to 
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Figure 12. A g e •  16-19 

encourage companies to avoid offsets. Offsets are a very important aspect of modeling with GLMs. 
Rather, it should be noted that offsets need to be used with an understanding of the effects so that the 
practitioner does not get unintended consequences. One way to prevent unintended consequences is to 
view indicated relativities with and without the offsets. 
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• GLMS ARE NOT A BLACK BOX 

One of the advantages of GLMs as compared to other predictive modeling techniques (e.g., neural nets) 
is that GLMs are not black boxes. Unfortunately, too many practitioners make the mistake of treating 
GLMs like black boxes. This results in models that are inappropriate and blind implementation of 
results that may be counterintuitive. 

Figure 13 depicts the iterative nature of modeling with GLMs s. While certain tasks can be automated, it 
is important to understand that--when built 
properly--GLMs require involvement by the 

Review Model analyst in the process. The very process of 

.SimplifYExclude ~ ~  !IA~!I]I[[ building GLMs provides the analyst with 
valuable insights into the data and an ability 

Group to provide judgment wher{, • necessary. Curves 
One common mistake that companies make 
is to overcomplicate the models. In other 

as words~ the company correctly includes as 
much data as possible in the model process, 

Fi~;ure 13. Iterative Modeling Process but is not appropri/itely judicious in building 
the models. A quick review of companies' 

rating plans highlights that many companies have incredibly complex rating algorithms. It is not 
uncommon to see variables interacted with many different variables throughout the algorithm. 
Interestingly, when this is present the relativities included in the various tables tend to all be close to 
1.00 suggesting the table was probably an unnecessary complication. This is an area where we should 
take a lesson from our counterparts in the UK who have been performing this analysis for years. 
Despite the fact that they have significantly more rating freedom, their rating algorithms are generally 
much simpler than ours. By examining proper diagnostics (i.e., standard errors, consistency tests, and 
type III tests) and supplying appropriate judgment throughout the modeling process, the modeler will 
not introduce unnecessary complications and the resulting rating algorithm will be more predictive and 
more manageable. Thus, the practitioner will be in a better position to make changes quickly in the 
future. 

In contrast to the companies discussed in the preceding paragraph, there are a significant number of 
companies who do not introduce enough complexity in the model. A common example of 
oversimplification is over-smoothing. For example, a company may fit a single curve to smooth out the 
auto frequency data by age when multiple curves would be a better representation of the true signal. 
Again, GLM is not a black box. Instead, it is an iterative tool that requires human intervention. While it 

s The picture shows that the process of building a GLMs involves determining an initial model and then testing to determine 
what simplifications and complications can be made to improve the performance of the model. Simplifications involve 
excluding variables that are not predictive, grouping levels within a variable (e.g., ages 75+) that do not add any additional 
predictive value, and fitting curves to continuous variables. Complications include adding new variables that can help explain 
variation and incorporating interactions which allow the relationship between levels of one variable to vary by level for another 
variable (e.g., the relationship between males and females varies by age). The circular nature is intended to show that it is an 
iterative procedure. As it is multivariate anab/sis, decisions made at any stage can impact previously made decisions. 
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may be wise to start slow, the practitioner should ultimately progress to the point where he/she is using 
the modeling as an exploratory opportunity to identify new material patterns in the data. 

The other major mistake that companies make in this regard is blindly implementing results without 
applying appropriate judgment. A quick review of rating 

Figure 14. Indicated v Current 

pages of various companies will often uncover patterns in 
relativities that seemingly make no sense. Figure 14 shows a 
comparison of indicated and current model year relativities. 
The current relativities are consistent with expectations as 
they decrease as the model year gets older. Interestingly, the 
indications suggest the true risk is better represented by a 
hump-shaped curve with the highest relativities being in the 
middle. This, of course, is counterintuitive and the 
practitioner should dig deeper into the true cause of this 
pattern. Since these indicated pure premium relativities were 
derived from the combination of frequency and severity 

models, the practitioner will gain insights and can work with experts from various areas within the 
company to determine if there are operational processes that are driving the pattern. If the overall 
pattern is a frequency phenomenon, then it is prudent to start with the underwriting function. For 
example, a pattern like this could result from underwriting rules that are especially strict for newer 
vehicles. If, on the other hand, the overall pattern is really a severity phenomenon, then it is prudent to 
start with the claims function. For example, a pattern like this could result from claims adjusters who 
are being relatively generous when settling claims for middle aged vehicles. By understanding the 
results and having cross-functional discussions about the results, the company can address the issue 
using the most appropriate lever (pricing, underwriting, or claims). 

GLMS ARE A BUSINESS TOOL 

As GLMs are generally being championed by actuaries, most of the focus has been on using GLMs to 
determine relativities for rating structures. Even in this paper, the examples have focused on risk 
modeling. However, the benefits of GLMs are clearly not restricted to the application of pricing. The 
following are a few of the other applications for which companies are already using GLMs: 

- Practitioners are using GLMs to reduce a variety of risk variables into one score. This has 
obvious application in regards to creating underwriting tiers, credit scores, fire protection scores, 
vehicle symbols, etc. 

- Many companies have begun to perform elasticity modeling. By building elasticity models for 
new and renewal business, companies can predict the impact of various actions on market share. 
A few companies are already linking the profitability and elasticity models to find the optimal 
pricing decision. 

- Claims handlers are starting to see the advantages of GLMs and are using them to help set more 
accurate reserves and to provide early identification of claims that may be fraudulent or are most 
likely to end up in a lawsuit. 

- Competitive analysis units are using GLMs to reverse-engineer competitors' rates given a large 
sample of rating quotes. 
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These are just a few of the other ways that the more advanced companies are using GLMs. Companies 
should not fall into the trap of thinking GLMs are only for pricing. Instead, companies should realize 
that GLMs can be used in a variety of circumstances given a historical database with multiple predictors 
and a response they would like to predict. 

CONCLUSION 

Predictive modeling is a very powerful tool that has been used effectively by insurance practitioners in 
other countries for many years. Starting in the 1990's many of the larger US personal lines carriers 
began to implement predictive modeling techniques in the form of generalized linear modeling (GLM). 
The early results from the US show that predictive modeling paid large dividends to those companies 
who embraced it. 

Due largely to the success of the first US companies, the US is experiencing a push by many companies 
who want to implement predictive modeling before they are left behind. With that push companies are 
already getting benefits. Unfortunately, in a haste to get going, many companies have taken some 
shortcuts or simply made mistakes that have kept them from realizing the full benefits. By taking a step 
back and reconsidering some of the prior processes and decisions, companies will be able to maximize 
the benefits of these new techniques. 
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Survey o f  D a t a  M a n a g e m e n t  and D a t a  Qual i ty  Texts  

CAS Data Management and Information Educational Materials Working Party 

Abstract: 
Motivation. Recent focus on corporate governance (e.g., Sarbanes-Ox]ey) in the United States and the use 
of predictive modeling techniques in the properv/casualty insurance industry, have raised the profile of data 
management and data qua]it)- issues in the actuarial profession. 
Method. Representatives of the Insurance Data Management Association (IDMA) identified seven data 
management texts they felt would be most helpful for actuaries. Two additional texts were added to fill out 
the data quality- perspective. 
Results. Actuaries reviewed each of the recommended texts from an actuarial perspective. 
Conclusions. The working party' hopes that this paper will be a resource for actuaries dealing with data 
management and/or data quality" issues. By looking at the summary information in the tables of section 
4, readers may be able to narrow down candidate books to those that will best meet their needs and 
then read the specific reviews in section 3. 
Keywords. Data Qualit3,; Data Administration, Warehousing and Design; Actuarial Systems; Data 
Collection and Statistical Reporting; Software Testing. 

1. INTRODUCTION 

Recent  focus on  corpora te  governance  (e.g., Sarbanes-Oxley)  in the  Urfited States and the 

use o f  predictive mode l ing  techniques in the proper ty /casua l ty  insurance industry  have 

raised the  profile o f  data m a n a g e m e n t  and data quality issues in the actuarial profession.  

Actuaries have a unique role with  respect  to data quality, because they typically unders t and  

the process  and pitfalls be t te r  than  m a n a g e m e n t  and at the same t ime they unders tand  the 

business  meaning  and impact  o f  errors be t te r  than data and systems professionals.  For 

example  Francis  [1] poin ts  ou t  that  80% or  more  o f  t ime spent  on  large predictive model ing  

projects  is spent  on  data issues. Also,  in D e c e m b e r  2004, the  Actuarial  Standards  Board  

updated  their  s tandard o f  practice on  data quality (Actuarial Standard o f  Practice No.  23) [2]. 

This  paper  provides  an overview o f  several resources on  in format ion  quality" by surveying 

seven non-actuarial  data quality, and data m a n a g e m e n t  textbooks  r e c o m m e n d e d  by the 

Insurance  Da ta  M a n a g e m e n t  Associat ion.  Two  additional texts r e c o m m e n d e d  by a work ing  

party m e m b e r  are also reviewed. A discussion o f  data quality- is incomple te  wi thou t  

reference to related data m a n a g e m e n t  topics such as data structure,  data storage, metadata ,  

and sof tware  errors.  In this paper  we will employ  the term " in fo rma t ion  quality" to refer to 

the  b roader  set o f  data m a n a g e m e n t  topics related to data quality. 

Thus ,  this paper  provides  resources for  actuaries with  data m a n a g e m e n t  or data quality 

quest ions and these resources may provide suggest ions to improve  data quality. Hopeful ly  
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we will motivate our readers to pursue further education on information quality using one or 

more of the books surveyed. In addition, within our review of the literature, we present an 

overview of some of the key concepts of information quality. 

1.1 R e s e a r c h  C o n t e x t  

The actuarial literature on data quality and data management is relatively sparse. The 

Actuarial Standard Board (ASB) Standard of Practice No. 23 on data quality [2] provides a 

number of guidelines to actuaries when selecting data, relying on data supplied by others, 

reviewing and using data, and making disclosures about data quality. The guidelines advise 

actuaries to review data for reasonableness and consistency. The actuary is also advised to 

obtain a definition of data elements in the data, to identi~, questionable values and to 

compare data to the data used in a prior analysis. The actuary is also advised to judge 

whether the data is adequate for the analysis, requires enhancement or correction, requires 

subjective adjustment, or is so inadequate that the analysis cannot be performed. 

The Casualt 3, Actuarial Society (CAS) Committee on Management Data and information 

and the Insurance Data Management Association (IDMA) also produced a white paper on 

data quality [3]. The white paper states that evaluating the quality of data consists of 

examining the data for: 

• Validity,, 

• Accuracy, including concepts of absolute accuracy, effective accuracy and relative 

accuracy, 

• Reasonableness, and 

• Completeness. 

The CAS Committee on Management Data and Information also promotes periodic calls 

for papers on data management and data quality which are published in the CAS Forum. 

Among the papers on information quality submitted to the program are Francis [1] and 

Popelyukhin [4]. Francis's focus is mainly on techniques from exploratory data analysis that 

can be applied by actuaries to detect glitches and other data quality issues in data supplied 

for an actuarial analysis. Popelyukhin describes data quality issues encountered by actuaries 

when relying on data supplied by non-actuaries and external data suppliers, such as that 

supplied by third part 3' administrators and presents the data quality shield as a solution to 

insurance data quality problems. 
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The subject of  data quality is also of  interest internationally. A working party of the U.K. 

General Insurance Research Organization (GIRO) developed recommendations for 

improving the quality of reserve estimates. The Reserving (GRIT) working party report [5] 

recommended more focus on data quality and suggested that U.K. professional guidance 

notes incorporate standards from U.S. Actuarial Standards of  Practice (ASOP) No. 23. 

Furthermore the GRIT survey found that many respondents expressed concern over data 

quality. 

Note that none of these references specifically addresses data management. 

1.2 O b j e c t i v e  

The objective of this paper is to address gaps in actuaries' knowledge of  information 

quality. The current CAS literature provides a basic introduction to information quality 

issues. However, there is very little available for those wishing a more advanced knowledge 

of the subject or for those who have responsibilities involving data management and data 

validation. Moreover, the current state of actuarial literature on information quality does not 

equip actuaries to become active advocates for information quality-; i.e., to advise 

management on systems and protocols for improving information quality. This paper 

attempts to narrow this gap by reviewing several recommended books from an actuarial 

point of  view. 

1.3 D i s c l a i m e r  

While this paper is the product of a CAS working party, its findings do not represent the 

official view of the Casualty Actuarial Society or the employers of the Working Part}, 

members. Moreover, while we believe the textbooks reviewed here are good sources of 

educational material on data management and data quality issues, we do not claim they are 

the only appropriate ones. 

1.4 O u t l i n e  

The remainder of the paper proceeds as follows. Section 2 will discuss the increasing 

importance of data management and data quality to actuaries, as well as how the reading list 

was developed. Each subsection of'section 3 is a book review of one text. Section 4 

summarizes and compares the working party's evaluations of the textbooks on five star 

rating scales. 
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2. BACKGROUND A N D  METHODS 

2.1 Motivation 

Information quality issues have come to forefront recently due to several key 

developments: 

• (Unprecedented)  level of detail. Computerization and cheap data storage along 

with changes in regulatory requirements have led to extraordinary amounts of 

data being captured, stored and provided to actuaries. Consequendy, enormous 

amounts of data can amass enormous numbers of errors and inconsistencies. 

• Availability of n e w  t o o l s .  Recent years have seen the proliferation of powerful 

data analysis packages and technologies: from XML-enhanced data exchange to 

object-oriented databases to servers enabled with On-Line Analytical Processing. 

• Competi t ion.  Competition encourages pricing techniques to be more and more 

precise - every percent counts. The precision of estimates is heavily dependent on 

the quality of the data used in the analyses. In this environment, requirements for 

quality of data used in pricing algorithms grow immeasurably. 

• Quali ty of actuaries. Modern actuaries are more technically prepared for the 

challenges of dealing with huge amounts of data using contemporary tools and 

techniques. Prepared with the appropriate information, they should be able to 

tackle data quality issues with aplomb. 

2.2 The Reading List 

To address these issues, the CAS Committee on Data Management and Information 

created the Data Management Educational Materials Working Party. A casual search will 

reveal dozens, if not hundreds, of books on data management. The Insurance Data 

Management Association (www.idma.org) promotes insurance data management in multiple 

ways, including accreditation, online courses, information available on their website, 

seminars, and co-sponsoring forums. Knowing this, the working party asked the IDMA to 

develop the party's reading list. IDMA representatives narrowed down their syllabus to the 

texts they felt would be most helpful for actuaries. Louise Francis, four time winner of the 

CAS Data Management Call Paper program, suggested two additional texts to fill out the 

data quality perspective. 
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3. THE BOOK REVIEWS 

Each of the following sections is the review of one book. The sections are ordered as the 

underlying texts' focus moves from data quality (3.1, 3.2) to data management (3.3 to 3.7) to 

special topics (3.8 and 3.9). Some of these reviews have already been published in the 

Actuarial Review. For Coqoorate Information Factopy (section 3.3), the text has been altered 

slighdy from that in the Actuaffal Review. The texts are compared in section 4, so readers may 

find it helpful to skip to section 4 to determine which text(s) best address their issue(s). 

3.1 Data Quality: The Accuracy Dimension 

DataQua/i~: the Accuraq Dimension [6] by Jack E. Otson (ISBN 1-55860-891-7) focuses on 

data accuracy, which the author sees as the foundation for the measurement of the quality of 

data. The author has spent the last 36 years developing commercial software and is an expert 

in the field of data management systems. This background enables him to address the topic 

of data quality and accuracy from a practical viewpoint. 

There are three parts to this book. The first part defines inaccurate data and shows that 

many significant business problems arise from inaccurate data. The second part focuses on 

how a data quality assurance program is constructed using the "inside-out" approach. The 

last part introduces data-intensive analytical techniques such as data profiling (the use of 

analytical techniques to discover the true content, structure and quality of data), along with 

some real world examples of profiling applications. 

The author begins the first part, "Understanding Data Accuracy," by introducing real 

world data quality problems and the concept of data quality assurance technology. The 

author identifies the essential elements of this technology: experts, educational materials, 

methodologies, and software tools. In order to define data accuracy in the larger picture of 

data quality, data is defined as "having quali~ if it satisfies the requirements of its intended 

use." Some examples are used to illustrate key aspects of data quality: 

• Accuracy: An 85% accurate database containing names, address, and phone 

numbers of physicians in a state would be considered poor qualig, for notifying 

physicians of a new law whereas it would be considered high data quality for a 

new surgical device firm to find potential customers. 

• Timel iness :  A dataset containing monthly sales information which is slow to 

become complete at the end of  each month is poor when it is used to compute 
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sales bonus in that month whereas it is excellent when it is to be used for 

historical trend analysis. 

• Relevance: A dataset without relevant information is of  poor data quality for its 

intended use. 

• Completeness :  A database with 5% of information missing is probably a good 

quality database for general assessment but is considered to be low quality for 

evaluation. 

• Unders tood:  Dataset has to be understood for its intended purpose. Metadata is 

a term used by data management professionals for information about the data 

such as definitions, a description of  permissible values and business relationships 

that define the data in a database. Comprehensive metadata is a prerequisite for 

good information quality. 

• Trusted:  Only trusted datasets should be used. 

Data accuracy, "the most visible and dramatic dimension of  data quality," is then 

introduced and explained. Data accuracy "refers to whether the data values stored for an 

object are the correct values." "To be correct, a data value must be the right value and must 

be represented in a consistent and unambiguous form." 

The second part of  the book outlines the structure of  a data quality program built for 

identifying inaccurate data and taking actions to improve its accuracy. "A data quality 

assurance program is an explicit combination of  organization, methodologies, and activities 

that exists for the purpose of  reaching and maintaining high levels of  data quality." An 

inside-out  methodology is believed to be the best way to address accuracy. This method 

works from a complete and correct set of  rules that define data accuracy for a particular 

dataset. The author defines "inaccurate data evidence" as a collection of  facts which are 

aggregated into issues. The facts might include tabulations of  the number of  invalid values 

for variables in the data, totals of  the number of  missing values, etc. This evidence is 

produced by the data profiling process defined above. The issues are then analyzed to 

determine the external impact. 

The second approach, the outs ide-in method, looks for issues in the business rather than 

looking at data. " i t  identifies facts that suggest that data quality problems are having an 

impact on the business." The facts are then examined to determine the degree of  culpability 

attributable to defects in the data and if the data has inaccuracies that contribute to the 
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problem. 

Summarizing the two approaches to data quality programs (page 72,`fg. 4.3): 

Inside-out work flow 
Data • Issues 

Outside-in work flow 
External evidence • Issues 

b External impacts and data entry processes 

• Data and data enn3T processes 

The data quality assurance program also requires an assurance team to decide how it will 

engage the corporation to bring about improvements and return value for their effort. The 

author advocates that team members should only be assigned to the data quality, assurance 

team, i.e., this is their full time job -- not a project. 

Some of the key technologies used to create and maintain an effective data quality 

assurance program are: 

• Metadata repositories: metadata should define what constitutes accurate data. It 

is essential for determining inaccuracies in data profiling. 

• Data  cleaning: identifying and cleaning up data after data problems have been 

discovered. It is valuable to clean up data before moving to the next step of  data 

profiling to avoid distortions in the discover}, processes of  later steps. 

• Data  profil ing: the use of  analytical techniques to discover the true structure, 

content, and quality of  a collection of  data. 

• Data filtering 

• Data monitoring: looking at individual transactions before they cause database 

changes or looking at the entire database periodically to find issues. 

"Data profiling is a new technology that has emerged in the last few years." It uses any 

known metadata and the data itself to discover the presence of  inaccuracies within a 

database. The general model of  a data profiling process can be shown as follows (page 123, 

,fig. 7.1): 
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Data 
Profiling 

Data profiling uses a bottom-up approach. It starts at the most basic level of the data and 

then goes to progressively higher levels of structure. The following diagram (page 131,fig. 

7.2) illustrates how the major steps of data profiling (in the middle column) can address data 

issues (in the right hand column): 

Column property 
analysis 

Structure analysis 

Simple data rule 
analysis 

Complex data rule 
analysis 

Value rule analysis 

~ - " - t  Invalid values [ 

2_ 
Invalid combinations of 
valid values 

I 

Unreasonable 
result 

Not detectable through analysis I 
techmques 

Within each data profiling step there can be processes for discover?,, assertion testing, or 

value inspection. The outputs of these processes are used to make decisions. The author 
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discusses each step in a separate chapter with real world examples of the rules and the types 

of investigative thought required to be effective. The author believes data profiling is 

probably the single most effective technology for improving the accuracy of data in 

corporate databases. 

Overall, the book provides a thorough introduction to data accuracy and the data 

profiling technology that could significantly improve data quality. A reader could probably 

develop a data quality assurance program including data profiling after reading the text, 

although there is not much on statistical methodologies commonly used to detect data 

problems. However it does serve as a good reference for data qualit3., structures and 

concepts. 

3.2 Exploratory Data Mining and Data Cleaning 

The primary topic of the book E~xp/oratory Data Mining and Data C/eaning [7] by Tamraprni 

Dasu and Theodore Johnson is data quality. In data mining circles this book is the reference 

of choice on data quality and its authors are invited to speak on the topic at many 

conferences. It combines a review of the most common methods used for screening data for 

quality with some novel approaches developed by the authors. It also provides a review of 

key data quality concepts along with some data management concepts relevant to data 

quality. 

An overview chapter summarizes the topics covered in the rest of  the book and presents 

the authors' philosophy towards data quality. The authors lay out the methods of exploratory 

data mining they will be using: These include parametric summaries (measures of central 

tendency, dispersion and skewness), as well as non-parametric summaries such as quanti]es, 

histograms and OLAP cubes. The authors believe in "end-to-end-data-quality," that is there 

are many stages in the data assembly process where data quality needs to be monitored and 

improved, such as during data gathering, data storage, data analysis and data integration. 

Their equation: 

DATA + ANALYSIS = RESULTS 

reflects in equation form the well known adage "garbage in - garbage out." The authors 

are also proponents of measuring data quality in order to promote data quality improvement. 

The book has a chapter on "Exploratory Data Mining" that presents graphical and 

statistical techniques largely from the exploratory data analysis literature. The methods of 

Casualty Actuar ia l  Socie ty  Forum, W i n t e r  2 0 0 7  281 



Survey of Data Management and Data Quality Texts 

exploratory data analysis were pioneered and the practice given its name by John Tukey (see 

ex)Oloralo~y data ana~sis at www.wikipcdia.org). Its methods are widely accepted in the 

statistical community as a key activity within any statistical project and its methods are widely 

implemented in statistical software. Exploratory data mining is an application of  exploratory 

data analysis to large databases that can be used to understand the structure of  a database 

and to detect outliers (data glitches are often found by examining outliers). In this chapter, 

the authors introduce the novel concept of  data depth. Data depth provides a measure of  

how far a record is from the center of  the data or from typical data values. In order to 

construct such a measure, one needs a way to quantify the notion of"center"  and the notion 

of "distance" from the center. The authors provide the Mahalanobis depth as one way to 

measure data depth. 

in the chapter "Partitions and Piecewise Models" the authors discuss data cubes as a 

mechanism for exploring data. Data cubes are single or multidimensional tabular summaries 

of  data. Statisticians have long used cross-tabulations, or slicing and dicing of  data to 

develop a high level understanding of  the structure of  databases. Among practicing actuaries, 

pivot tables are a common example of  data cubes. In this chapter, the authors introduce the 

concept of  data pyramids for comparing two databases for changes. Unfortunately, this 

concept was a little difficult to follow, even after a couple of  readings of  the material. The 

authors also introduce two data mining methods which can be used to model nonlinearities 

and other data complexities in this chapter: piecewise regression and naive Bayes. 

In their chapter on Data Quality, the authors detail all the mishaps affecting data that 

create quality problems. Some of the sources of  data quality problems are: unreported 

changes in layout, unreported changes in measurement, temporary reversion to defaults, 

missing and default values and gaps in time series. Being mindful of  the sources of  data 

errors, one can detect, remediate and most importantly, prevent them. 

In the Data Quality chapter the authors are strong proponents of implementing data 

quality, measures. The authors believe that in order to motivate improvements in data quality, 

it is imperative that data quality, be measured, even when the measures are somewhat 

subjective. In developing their measurement approach, both static and dynamic constraints 

are described. Some of the metrics quanti~r traditional data quality components such as 

accuracy, consistency, uniqueness, timeliness and completeness. Others capture other 

features of  data quality such as extent of automation (sample some transactions, follow them 

through the database creation processes and tabulate the number of  manual interventions), 
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successful completion.of end-to-end processes (count the number of instances in a sample 

that, when followed through the entire process have the desired outcome), and glitches in 

analysis (measure the number of times and severity in a sample that data quality errors cause 

errors in analyses). The different metrics are weighted together into an overall data quality 

index using business considerations and the analysts' goals to develop weights. 

The book provides a wrap-up chapter that applies the authors' quantitative techniques to 

the detection, correction and prevention of  data quality, problems. In the chapter, methods 

for detecting and correcting glitches are illustrated. For instance, to address the missing 

value problem, the authors present techniques (including data imputation) that can be used 

to create values that substitute for the missing data. The chapter presents an introduction to 

techniques for joining different data sets, including approximate joining techniques when 

exact matches are not found between the key fields of two databases. Finally and most 

importandy, the authors also stress the crucial role of metadata, the information describing 

the data, and discuss waFTs of creating good metadata. 

Overall, the book provides a thorough introduction to data quality at a level that can be 

understood by the practicing actuary (with the exception of the material mentioned above on 

data pyramids). 

3.3 Improving Data Warehouse and Business Information Quality 

Dtq)mving Data Warehouse and Business Information Quality [8] (ISBN: 0-47125-383-9), by 

Larry P. English, is a complete detailed treatment of information quali w for any type of 

business. The main theme in this book is that data is a material for informational product 

and (like in manufacturing) the quality of the product is determined by customer satisfaction. 

According to the book, eve~7one in the organization has a role in establishing and maintaining 

information quality to deliver a quality product to the customer. Thus actuaries, as 

consumers and producers of information, should establish data quality, standards and 

communicate their data quality requirements to the stewards of all their data sources. 

The book is multifaceted; it is "a concept book, a textbook, a reference book, and a 

practitioner's guide." It is generic enough to cover a lot of ground (scenarios, situations, 

setups) while detailed enough to serve as a step-by-step guide full of  relevant examples. 

Throughout the book the author consistently uses a 4-part template for every proposed step 

(Input, Output, Techniques & Tools and Process Description) which makes the text 

immensely useful. 
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The book is divided into three sections: "Principles of Information Quality 

Improvement," "Processes for Improving Information Quality" and "Establishing the 

Information Quality Environment." 

In section one, "Principles of Information Quality," the author lays the ground work by 

defining what data is, what quality is and is not and why we should be interested in 

information quality in the first place. He then builds upon this foundation work with detailed 

discussions about the high cost of low data quality and how to measure data quality with 

detailed examples. He continues with a discussion of quality principles applied to 

information as a product and each stakeholder's role in producing, planning, controlling, 

leading, funding, and continuously improving information. 

Section two uses many flow diagrams to demonstrate the various process steps for 

improving information quality. For example, there are diagrams to show the steps in 

measuring non-quality information costs, establishing the information quality environment, 

establishing data quality definitions, and assessing data quality. The chapter on data 

definition and information architecture quality is particularly detailed as the author provides 

instructions on how to construct data names, build metadata repositories, and provide 

guidelines for quality business rules. The chapter on information quality assessment shows 

how to determine sample size and also includes numerous quality assessment templates to 

show different ways quality measurements and customer satisfaction can be presented. The 

author places great emphasis on data defect prevention through the process of continuous 

improvement as "the cost to react to quality problems can be 5 to 10 times as much as the 

cost of prevention." 

Section three shows how "Deming's 14 points of quality" can be applied to the 

information product. It describes the roles and accountabilities of everyone in the 

organization, from information producer to executive management, as stewards of 

information quality. The author points out that management commitment is essential to 

having a quality improvement environment. He then describes how to start implementing it 

step by step, including: "creating a vision and objectives, identifying critical success factors, 

managing change, conducting an information customer survey, selecting a small manageable 

pilot project, defining the business problem, and assessing the systemic barriers." You clearly 

get the idea that this is not just about data but  about managing processes and people. 

With time the book has acquired the flavor of a cautionary tale about obsolete systems. If 

in 1999 the book was considered to be mostly about cleansing legacy systems and converting 
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them into new shiny-bright data warehouses, nowadays it can be read as a powerful reminder 

of  how to keep systems current and relevant in a constantly changing environment in order 

to avoid their transformation into "legacy" systems. According to the book, maintaining data 

definitions and business rules will make long strides into keeping information from 

becoming legacy data in need of  remediation. 

The book's content translates directly to the actuarial situation: actuaries rely on many 

pieces of  data (loss runs, premiums bordereaux, claims classification, etc.), which may be 

quite imperfect. The caveat is that actuaries rarely (if at all) have control over their data, 

while the book implicitly assumes that the reader can perform the suggested data cleansing 

and transformation procedures. Nevertheless, the book is very useful: actuaries would 

definitely benefit from knowing which data defects may cause problems and of  what size. 

Actuaries should determine the types of  potential data errors with the largest impact and 

presumably should be able to estimate the effects they may have on their data. Ideally, 

actuaries would use data quality assessment reports to calculate the level of  data accuracy. 

The book is an extremely valuable source o f  information for anyone potentially affected 

by data quality. It can be read as a textbook, as a practitioner's guide, as a cautionary tale, or 

as an inspirational book. Indeed, learning about data quality problems at source level may 

even inspire actuaries to incorporate an estimate of  data uncertainty into their methods. In 

summary, even though this is a very long book it does contain a wealth of  ideas and 

techniques that can be used by everyone in the information value chain in carrying out their 

information quality stewardship responsibilities. 

3.4 Enterprise Knowledge Management 
The purpose of  Enterprise Knowledge Management [9] (ISBN: 0-12455-840-2) by David 

Loshin is to provide an enterprise-wide framework for data quality. The author likens the 

flow of data within an organization to the assembly process in a manufacturing plant, often 

referring to an organization's data production as "the information factory." The author uses 

many quality control ideas from the world of  manufacturing and applies them to the process 

of  manufacturing information in an enterprise. 

The book is divided into chapters each of  which outlines one building block of  an 

enterprise data quality, program. The book is at once both technically detailed and 

conceptually rich. 
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Technical data quality concepts are illustrated by a number of  real world data examples. 

The data examples are not insurance specific, but rather generic, typically using universal 

business elements such as name,, address, location, and phone number. Nevertheless the 

concepts are universal and especially applicable in an industry, like insurance, where data 

drives the business. The actuary, will recognize many of these concepts, described generically 

in the text, as applicable to the actuarial applications of ratemaldng, reserving, or modeling. 

While containing some technical details, the text is curiously abstract, relying mostly on 

high-level conceptual material. It resembles an Actuarial Standard 'of' Practice in that for 

each topic a list of  conceptual considerations and best practices are given, but with few 

concrete recommendations as to which are most important. That determination is left up to 

the practitioner's judgment. The text is oriented towards professionals who oversee 

information flow within an organization: the CIO, the systems manager, or the actuary who 

oversees information infrastructure. 

The author begins with a section on how to build support for d~ita quality management 

within an organization. The first step is to get senior management buy-in for the program. 

Start with a small but visible data quality issue. In choosing an initial task, the author 

invokes the Pareto or "80-20" rule, which states that 80% of the impact is usually generated 

by 20% of the cases. Quantify both the soft and hard costs of  allowing the issue to linger. 

The author recommends using a process known as COLDQ (cost of  low data quality) that 

maps the information chain, and then builds a Data Quality Scorecard to identify potential 

problem nodes in the information manufacturing chain. 

For instance, if the issue is fault), customer addresses, the associated costs might include 

hard impacts like the cost to repair data and increased customer service expense; but also 

soft impacts like increased customer attrition or delay in analysis and initiative 

implementation dependent on the data. In an insurance setting, these "soft" costs might be 

manifest in the inability to analyze catastrophe data or to reorganize rating territories, for 

example. Next, to gain buy-in, demonstrate to management the operational benefit and rate 

of  return associated with fixing the issue. Once the issue is addressed, celebrate the solution 

and thereby build support and enthusiasm to address further data quality issues. A key 

component of  the solution is to establish a data o.wnership policy. The author gives many 

different paradigms for "who should own the information" in various settings, but it should 

always be formalized and agreed upon. 

The author discusses various dimensions of  data quality, e.g., completeness, flexibility, 
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robustness, essentialness, granularity and precision, among others, as they relate to data 

models, data values, information domains, information presentation, and even the corporate 

information policy itself. One or two indices are given .as guidelines for how to compute 

each measure of  data qualit T. Foe instance, a complete database is one that contains all of  

the data required for an analysis while the analyst may request additional data be added to an 

incomplete database. To measure completeness one might chart the number of requests to 

add new data fields over time. 

Once data quality.measures and thresholds have been established, they can be measured 

either statically or dynamically. Static measurement involves collecting and analyzing past 

data, usually after the end of a time cycle, and is useful for identifying chronic data quality 

issues. Dynamic measurement involves inserting data probes into the information chain and 

measuring output in real time. This is useful for identifying acute data quality issues. Data 

quality measurement is often implemented via a rules-engine containing data and business 

rules, and acceptable tolerance thresholds for each. The author spends a fair amount of time 

in listing considerations when evaluating different rules-based systems and products. Often 

the choice of a particular rules engine will depend upon whether measurements are primarily 

static or dynamic. 

The author then devotes several chapters to data cleansing. Data cleansing is the act of 

"fixing" data, i.e., appending, supplementing, or overwriting data whose quality has tested 

low. Often data quality problems arise when merging data from two different data sources. 

The author describes techniques used to determine if two different data fields' members 

come from the same domain. The concepts of overlap, agreement, and disagreement are 

discussed and a formula given for computing the degree of each between two data sets. 

If a data domain is unknown (this usually occurs in string fields housed in legacy 

mainframe data systems), a number of domain discovery techniques are given; among them 

agglomerative, divisive, hierarchical, and K-means clustering. Each of these clustering-based 

methods relies on a notion of distance between data points. Distance rules are typically 

Euclidean (d = ((xl-x2)^2 + (3,1- y2)^2)"0.5), city block (d = I xl-x21 + I yl-y21) , or Exact 

Match. "Exact match" distance rules are used to compare the distance between strings and 

are extremely helpful in data clustering;, data cleansing, spelling, and address checking 

routines. 

One distance rule used to compare strings is "edit distance" or the minimum number of  
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basic operations (i.e. insert, delete, transpose) needed to transform a candidate string to a 

target string. For example the edit distance between "intermural" and "intramural" is 3. 

The author also gives a number of  approximate matching techniques to match like strings 

using the notion of  distance in combination with various word and phonetic coding schemes 

such as: Soundex, New York State Identification and Intelligence System (NYSIIS), 

Metaphone, and N-grammimg. Each of  these methods attempts to simplify the phonetic 

representation of  a word (by omitting vowels, coding like sounds, etc.) and then uses the 

above notions of  distance on the coded entries to identify approximate string matches. 

As an aid to these matching and clustering techniques, the author enumerates a number 

of  common error paradigms and their causal conditions. For example a data format that is 

too strict, e.g., insisting on a middle initial for every name entry, will tend to generate 

erroneous, "placeholder" data entries. These are redundant records added to a database as a 

result of  an erroneous match, or more appropriately, not finding the correct match due to 

inconsistencies in the fields used to join the data from two datasets. 

In a specific data cleansing case study, the author describes a technique for standardizing 

residential and business addresses based on data rules established by the US Post Office. The 

author then proceeds to describe a number of  general data cleansing and enhancement tools 

including: date/time, contextual, geographic, demographic, psychographic, and inferential 

data enhancement. An example of  an inferential enhancement might be to assign a "primary 

decision maker" field to a household database based on the most frequent credit card user 

within the household. 

Finally, the text summarizes each of  the chapters as building blocks needed to build data 

quality practices for an enterprise. This book is a good primer on data quality, concepts. It 

lists, in a systematic and formal way, many of the things that an actuary knows to look for 

intuitively in their work, but may not know how to articulate formally. While it is a long 

book, it is not an especially difficult read. It could be put to good use in constructing a 

checklist of  data qualit3T best practices that one would run through when building or 

implementing a new database or system architecture. 

3.5 C o r p o r a t e  I n f o r m a t i o n  F a c t o r y  

Co(porate Information Factor7 [10] (ISBN 0-471-39961-2) provides an overview of 

information technology, architecture for modem corporations. Its authors, Inmon 

(described by many in the industry as the father of  the data warehouse), Imhoff  and Sousa, 
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describe a way of thinking about various technologies available today to give the reader a 

structure to incorporate them in their company's systems. The authors feel their proposed 

approach is "the best way to .meet the long-term goals of the information processing 

company." Two clear strengths of their approach are that it can be implemented 

incrementally and it is designed to be flexible to adapt to changing business needs. 

The book is divided into four parts. The first two chapters summarize the evolution of 

the "corporate information factory." Chapters 3 through 14 review each element of the 

architecture and how they are combined. Chapters 15 to 17 discuss constructing and 

managing the corporate information factor);. Finally, the appendix contains guidelines for 

examining and assessing a particular corporate information factor),. 

The authors write: "Three fundamental business pressures are fueling the evolution of 

the information ecosystem: growing consumer demand, increased competition and 

complexity, and continued demands for improvements in operating efficiencies..." The 

corporate information factor), can help corporations respond to these pressures by aiding 

them in: 

• B u s i n e s s  o p e r a t i o n s :  running the day-to-day business, 

• B u s i n e s s  i n t e l l i g e n c e :  helping companies understand what drives their business 

and the likely impact of decisions, and 

• B u s i n e s s  m a n a g e m e n t :  "If business intelligence helps companies understand 

what makes the wheels of the corporation turn, business management helps direct 

the wheels as the business landscape changes." 

The authors see the big picture as follows. "The alpha and omega of the corporate 

information factory is the external world in which business is transacted." Information 

flows from the external world to the data acquisition applications of the corporate 

information factory. From there it can be condensed into operational reports or 

transformed and integrated with other data before being forwarded to primary storage 

management. Ptimary storage management includes the operational data store (ODS) and 

the data warehouse including historical data. The final phase, data delivery, can include data 

marts, decision support services and an exploration warehouse or a data mining warehouse. 

Managing metadata (information about the data) embraces and integrates across all three 

phases of the corporate information factor),,: data acquisition, primary storage, and data 

deliver)'. 
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The authors look at each of  the dozen components from several points of  view: 

• What is the purpose or function of  the component? 

• What is its structure? 

• How does information flow? 

• What types of  data does it work with? 

• What types of  users use it? 

• What is the level of centralization versus decentralization in processing? 

• How does this component interface with others? 

The concepts of  ecology and evolution are used frequently in the book. Corporate 

information systems are like an ecosystem where raw energy in the form of data is 

transformed by organisms, i.e., the various component information systems, into "food" or 

output which is then recycled into other "organisms" or information systems. These 

systems are never static, but evolve over time as circumstances and requirements of  the users 

change. 

Corporate information resides in a number of  different data stores. These include data 

warehouses, data marts and operational data stores, each with their own role in meeting 

corporate information needs. The data warehouse is a big data repository of  much of  the 

company's data that is needed to run business intelligence systems. A data mart is a subset 

data reposito~T, used for specific functions and applications containing smaller data subsets 

and aggregations of  data. ' It is needed for efficiently running applications. Both play an 

important role in managing corporate information needs. Finally, an ODS "is a collection of  

detailed data that satisfies the collective, integrated operational needs of  the corporation." 

The focus of  the ODS is on information for operations, so it only contains current detailed 

information, not a data warehouse's multiple snapshots and summaries. 

Each of  the various corporate data stores has a development life cycle involving 

requirement gathering, analysis, design, programming, testing, and implementation. The 

book discusses a general database management strategy, as well as the strengths and 

weaknesses of  various software and hardware solutions. 

The different -kinds of  data storage may have different management requirements. For 

instance, the data warehouse needs are "characteriZed by volumes of  data and unpredictable 
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workload" (p. 251). The authors discuss the various needs and how they are addressed, how 

the various data stores are integrated as well as the security needs associated with the 

different databases. 

A further consideration o f  corporate information systems is archival o f  stale data. The 

authors discuss how long management should wait before archiving data and what the best 

mechanism is for archiving it 

The authors also include a discussion of  multiple data warehouses and the integration o f  

data from multiple systems. Integration of  data from separate systems can be necessitated 

by corporate mergers and acquisitions or by the need to do more advanced analysis. Such 

integrations contain their own challenges, such as who owns the data, who creates and 

manages the new database, what types of  data the database contains, and the nature of  the 

sharing that will occur. 

The book is something like the "Cliff Notes"  of  information management. It is a concise 

summary of  current theory and practice with respect to developing and maintaining 

information systems, but it is not weighted down with a lot of  technical detail. As such, the 

book provides an easy-to-read introduction for those not working in the area but might be 

too simplistic for those with deep experience in data management and information systems. 

The text is clearly written, but because of  the multi-faceted approach sometimes it is difficult 

to tell where the authors are going with a discussion. Acronyms often appear in the book 

and their frequency sometimes becomes annoying. Also, a lot of  the diagrams are trivial: 

they don't really illustrate their point any better than the text. Finally, despite all the points 

of  view, there does not seem to be a lot of  actionable information: this is a good text for 

learning about concepts, but not for implementing them. 

Corporate Information Facto[y provides a good introduction to the broad world of  

information technology. This book can help actuaries better understand IT structure, 

concepts, issues, and goals to better frame their interactions with IT. I f  you are interested in 

a quick introduction to the topic that covers the key concepts and techniques, this book will 

meet your goals. If  you need a more substantial introduction to information management, 

reference another book, perhaps one of  the many books referenced by the authors. 

3.6 Data Quality, the Field Guide 

The focus of  the book Data Quality, the Field Guide [11] (ISBN: 1-55558-251-6), by 
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Thomas C. Redman, Ph.D., is on data quality programs and efforts inside organizations. 

This book provides many constructive approaches to establishing or improving the data 

quality programs in businesses. It is a "how to" manual for those new to data management 

and a great refresher to those who have been in the field for a while. As the quality of  the 

work product that an actuary produces depends so much on the quality of  the input, with 

data being one of  the key ingredients, the topic of  this book should be of  high interest to 

actuaries. 

The book first reinforces that all disciplines and levels in an organization have a stake in 

quality data. The author presents the viewpoints of  various stakeholders from the CEO to 

the customers of  the organization. 

For an actuary who has had the responsibility for data management and/or  data quality in 

their organization, this book brings no surprises. But the nice feature for the experienced 

data manager - actuary or non-actuary - is the well-organized presentation of  the issues with 

many charts and logical pictorial diagrams of  data quality concepts and data quality processes 

to illustrate the author's points. 

For those actuaries who regularly encounter quality issues in data supplied from internal 

or external systems and who are starting out in the area of  data management and data 

quality, this book should be required reading. It quickly presents many concepts that a new 

data manager needs to know and the author presents them succinctly on a high level. Again, 

the illustrations and diagrams will help solidif 3, the concepts quickly and can be adapted by 

readers to their own situations. Your adaptations of  his charts and diagrams to a business 

case plan for data quality improvements will lend an authoritative flavor to your plans. It is a 

book worth reading for actuaries who have interactions with those responsible for data in 

their organizations. The knowledge and insights gained by the reader will help put them on 

equal footing with those who are responsible for the data. 

One very important point that the author makes is that clean-ups of  a database do not 

scale; you need to fix the source or cause of  the data quality issue. "Organizations must 

recognize that finding and fixing data errors is time consuming, expensive, non-value-added 

work." Otherwise resources will be forever dedicated to cleaning a database and the problem 

will never go away. As the author says, "any form of clean-up without prevention is wrong- 

headed." In Section E of  the book, the author describes the elements of a successful data 

quality- system and how those tasks are accomplished. While you may not want to follow his 

solution or methods exacdy, the book does provide a lot o f  ideas to consider as you work to 
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improve data quality., in your organization. The author makes the point that you need to 

consider all costs of  errors - the immediate cost and the cost to those downstream; and you 

need to know where errors occur. 

A "statistical control process" is described in Chapter 23. The process as presented is ever 

vigilant, focusing on continuous improvement and bottom line impact. 

Another point made by the author is that I. (information or data) is not IT (information 

technolog3,). It is clear from the book that one should not use IT to automate a poorly 

designed information chain. An information chain, as defined by the author, is an "end-to- 

end process that starts with original data sources creates 'information products' and 

continues through to the use of  data in operations, decision-making, and planning." First 

improve the information chain and then automate using IT to reduce cost and to free up 

people for other tasks; IT plays a subordinate role. 

The author also presents other concepts in the book that may be more applicable to the 

data manager such as a business case plan for data quality; the competitive advantage derived 

from quality data; techniques for cleaning a database; and the common elements of  a 

successful data quality program. Reading through these sections should help practicing 

actuaries improve their communications with the data managers in their organizations. 

Throughout the book, the author presents seventy-one "tips." For ease of  reference 

sixteen of  the most important tips are repeated at the end of  the book and reorganized 

according to several subjects. A glossary of  terms is also provided at the end of  the book. 

Overall the book is a quick read and presents many concepts in an easy to understand 

fashion for the practicing actuary. 

3.7 Data Management: Databases and Organization 

Data Management: Databases and O~ganizalion, fifth edition [12] ([SBN 0-47171-536-0) by 

Richard T. Watson is an introductory, data management text. It focuses on the core skill of  

data modeling using SQL (structured query language) to implement the data models. It also 

covers such topics as the managerial perspective of  data management, database architecture, 

emerging technologies, and data integrity. 

Overall, this text is very well written. The topics are self contained, although the 

concepts of  data modeling and SQL run throughout, so those sections should not be 

skipped. For actuaries, it is probably best to use the text as a reference book on particular 
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topics because of the length (approximately 600 pages). Watson divides his book into five 

sections, and a brief synopsis of each follows. 

Section 1, "The Managerial Perspective," defines the concept of organizational memory 

which includes not only computers, but also people, paper files, manuals, reports, etc. He 

also draws distinctions between data, information, and knowledge. According to Watson, 

"data are raw, unsummarized, and unanalyzed facts," while "information is data that have 

been processed into a meaningful form." Finally he states that "'knowledge is the capacity to 

use information." Watson makes the interesting point that the preceding perspectives on 

data and information are relative. One person's information is another person's data. 

In section 2, "Data Modeling and SQL," Watson considers data modeling and SQL skills 

as fundamental to data management. As such he devotes approximately half of the book to 

this topic. The style of this section is very straightforward and should be accessible to any 

actuary with some exposure to relational databases, such as Microsoft Access, SQL Server, 

Oracle, etc. He goes through in detail the basic building blocks of data modeling: modeling 

a single entity, one-to-many relationships, many-to-many relationships, one-to-one 

relationships, and recursive relationships. 

The author repeatedly uses the same approach to explain new concepts, thus making the 

text easy to follow. First, he builds his examples using a standard data modeling 

diagramming syntax., Second, as each new modeling concept is introduced, a model is 

developed and then implemented in SQL. This is an effective technique for both data 

modeling and SQL since the concepts reinforce each other. 

Watson also uses examples from standard relational databases such as Access and Oracle. 

While the book is not an Access reference and many advanced SQL features are not 

supported in Access, the text does give a good indication of the theoretical underpinnings 

about how a relational database product such as Access should be used. The text is filled 

with numerous exercises on both data modeling and SQL. It is a good primer for those 

actuaries that are interested in moving beyond Access or doing advanced database work 

using the macro programming capabilities of Access. 

The author thoroughly illustrates the concept of normalization as a method for increasing 

the quality of a database design. He goes through the development of six normal forms and 

describes the issues that these normal forms resolve. This is perhaps a little advanced for 

most actuaries, but it is interesting reading if one is willing to devote the effort. 
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Finally, Watson provides an "SQL playbook" that contains 61 sample queries that should 

handle most of the data manipulation tasks that an actuary T may encounter. 

Section 3, "Database Architectures and Implementations," deals with more of the 

technical aspects of data management such as data structures and storage. It also provides 

an introductory background on data processing architectures such as client/server 

technology. If  nothing else, this section and Section 4 define much of the terminology that 

is used in many IT shops today. This is of great use to actuaries that need to understand the 

key concepts of various technologies to liaise with their IT departments. 

Watson devotes a chapter in this section to object-oriented (OO) data management. He 

does a good job of describing the object-oriented paradigm and then contrasting it with the 

relational-paradigm. Since the relational model is primarily used in data management, and 

the OO model is used primarily in software engineering, Watson posits that it is important 

to be able to translate between the two. Among the differences that he cites between the 

two paradigms is that the OO paradigm has its basis in the software engineering principles 

of coupling, cohesion, and encapsulation, while the relational paradigm is based on the 

mathematical concepts of set theory-. 

Section 4, "Organizational Memory, Technologies," covers a potpourri of  technologies. 

Watson devotes a chapter in this section that touches on data warehousing, data mining, and 

the multi-dimensional database (MDDB) or cube environment. Given that MDDB is 

(arguably) the best storage arrangement for actuarial triangles, this section should be of great 

interest to actuaries. Unfortunately, it barely scratches the surface on data warehousing and 

data mining. He also devotes two chapters to the Web and provides some extensive 

examples on how to use SQL within Java. Finally, he closes the section with a good 

treatment of XML (extensible markup language) and its emerging use as a data management 

standard. 

The final section "Managing Organizational Memory" covers two topics that most 

actuaries should find of interest: data integtity and data administration. In this time when 

actuaries are being asked to become advocates for data quality T, it is important for them to 

understand what data quality, really means. Watson states that maintaining data integrity, 

involves three goals: 

1. Protecting the existence of the data so it is available whenever it is needed; 

2. Maintaining the quality, of the data so that it is accurate, complete, and current; and 
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3. Ensuring confidentialit3T of data so that only those authorized can access it. 

He then describes many techniques to achieve these goals. 

The author also covers what he calls the 18 dimensions of  data quality. As an example, 

let's look at three of  the dimensions--Accuracy, Timeliness, and Accessibility--and what 

conditions Watson sets for high quality (see Table 1). 

Table 1 

Dimension 
Accuracy 
Timeliness 

Accessibility 

Conditions for high quality data 
Data values agree with known correct values. 
A value's recentness matches the needs of  the most time critical 
application requiring it. 
Authorized users can readily access data values through a variety 
of  devices from a variety of  locations. 

These three dimensions, as well as the other 15 dimensions outlined in the book, are an 

ongoing pursuit and not a destination. It is worthwhile for actuaries to look at all 18 

dimensions and see how each of  their organization's data stacks up against them. 

Overall, I would highly recommend Data Management: Databases and Organization to 

those actuaries that are interested in learning more about the principles and challenges of  

data management. 

3.8 Software Testing in the Real World 

Edward Kit's main goal in this book [13] (ISBN 0-20187-756-2) is to prove to software 

companies that they need dedicated testing departments at least as big as their development 

departments. Given that actuaries are not in the business of  making shrink-wrapped 

software packages for numerous outside customers, the "real world" in the title practically 

never intersects with the actuarial universe. 

Some of the main thoughts of  the book, however, will be of  interest to actuaries. 

Considering that actuaries implement their models in software, this activit 3  ̀ could be 

conceivably called "software development." Thus some notions of  testing should not be 

fully foreign to actuaries; the 3 , just have to be adapted to the actuarial situation. 

Testing according to the book should start from the "specifications" and end with the 

"final product" evaluation, and should be performed by an "outsider." Testing techniques 

range from verification to validation, i.e., from checking the "code" to examining "final 
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product" outcomes. In the actuarial paradigm, the final product could be an Excel 

spreadsheet, Mathematica notebook, or Oracle stored procedure. Correspondingly, 

specifications could be a reserve test or pricing method, and the "code" would be formulae 

in cells, VBA subroutines, or SQL statements. Evidently, checking everything from methods 

and assumptions to auditing spreadsheet formulae and query results makes perfect sense. 

The content of  Kit's book is broken into 4 parts. Part I includes chapters 1 through 3. 

The material in these chapters is somewhat esoteric. There is a lot of  discussion about what 

is needed to get started on the testing of  software and the history of  software testing. These 

chapters would not be applicable to the actuarial science field. 

Chapters 4 through 6, which form Part II of  the book, establish a framework for 

conducting tests on software. This section establishes some decent terminology that one 

could use to test a student's familiarity with testing procedures. The question we need to ask 

is will everyone in the industry adhere to the same terminology? For example, in the 4th 

chapter, there are several terms used to establish a general failure in the software code. Such 

terms include: "mistake, fault, failure, [or] error." Could we get some of these terms 

generally accepted in the actuarial indusnw? There are several examples of  these types of  

definitions of  principles within this section. There is one principal in particular that could 

prove to be useful in the actuarial science field: "the purpose of  testing is to discover 

errors." It is a nice short and sweet principal. Chapter 5 seems to be getting to some 

substance. One question that it attempts to answer is when a tester should be giving special 

attention to the testing process. Discussions about verification (checking the code) and 

validation (testing the program) are also discussed in Chapter 5. Chapter 6 is not very 

helpful to actuaries. This chapter seems to be regurgitating different top-down methods on 

how to approach testing. This is probably more useful to software engineers than to 

actuaries. At this stage of  the book, some examples would have proven to be helpful. 

Several lists of  questions are developed for testing methods but none of  the questions are 

ever answered. It is unclear if we are supposed to be learning how to ask or how to develop 

questions. More testing standards are talked about in a theoretical sense but no lists of  

standard questions are given. The section on "Testware" (a collection of  software tools for 

testing) is somewhat useful. This section discusses what is actually used to test software and 

calls for maintaining the best testware tools beyond the testing of  a single product. 

Part 111, which includes chapters 7 through 12, provides several different testing methods. 

Some of  the material can be applied to what we do in actuarial science. For example, the 
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methods used for verification could become a basis for technical reviews of  an actuary's 

work. Still, the text lacks examples and exercises for the reader to follow. There do not 

appear to be definitive methods to apply to specific circumstances. The recommendations at 

the end of  the chapters contain many phrases such as: "usually it is better to do . . . "  or 

"there's a real trade-offwhen vou do. . . "  A decisive recommendation on a method to use in 

a particular situation would have been more helpful. There is a relevant exercise given on p. 

67 of  the book. It refers to documents in Appendices B and C. The exercise shows how 

verification testing can produce gains on developing software for a minimal amount of  

effort. Also, the section on how a tester should report an author's mistakes (in Chapter 7) is 

useful. 

Part IV includes topics on structural designs for testing software, practices used by 

software engineers in testing, and getting gains from software testing. This section would 

not be applicable to the field of  actuarial science. 

The appendices follow these 4 parts, and are clearly the most useful part of  the book to 

actuaries. There appears to be much more order and less theory in this section of  the book. 

Appendix A gives lists of  Software Testing Standards. This section may be very useful when 

a tester has to present results to a management team or to a group of  people within the 

industry. For testing actuarial work, one could refer to similar standards much like we do for 

reserving and valuation methods. AppendLx B gives good verification checklists. It is ironic 

that there is a functional design chec'tdist which has a requirement to look out for designs 

"without examples or examples that are too few." The author could have taken this 

requirement and applied it to the earlier chapters in the book. Appendix B has a good deal 

of  sample checklists which would be useful. Appendices C and D contain verification and 

validation exercises (respectively) and solutions that seem very useful, however extensions 

would be needed to translate the exercises into practical advice for Excel "developers." 

Appendix E contains a bibliography which is a good reference for guides on software 

testing. Appendix F gives source information on conferences, journals, and newsletters 

which may be useful for someone desiring more information on software testing. Appendix 

G gives a list of  software technology used to check sofv,vare. Appendix H contains a list of  

improvements in the area of  terminology, product requirements, tools used for testing, and 

documentation which should be considered. The text should have referred to the lists and 

information in the appendices much more frequently. 

In conclusion, actuarial practitioners who are heavily invoh,ed in spreadsheet design may 
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occasionally find some useful tidbits in this book. However there simply are not enough 

examples or case studies to make any of the testing methods easy to implement. Therefore 

actuaries not heavily involved in systems development should probably pass on this text and 

wait for a more direcdy applicable book or article on the subject. Please note that do not 

wish to minimize the importance of software errors to actuaries. However this book may 

not be the appropriate reference for the kinds of software development projects that 

actuaries encounter. 

3.9 I n s u r a n c e  D a t a  C o l l e c t i o n  a n d  R e p o r t i n g ,  e i g h t h  edi t ion  

This book [14] (ISBN 1-877796-27-1), edited by Rose Castro, is the first in a series of 

eight books published by the Insurance Data Management Association (IDMA) designed to 

educate data managers. As a textbook, it is well written and quite easy to follow. There are 10 

chapters in total. 

The first three chapters introduce underwriting and actuarial ratemaking, highlighting the 

necessity of high quality insurance data that underlie these functions. As the author righdy 

points out in the first chapter, both line underwriters and staff underwriters need data to 

perform their daily jobs. Moreover, actuaries rely heavily on data to analyze loss reserves and 

conduct rate level experience reviews. Chapter 2 discusses general ratemaking procedures 

widely used by properry/casualty actuaries. These procedures include pure premium method, 

loss ratio method and distribution of an overall indication to territories/classes. Workers 

Compensation ratemaking, a different animal as usual, is elaborated in the third chapter. 

NCCI has three types of systems to perform ratema~ng functions: the administered pricing 

system, the advisor}, rate system, and the loss cost system. 

Chapters 4 to 9 focus on various t3~pes of statistical agents such as ISO, NAII, and NCCI. 

Chapter 4 gives a general background of insurance regulation and statistical reporting. Two 

important court decisions (Paul v. Virginia and South-Eastern Underwriters Association) and 

two laws (McCarren-Ferguson Act and All-Industry Rating Bills) are cited. These help 

readers understand the historical context in which insurance regulation has evolved. Chapter 

4 also gives a high-level review of statistical agents. Chapter 5 summarizes various statistical 

agent reports and three basic report designs (annual statistic compilations, Fast Track 

Monitoring System, and accelerated reports). Chapter 6 gives a detailed description of ISO. 

Besides highlighting ISO's statistical plans, the author also touches upon the process that 

ISO goes through after receiving data. In chapter 7 and 8, the NAIl and NCCI statistical 
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plans are described in detail. Chapter 9 identifies organizations specializing in data collection 

which do not fall into the above categories: mostly involuntary pools. 

Chapter 10 focuses on state insurance departments including the history of insurance 

regulation regarding insurance data and state data needs. 

Overall, this book provides excellent study material for data managers to get a good 

understanding of insurance data collection/reporting. Actuaries have learned most of the 

contents of this book through CAS exams. For them, this book not only gives a good review 

but also helps to piece together an understanding of data management to the insurance 

enterprise. 

4. C O N C L U S I O N S  

There is an actuarial standard of practice with respect to data quality and some actuaries 

have data management responsibilities, but there is almost nothing in actuaries' formal 

training to prepare them for these tasks. Furthermore, current CAS literature is 

comparatively cursory in its coverage of information quality topics. To fill this gap, these 

nine texts have been recommended to actuaries seeking more information on data quality or 

data management. 

To help identify the best text for a specific situation, the texts are compared below in 

three ways. The first table (Table 2) describes the subjects covered in each book and should 

be helpful in determining which books are most appropriate for particular data quality and 

data management goals. In this table, five solid circles mean the particular topic is 

excellently covered in a way readily accessible to actuaries. Conversely, five empty circles 

mean the subject is either barely covered or addressed from a point of view that is of limited 

use to actuaries. Finally, a blank rating means the particular subject is not covered at all in 

the particular text. 
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Table 2: Coverage of Topics 

Data 
Author Section Quality 
Olsen 3.1 
Dasu 3 ._.22 
English 3.3 
Loshin 3.4 
Inmon 3.5 
Redman 3.6 
Watson 3..~7 
Kit 3 .__88 
IDMA 3..__99 

@OOO0 

Exploratory 
Principles of Data 
Data Qualib Metadata Analysis Data Audits 
o o o o o  00000 00000 00000 

0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  00000 
00000 O l O t O  OOOqO 
0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  
00000 00000 00000 
OlO00 00000 00000 

00000 00000 00000 

00000 00000 00000 
00000 00000 00000 00000 

Author 
Olsen 
Dasu 
English 
Loshin 
Inmon 
Redman 
Watson 
Kit 
IDMA 

Section 
3.1 

3 ._.22 
3.._.33 
3.4 
3.5 
3.6 
3.7 
3._.88 
3.._99 

Measuring Data Quality 
Processing Presentation Data Improvement Data Statistical 

Quality Quality Quality Strategies Management Plans 
0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  00000 
0 0 0 0 0  0 0 0 0 0  t O O 0 0  0 0 0 0 0  

0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  
0@000 00000 0 0 0 0 0  00000 0 0 0 0 0  00000 

00000 00000 
00000 00000 00000 00000 

00000 00000 00000 
00000 00000 00000 
00000 00000 00000 00000 0 0 0 0 0  

Table 3: Definitions of Topics 

Topic Definition / Description 

Data Quality What is it? Why does it matter? How to achieve it? 

Principles of DQ Key attributes of "quality data" 

Metadata Information about data, e.g. business rules 

EDA Statistical and graphical tests to identify suspicious values in a data set 

Data Audits Reconcile the data intended for use to its original source(s) 

Processing Quality Ensuring quality in models and software through design, 
implementation and testing 
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Presentation Quality Clear, correct, consistent presentation of  results 

Measuring DQ Statistics to track key attributes of  quality 

D Q  Improvement What should an organization do to determine the level of  quality 
Strategies required and how to achieve it? 

Data Management The bridge between those who are responsible for the collection and 
repository of  data and those who will use the data in analyses 

Statistical Plans Examples, motivation and uses of  mandated data (not detailed 
instructions on specific statistical plans) 

The next table contains brief summaries of the dominant characteristics of  each book. 

Table 4: Synopsis 

Author Section Comment 
Olsen 
Dasu 
English 

3.1 Well written, easy to follow data quality program for companies 
3.__22 Good introduction to use of exploratory data analysis in data quality 
3.:3 Complete data quality guide aimed at IT and management rather than at 

actuaries 
Loshin 3._44 

Inmon 3.5 
Redman 3.__66 
Watson 3.7 
Kit 3.8 

Good generic data management text. Not specific to actuarial science, but 
covering many thorny, data issues which actuaries may encounter. 
An easy to read introduction to concepts and systems architecture 
Easy to follow book with concepts an actuary can easily pick up on 
Very good text on data modeling and SQL 
This book should only be used by actuaries who are involved with 
designing software. Even so, adaptation of any of the material will be needed 
prior to use. The appendices and the last few chapters are the most applicable to 
actuaries. 

IDMA 3._9_9 Good introduction to data collection and various agencies 

The final table contains summary ratings by text. The ratings assigned provide an 

assessment of  how suitable each book is at covering topics and what audience it is best 

suited for. For instance, each book is rated on whether it is geared towards beginners in 

information quality or at a more advanced audience that is already familiar with some of the 

literature. As another example, since insurance applications were not a focus of  any of  the 

books, each book is rated on its relevance to actuaries. Whereas Table 2 focuses on the 

topics covered in the book (such as data quality or metadata) Table 5 focuses primarily on 

qualities of  the book as a whole that determine what audience it is best suited for (such as 

beginner/advanced, those wanting a more theoretical as opposed to practical knowledge, 

etc.). The book reviews in section 3 also contain information on the technical level of the 
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book and the audience it is written for. Note: although many of the books were written for 

an audience that is actively involved in data management or data qualit3,, the 3, also provide a 

good introduction to the topic for a general audience that interacts regularly with data 

supplied by others. 

Table 5: General Characteristics 

Author Section 

(a) (b) (c) (d) (e) 
Actuarial Beginner / Practical / Micro or 

Relevance Advanced Theoretical Macro Focus Overall 

Olsen 3.1 

Dasu 3._2 

English 3.,_.33 

Loshin 3.4 

Inmon 3.5 

Redman 3 .._6.6 

Watson 3.__77 

Kit 3m8 

IDMA 3.._99 

0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  

0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  

00000 00000 00000 00000 OqO00 

0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  0 0 1 0 0  

0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  

0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  

0 0 1 0 0  0 1 0 0 0  0 0 0 0 0  0 0 0 0 0  0 0 0 0 0  

0 0 0 0 0  t 0 0 0 0  l t O 0 0  I I 0 0 0  I 0 0 0 0  

I 0 0 0 0  I i t 0 0  t 0 0 0 0  I t 0 0 0  I t 0 0 0  

Notes: Generally, five solid circles is most relevant to an actuarial analyst 
(a) 5 solid circles = text is written for actuaries. 5 empty circles = need to modify or 

extend ideas in the text before an actuary could use them. 
(b) 5 solid circles = beginner: no prior IT knowledge required. 5 empty circles = 

advanced, e.g. reader should have worked in the field. 
(c) 5 solid circles = purely practical, e.g. a tip sheet with no reasoning behind the tips. 5 

empty circles = purely theoretical. 
(d) 5 solid circles = hands-on analyst advice such as a book of C programs. 5 empty 

circles = only high-level advice, e.g. strictly executive issues. 
(e) 5 solid circles = a "must-read" for all actuaries. 4 solid circles = a "must-read" for 

actuaries with data management responsibilities. 5 empty circles = the information is 
not worth the time, it takes to read it. 

By reviewing the summat T information in these tables, the reader may be able to identif T 

candidate books that will best meet his or her needs. 

The working par~/hopes that this paper will be a resource for actuaries dealing with data 

management and/or  data qualig, issues. More information on these issues can be found at 

the idma.org web site. 
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Abbreviations and notations 
Collect here in alphabetical order all abbreviations and notations used in the paper 
ASB, Actuarial Standard Board MDDB, Multi-dimensional Database 
ASOP, Actuarial Standard of Practice NAIl, National Association of Independent Insurers 
CAS, CasualS, Actuarial Society,- NCCI, National Council on Compensation Insurance 
CIO, Chief Information Officer NYSI1S, New York State Identification and Intelligence System 
COLDQ, Cost of Low Data Qualiq, 
G1RO, General Insurance Research Organization 
GRIT, General insurance Reserving Issues Taskforce 
1DMA, Insurance Data Management Association 
ISO, Insurance Setwice Organization? 
IT, Information Technolo~' 

ODS, Operational Data Store 
OLAP, On-Line Analytical Processing 
0 0 ,  Object Oriented 
SQL, Structured Queg, Language 
VBA, Microsoft Visual Basic Application 
XML, Extensible Markup language 
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USING A CLAIM SIMULATION MODEL FOR RESERVING & LOSS 
FORECASTING FOR MEDICAL PROFESSIONAL LIABILITY 

Abstract 
Various recent papers have included criticisms related to the use of link-ratio 
techniques for estimating ultimate losses. While this paper does not review these 
criticisms, it does outline development characteristics of medical professional 
liabilityl losses that would lead the actuary to believe that link-ratio techniques 
may not always be the best available option for projecting ultimate losses. The 
paper then proceeds to provide a model that addresses these weaknesses and 
then extends this model for loss forecasting applications. 

More specifically, this paper provides a framework for evaluating medical 
professional liab!!ityl loss exposures. The concepts used in this model are more 
fully discussed and described in other statistical textbooks o1" refereed actuarial 
journals. This paper is intended to provide a synthesis of existing distinct 
processes. Rather than repeat those discussions, a bibliographical reference is 
provided. The bibliography included, therefore, should be considered a critical 
section of this paper. 

Specifics of the modeling within the framework presented are the responsibility 
of the actuary implementing the model. While the paper does include 
alternatives that may be considered within the framework, it is not intended to 
be a comprehensive listing of these alternatives. 

This model has been developed in recognition of data availability issues for self- 
insured healthcare facilities. However, this model may easily be expanded for 
use in an insurance company context or for evaluating other medical professional 
liability exposures. 

1. Motivat ion and Rationale 
A recent paper published in the CAS Forum included the following statement: 

1 This model may be extended to other general liability or professional liability exposures. This 
model is not appropriate for coverages subject to partial payments  such as workers 
compensation. 
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"...for most, if not all, cumulative arrays the assumptions made by the 
standard link ratio techniques are not satisfied by the data . . . .  ,,2 [1] 

Without providing a statistical analysis to prove this statement, there are a 
number of intuitive reasons why we would expect this statement to be true for 
medical professional liability losses. 

(1) Claims-made medical professional liability is generally considered a 
"short-tailed" coverage in comparison to other liability coverages. 
Occurrence coverage is generally considered "long-tailed." This leads to 
the natural conclusion that on an occurrence basis, the majority of loss 
development may be attributed to claims that are incurred but not 
reported ("IBNR'). Consistent with common actuarial usage, this type of 
development is referred to as "pure IBNR" emergence. This development 
should be distinguished from the development on known claims, which 
will be referred to as bulk development. Link ratio techniques assume 
future development is a function of prior cumulative experience. This is 
inconsistent with the understanding developed that future development is 
actually due to newly reported claims. These newly reported claims do 
not necessarily have any relationship to past claims. 

This relationship between pure IBNR and bulk development may be 
driven by the fact that healthcare institutions, in general, are conservative 
by their very nature. In the aggregate, case reserves established by these 
conservative institutions tend to be reasonably adequate. 

(2) A model is defined as "a simplified mathematical description" [3] of a 
more complicated process. Loss development approaches would not 
appear to satisfy this definition since future development is not entirely a 
function of cumulative losses. Therefore the "mathematical description" is 
not consistent with the process being modeled. 

(3) Link ratio techniques are generally based on the analysis and review of 
loss development triangles. Given the long-tail nature of occurrence 
coverage the predictive ability of loss development triangles is severely 
compromised by inflation. Emergence in the 10th calendar period for the 

2 That  same paper  was  later published in the Proceedings with softer language: "Most  loss arrays 
don ' t  satisfy the assumpt ions  of s tandard link ratio techniques." 
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10th prior accident period is likely to differ from the for the current 
accident period due to inflationary pressures. 

(4) Loss development data for self-insureds may be subject to various limits 
and deductibles. This further compounds the inflation problem. Even if 
we obtain triangles at constant limits and deductibles on a nominal basis, 
the development for each period will be different on a real, or inflation- 
adjusted, basis. 

In addition, if actuaries choose (as they often do) to select a single 
development pattern and apply it to every exposure period 3, they are 
making the implicit assumption that trend acts in one direction - across 
exposure periods. Any other "direction" of trend, i.e. across settlement 
period, report period or maturity, would be inconsistent with the 
development patterns as they are used in general practice. 

These factors would compromise estimates using traditional Bomhuetter- 
Ferguson ("B-F') or additive techniques as well as link-ratio methods. 

(5) When information is aggregated, information is lost. Fundamentally, by 
aggregating loss information into somewhat arbitrary accident year 
groupings, information provided by individual claim detail is lost. It is 
also critical to recognize that loss development is a statistical model. In 
this model, parameters (loss development factors) are estimated using 
data (loss triangles). 

The framework described herein is based on multiple underlying 
stochastic models and is likely to be more robust. This is because we are 
estimating fewer parameters with more information. However, there may 
be residual uncertainties that cannot be eliminated. 

From a practical perspective, these methods also suffer from the following 
problems: 

(1) To many users of actuarial information, risk (deviation from the point- 
estimate) is just as important as, if not more important than, the point- 
estimate itself. We may be able to develop statistical measures of the 
uncertainty involved in the selection of loss development factors - also 

3 "exposure period" is intended as a generalized term for accident period, policy, period, report 
period, etc. 
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known as parameter risk. However, we have not been able to determine 
the model specification risk. This risk can be quite large since the 
assumption of link ratio models may not be consistent with the 

underlying cause of loss development. 

(2) Oftentimes loss triangles are simply not available. This is particularly the 
case for self-insureds. Self-insured entities often keep a current loss 
database and generally do not track aggregate loss development. 

(3) For many self-insureds, excess insurance is only available on a claims- 
made basis. However, accruals need to be made on an occurrence basis. 
This would require that actuarial analyses recognize differences in limits 
and retentions that are dependant on the report date of the claim. Link- 
ratio methods do not easily recognize these differences. 

The goal of this paper is to present a model that overcomes these limitations. 
Specifically, we present a model that is adaptable, accounts for inflation, 
estimates risk, and is easily extendable for loss forecasting applications. 

This model has the following benefits relative to link-ratio models because: 

(1) This model reduces model specification error. This is due to that fact that 
this model that attempts to replicate claims process. The model includes 
the following phases of the actual claim life cycle: an accident occurs, the 
claim is reported, and the claim is settled for some amount. It would be 
naive to believe that each and every driver of the claim process is (or can 
be) included in the model presented herein. However, the model better 

satisfies the definition of a "model" as stated above. 

(2) The model is "unified" and easily adaptable to provide consistent 
estimation of pure IBNR, bulk reserves and prospective loss forecasts. 

(3) The model is specifically designed to be used in a simulation 
environment. Given that insurance involves bearing risk - a reserve or 
loss forecast model should measure that risk. Use of simulation techniques 
is necessary in analyzing these exposures to provide an estimate of 
variability. Insureds retaining risk require this information as they are 
quite concerned with the variability in the point estimate. A model that 
yields only a point estimate does not accomplish this goal. 

310 Casualty Actuarial Society Forum, Winter 2007 



Using a Claim Situation Model for Reserving and Loss 
Forecasting for Medical Professional Liability 

A claim level simulation model allows for the evaluation various per- 
occurrence and aggregate coverage alternatives in a prospective loss 
forecast. This information is particularly useful for insureds considering 
changes in their insurance program. 

II. Mode l  Overv iew 
The loss-reserving model estimates indemnity and expense reserves for pure 
IBNR separately from bulk reserves. Each reserve component is estimated using 
a frequency x severity methodology. Model specification error is reduced with a 
frequency × severity model as it attempts to replicate the claims process. This is a 
benefit relative to link-ratio, additive or B-F methods, which only provide 
models for loss movements in aggregate. The claim process replicated by the 
frequency x severity may be illustrated as follows: 

FIGURE 1 

I Medical Error / Accident 1 
Occurs 

I Claim is Reported 1 

I 

I ClaimSettleswithC°st I I ClamSettleswith°ut l C o s t  

Based on the diagram above, the model is specified in the following order: 
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FIGURE 2 

Estimate of Claim Reporting Lags ] 

I Estimation of 1BNR Claim 
Frequency 

I 

I Estimate Claim Closing 
Lags ] 

~ Estimate Claims Severity ] 

The model used to estimate required bulk reserves or prospective loss forecasts 
are simply "special cases" of the model used to estimate pure IBNR. For this 
reason, the model for pure IBNR is presented first and the special cases follow. 

III. The  Genera l  M o d e l  - E v a l u a t i o n  of  Pure IBNR 

Claims Reporting Lag 
Recognizing usual self-insured data limitations, the model employs an approach 
that does not require claim triangles. In typical self-insured loss runs, observed 
report lag for each claim will be available. These lags are calculated as the 

difference between the report date and the accident date for each claim. A 
statistical distribution may then be fit to these observed report lags. 

In doing so, it must be recognized that the observed report lags have a problem 
similar to that found with deductible claim data 4. With deductible claim data, our 
observations will not include losses below the deductible - i.e. claims are said to 
be truncated from below. With observed report lag data, our observations will 
not include claims that have not yet been reported - i.e. the observations are 
truncated from above. The observations, W, will follow a conditional distribution 
with the following density function: 

4 The parallel to the deductible loss data may be understood by reviewing Hogg & Klugman [6] 
(p. 129 -130). 
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fw (x)= fx (x)/F x (M)  where M = (valuation date- accident date) 

= 0 for x > (valuation date - accident date) 

Using this density function, we can solve for the parameters of the lag 
distribution using maximum likelihood techniques and spreadsheet optimization 
tools. The likelihood function for individual claim data may be written as: 

L(B) = L(0; w I, w2, w3, w,  ..... w n ) 

= ] - [ L ( x i ; e )  
J 

Tak ing logar i thms, we have: 

In(L(8)) = ~ l n ( f ~ ( x j ; a ) )  
J 

where 0 represents the parameter(s) of the selected d is t r ibu t ion  5 

Using spreadsheet optimization tools, we can solve for the parameter(s), 19, 
which maximize the likelihood function. This analysis is presented on Exhibit 1. 
Column (4) of this exhibit shows the calculated observed lag (in days). The 
maximum report lag is calculated as shown in Column (5). The conditional 
likelihood and conditional log likelihood are calculated in Columns (6) and (7), 
respectively. The mathematics of this lag model are described :in Weissner [2]. 

The cumulative distribution function provides our claims reporting pattern. The 
stochastic distribution also is easily used in a simulation analyses. 

Determining Pure IBNR Claim Frequency 

The report lag model is then used to estimate pure IBNR claims frequency. IBNR 
claims are estimated using a B-F approach. This estimation is illustrated on 
Exhibit 2. 

For the B-F calculation, the claims reporting pattern is provided by the 
cumulative distribution function of the report lag model and the a priori ultimate 
claim estimate is determined using the average of development method 
estimates of ultimate claims of the mature claims periods (Column (9)). 

s In genera l ,  we  tend  to use  R a y l e i g h  or Weibu l l  d i s t r i b u t i o n s  for lags.  
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The "Percent Reported" (Column (8)) is calculated using the cumulative 
distribution function of the lag model as determined on Exhibit 1. The function is 
evaluated at the difference between the data evaluation date and the midpoint of 
the accident period. 

This is not the only approach available for estimating IBNR claims; however, 
based on the understanding that future claims are unrelated from prior claims, 
approaches, such as B-F, where IBNR claims are estimated (largely) 
independently of reported claim count are desirable. 

Determination of Claims Closing Lag Model 
The development of a conditional closing lag distribution is identical to the 
development of the claim reporting lag with one fundamental difference. Since 
the closing lag in this model represents the difference between the report date 
and the date of closing, the observed closing lags are truncated (from above) at 
the difference between the valuation date and the report date. As the reader will 
recall, the observed reporting lags are truncated (from above) at the difference 
between valuation date and the accident date. As this process is identical to that 
for reporting lags, the calculations underlying a closing lag model are not 
included in this paper. 

Claims Settlement Model 
Professional liability claims will settle with one of the following outcomes: (1) no 
payment, (2) indemnity and expense, (3) indemnity only, or (4) expense only. 
Depending on the quantity of available data, it may be necessary to collapse 
settlement outcomes into: (1) "no payment" and (2) "with cost" outcomes. The 
first step in determining our claim settlement model is to estimate the probability 
of each of these possible claim settlement outcomes. 

It is recommended that the distribution of claim settlements be reviewed based 
on both closing year and accident year bases. Closing years are preferred as they 
better capture changes in claims settlement practices. Changes in claims 
settlement practices tend to apply to claims closed after a given date regardless 
of the accident date of the claim. When reviewing accident year distributions of 
settlements, only accident years that are completely or nearly completely closed 
should be considered. Consideration of immature periods may bias results 
towards the more quickly closed "no payment" or "expense only" settlement 
types. This type of review is presented on Exhibit 3. 
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Claims Cost  Models  

There are numerous previously published papers and texts describing methods 
to estimate stochastic claims cost models. The development of claims cost models 
is beyond the scope of this paper. The following is a partial listing of relevant 
papers and texts on this topic that the interested reader should review. 

, Klugmanm Panjer, & Wilmot - Loss Models [3] 
,, Keatinge -Model ing Losses with the Mixed Exponential Distribution [4] 
,~ Philbrick - A Practical Guide to Single Parameter Pareto Distribution [5] 

In practice, mixed distribution models appear to best describe claims severity 
and are easily adaptable to the Simulation process. Each component of the 
mixture represents a "type of claim." For example, a mixture of two lognormals, 
a point mass and a uniform distribution many be used to describe "small normal 
claims" (first lognormal), "large normal claims" (second lognormal), "losses 
clustered at the limit of insurance" (point mass) and "shock claims" (uniform 
distribution), respectively. An example of this model is presented in Exhibit 4 
and is used later in this paper. 

Credibi l i ty  

Credibility of the loss data used in the estimation of the model parameters is an 
issue with every model. However, relative to development or B-F models, 
credibility should be less of an issue for the model presented herein. Credibility 
becomes an issue as actuaries attempt to estimate more parameters with fewer 
data. Relative to other models, this model estimates fewer parameters from more 
data. 

Actuaries should recognize that, in estimating development patterns, each 
selected link-ratio is a parameter that is estimated from the observation in a 
column of observed link ratios. In addition to these link ratios, development 
methods or B-F methods may add other estimated parameters such as a priori 

loss estimates. Even with a 10-year development triangle, this may require the 
actuary to estimate more than 10 parameters. The model presented herein should 
generally require the est imation of fewer than 10 parameters. In addition, 
because this model relies on claim level detail, we have significantly more data - 
or information - relative to models in which claim level detail is collapsed into 
accident years - thereby destroying.information. 

Oftentimes, when credibility is an issue with B-F or development models, 
actuaries will simply rely on "industry data" or some other external source. This 
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of course has a (generally unstated) credibility problem caused by lack of 
homogeneity. 

An additional advantage of the model is that parameter uncertainty can be 
explicitly considered in this model. The following is a listing of relevant papers 
that the author has reviewed that provide uncertainty models that may be 
incorporated into the model framework: 

, Heckman, Philip E.; Meyers, Glenn G.- The Calculation of Aggregate Loss 
Distributions from Claim Severity and Claim Count Distributions [7] 

~ Kreps, Rodney - Parameter Uncertainty in (Log) Normal Distributions [8] 

Since we tend to employ lognormal claim cost models, we tend to use the 
derivation of parameter uncertainty as described by Kreps [8]. 

Claims Simulation 
We now have all the elements necessary to simulate the pure IBNR reserve. Our 
simulation proceeds according to the claims process illustrated in Figure 1. 

Step 1. Simulation of the number of claims - the number of claims is 
simulated using a stochastic model with a mean equal to the 
estimated IBNR claims frequency discussed previously. A Poisson 
model is often used to simulate the number of claims; however 
there is no requirement to do so. (We can also use a prior 
distribution for the Poisson parameter to incorporate parameter 
risk - which, as is well known, results in a negative binomial 
model.) 

Step 2. Simulation of accident year - For each of the simulated claims, the 
accident year is simulated. The distribution of claims by accident 
year is based on the discrete distribution of IBNR claims by 
accident year derived in our estimation of IBNR claims frequency. 

Step 3. Simulation of accident date - the accident date is simulated using a 
uniform distribution betweenthe inception and expiration of the 
accident year simulated in Step 2. It is recognized that accident 
dates are not uniformly distributed throughout the accident year. 
That is, it is expected that there are more IBNR claims resulting 
from accidents occurring later within the simulated accident year. 
However, this is not considered to be a material weakness in the 
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Step 4. 

Step 5. 

Step 6. 

Step 7. 

Step 8. 

model and consideration of this nuance is a further area of 
development left to the interested actuary. 

Simulation of report date - the report date is simulated by adding a 
simulated report lag to the simulated accident date from Step 3. In 
this simulation, it must be recognized that the domain of possible 
report lags has a minimum value of the difference between the data 
evaluation date and simulated accident date. (For pure IBNR 
claims, the report date of the claim must, by definition, be greater 
than the valuation date of the data.) Therefore the report lag should 
be simulated using a truncated distribution. 

Simulation of claim closing date - the claims closing date is 
simulated by adding a simulated closing lag to the simulated report 
date from Step 4. 

Determination of present value factor - the present value factor 
applicable to each claim is calculated using the claim closing date. 
In general, for professional liability coverage, all indemnity is paid 
at claims closing and partial payments are not an issue. The 
calculated present value factor should consider that expenses are 
paid in advance of the claim closing date. It would not be overly 
difficult to develop a pattern for the payment  of expenses; 
however, this consideration is beyond the scope of this paper. 

Simulation of claims outcomes - using the discrete distribution of 
claims settlement probabilities, we simulate the outcome of each 
claim. 

Simulation of claim value - the final step is estimation of claims 
settlement values. Using a mixed distribution model, the 
simulation of claim cost is a two-step process. The first step is the 
determination of which component of mixture generates the loss. 
This is simulated using a discrete distribution and the weight of 
each component in the mixture. The second step is to determine the 
claim value. This is simulated directly using the parameters and 
model-form of the component of the mixture that generates the 
loss. 
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Using the .parameter uncertainty model described, in Kreps [8], the 
severity parameters may also be simulated in each iteration. 

The parameters of stochastic distribution of claim values should be 
adjusted for trend between the simulated accident date and the 
date at which the claims severity model is .evaluated. The 
discussion of the impact of trend on loss distributions (and their 
parameters) is contained in Hogg & Klugman [6]:.Essentially, this 
allows for each and every claim to be individually adjusted for 
trend. Furthermore, the model allows for trend adjustment based 
on accident date, report date or date of closing. The ability of the 

model to respond to trend in this manner is a benefit relative to 
link-ratio methods. 

This simulation is shown on Exhibit 5. While spreadsheet tools can be used to 
simulate all these values, simulation software packages (often spreadsheet add- 

ins) will facilitate this process. . 

Through this process we have now have a comprehensive listing of all IBNR 

claims and all necessary information on those claims to: 
,~ assign claims to report period, 
~, assign limits and retentions given claims made excess coverages, and 
,~ calculate claims at various indemnity and / or expense retentions. 

IV.  A S p e c i f i c  C a s e  - B u l k  R e s e r v e s  

The estimation of bulk reserves is simply a special case of the IBNR simulation 
model. Bulk reserves are simply the difference between case reserves and 
ultimate claims values. The process described above may also be applied to 
known claims with the following exceptions: 

,~ The number of reported open claims is known and therefore does not 

need to be simulated. 

~> The accident dates and report dates of report claims are known and do not 

need to be simulated. 

In this simulation of closing lags it mustlbe recognized that the domain of 
possible closing lags has a minimum vdflue of the difference between the 
data valuation date and the actual report date. Therefore the closing lag 
should be simulated using a truncated distribution. 
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>> Cons ide ra t i on  m a y  be given to the reserved  va lue  of the claim. If no 

cons idera t ion  is given, the ac tuary  (implicit ly) assumes  that  the case 

reserve p rov ides  no predic t ive  information.  This m a y  be a val id  

• . a s sumpt ion  for immatu re  claims. For more  mature  claims, the r epor ted  

value  of the case should  be cons idered  in the s imulat ion.  General ly,  this 

considera t ion  results  in "shift ing" of the weights  of the componen t s  of the 

mixed sever i ty  mode l  or t runcat ion of the severi ty  dis t r ibut ion.  Fur ther  

research in this area  is left to the in teres ted reader.  

>> The s imula ted  sever i ty  mode l  should  be t runcated  from be low as the 

pa id - to -da te  value  of the claim. This may  be a conservat ive  ad jus tment  as 

it will  not  a l low claims to settle at their  current  value.  An  al ternat ive 

w o u l d  be to not  consider  pa id  amount s  and  a l low ind iv idua l  claims to 

s imulate  at less then the pa id  va lue  (most  optimist ic)  or censor the 

resul t ing,claim values  to the pa id  value.  

The reader  should  notice that  these except ions s imply  change the pa rame te r s  of 

the s imula t ion  of u l t imate  values  on k n o w n  claims. The basic f r amework  is 

identical  to that  used  for the s imula t ion  of pu re  IBNR claims. 

V. A Specif ic  Case - Prospective Loss Forecast 

The es t imat ion of loss forecasts is also s imply  a special case of the IBNR 

s imula t ion  model .  Loss forecast ing and pure  IBNR es t imat ion  are a lmos t  

ident ical  since no informat ion is k n o w n  about  ei ther claim type. The mode l  is 

ad jus ted  as fol lows to s imulate  prospec t ive  losses: 

,> T h e  a priori  es t imate  used  in the B-F calculat ion is used  as the mean  

es t imate  of prospect ive  claims. 6 

>, All  claims occur wi th in  a single accident  period.  Therefore,  the accident  

year  need  not  be s imula ted .  

6 Essentially, this procedure is identical to. that employed for pure IBNR frequency. The 
percentage of claims reported for a prost~ective period is by definition 0% and the estimated 
ultimate number of claims using a Bomhu~etter -Ferguson model would be identical to the a priori 
frequency. ' ' 
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V|. Simulating From Truncated Distributions 
Many aspects of this model require simulation from truncated distributions. 
Many simulation software packages allow for truncated distributions. If the 
actuary is either using spreadsheet software to perform the simulations or using 
simulation software that can not accommodate truncated distributions, the 
actuary can use inverted distributions to sample from a truncated distribution. 
Specifcally, 

,> Calculate the CDF at the truncation points. For example, for distribution 
truncated from below at a, calculate F(a). 

,~ Sample from a uniform distribution between the truncation points. In this 
example, the sampling would be between F(a) and 1.00 ( = F(infinity) ). We 
will designate the sampled value as U. 

>~ Calculate the value at which the CDF is equal U. In this example, the value 
would be equal to F-I(U) and provides our sampled value from a 
truncated distribution. 

VII. Conclusions and Areas for Further Research 
The framework of the  model presented herein provides a model that is 
adaptable, accounts for inflation, estimates risk (both process and parameter), 
and is easily extendable for loss forecasting applications. Finally, this model 
allows for consistency in the estimation of loss forecasts and loss reserves. The 
model attempts to replicate the claims process rather than representing a proxy 
model for future emergence. 

The goal of this paper is to present a model framework. However, as with all 
actuarial models, this model remains a "work-in-progress." Several areas for 
model enhancement are listed below and left to the practioner: 

Relationships between lags and claim costs: In the current model, claims 
severity is independent of report lag and closing lags are independent of 
claims severity. The prevailing theory is that larger claims are reported 
later and take longer to settle. 

Additional methods to incorporate claim information on known claims: 
The model provides one method by which known claim information 
(specifically, case reserve values) can be considered in the calculation of 
bulk reserves. In the evaluation of a large number of known open claims, 
no consideration may be necessary as all claim types would be assumed to 
by represented in the sample. However, for situations involving the 
evaluation Of a smaller number of open claims, it would be desirable to 
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develop models under which the simulated severity considered as much 
'of the information regarding these claims as possible. 

Essentially because the model is simulating the measurable aspects of the claims 
process, it allows the actuary an almost limitless opportunity to study various 
relationships. 
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Hospital for Injured Actuarial Students 
Est imat ion of Losses and  Expense  as of 9 /30/2002 

Est imat ion of Report  Lag 

(1) (2) (3) 
[ Observations 

Incident 
Date 

01/06/97 
01/09197 
01106197 
01106197 
01107197 
04101197 
01104197 
01104197 
02128197 
02128197 
02128197 
04/11/97 
04/13/97 
01105197 
04106197 
07108197 
07109/97 
03122197 
03122197 
05119197 
06136197 
06127197 
02120197 
02/15/97 
09/14/97 
07114197 
07114197 
04/01/97 
11/01/01 
11101101 
11120101 
11126101 
11126161 
07/12/01 
01/19/00 
09120101 
09/20101 

01/13/01 
09/10/01 
08/11/02 
09110101 
62103100 
01/09/00 
10/01/01 
08108101 
04107101 
10/03/01 
10/03/01 
10107101 
08124100 
10117101 
04/13/00 
04113100 

(4) (5) (6) (7) 
J (2)- (1) (3)-(1) f(x)IF(M) In(6) 

Maximum 
Valuation Report Lag Report Lag Condttional Conditional Log- 

Report Date Date (Days) (x) for Claim (M) Likelihood (L) Ltkehhood In(L) 

01131197 09130102 25 2,093 1,3052-04 -8.9439 
01131197 09130102 22 2,090 1.1492-04 -9.0714 
01131197 09130102 25 2,693 1.305E-04 -6.9439 
01131197 09130162 25 2,093 1.305E-04 -8.9439 
61131197 09130102 24 2,092 1.253E-04 -8.9846 
64123/97 09130102 22 2,008 1.149E-04 -9.0714 
06162/97 09130102 149 2,095 7.353E-04 -7.2153 
06162/97 09130102 149 2,095 7.353E-04 -7.2153 
06122/97 09130102 114 2,040 5.763E-04 -7.4590 
06122/97 09130102 114 2,040 5.763E-04 -7.4596 
06122/97 09130/02 114 2,040 5.763E-04 -7.4590 
07114197 09130102 94 1,998 4.804E-04 -7.6410 
07114197 09130102 92 1,996 4 706E-04 -7 6615 
07124197 09/30102 200 2,094 9 420E-04 -6 9675 
07128197 09/30/02 113 2,003 5 715E-04 -7.4672 
07131197 09130102 23 1,910 1 201E-04 -9 0270 
07131197 09t30/02 22 1,909 1 149E-04 -9.0713 
08/18/97 09/30/02 149 2,018 7.353E-04 -7.2153 
08/18/97 09130102 149 2,018 7.353E-04 -7.2163 
09105197 09130102 109 1,960 5.526E-04 -7.5009 
09126197 09130102 88 1,918 4 510E-04 -7.7040 
09/26197 09130102 91 1,921 4.657E-04 -7.6719 
10/09/97 09/30/02 231 2,048 1.051E-03 -6 8583 
11163/97 09130102 261 2,053 1.142E-03 -6,7748 
11/05/97 09130/02 52 1,842 2.701E-04 -8.2169 
11/12/97 09/30/02 121 1,904 6 0902-04 -7.4036 
11/12/97 09130102 121 1,964 6.090E-04 -7.4036 
12110197 09/30/02 253 2,068 1 119E-63 -6.7951 
08129102 09130102 301 333 4.935E-03 -5.3115 
08129102 69130102 361 333 4.935E-03 -5.3115 
09116162 09130102 294 314 5.397E-03 -5.2219 
09/10/02 09130102 294 314 5.397E-03 -5.2219 
09/10/02 09130102 294 314 5.397E-03 -5.2219 
09111162 09136102 426 445 3.430E-03 -5.6753 
09/12/02 09130102 967 985 4.762E-04 -7 6496 
09123102 09/30/02 368 375 4.390E-03 -5 4285 
09123102 09/30/02 368 375 4.390E-63 -5 4286 

i ~ i i i i 
09/25/02 09/30/02 620 625 1 854E-03 -6 2901 
09125102 09136162 380 385 4,240E-03 -5.4632 
09125102 09/30/02 45 50 3,593E-02 -3.3263 
09125102 09130102 380 385 4 240E-03 -5.4632 
09125/02 09130162 965 970 4,834E-04 -7.6347 
09/27/02 09/30/02 992 995 4,280E-04 -7.7565 
16162/02 09/30/02 366 364 4 605E-63 -5.3806 
10104162 09130102 422 418 3.7772*03 -5.5787 
10/10/02 09/30/02 551 541 2.4362-63 -6 0174 
10/15/02 69130102 377 362 4.686E-03 -5.3631 
10115102 09/30/02 377 362 4.686E-03 -5.3631 
10/15/02 09130102 373 358 4.761E-03 -5.3472 
10/21/02 09130/02 788 767 1.035E-03 -6.8735 
10/21/02 69130102 369 348 49802-03 -5 3023 
10/23/01 09130102 558 900 1 470E-03 -6.5228 
10123101 03131102 558 717 1 749E-03 -6 3489 

Condittonal Locj- Ltkehhood In(L) -9150 5841 I 

Model Rayleigh 
Parameters 

Report Lag b = 437 290 
Model 

Estimation MLE 
Yln (L) -9,150.58 

Exhibit 1 
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Hospital for Injured Actuarial Students 
Estimation of Losses and Expense as of 09/30/2002 

Estimation of IBNR Claims 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 
Avg of (1) & (2) (4)- (3) CDF ((5)) (7) / (8) 

t Calendar Period [ 

Time 
Average Valuation Available to 

Inception Expiry Accident Date Date Report (X) Exposure 

11111997 12/31/1997 07102197 09/30/2002 1,916 2,741 
1/1/1998 12/31/1998 07102198 0913012002 1,551 2,838 
1/1/1999 12/31/1999 07102199 0913012002 1,186 2,843 
11112000 12131/2000 07101100 0913012002 821 2,929 
11112001 1213112001 07102101 0913012002 455 3,144 
11112002 1213112002 07102102 0913012002 90 3,322 

Total 17,816 

Exhibit 2 

Claims Expected Estimated 
Reported to Percent Ultimate 

Date Reported Claims 

294 100% 294.02 
324 100% 324.60 
322 97% 330.35 
278 83% 335.75 
105 42% 251.18 

8 2% 381.74 

1,331 

A. Selected a pr ior i  frequency 

(10) (11) 
(9) / ((6)) A.*(6)*(1-(8)) 

Estimated 
IBNR Claims 

at 
Frequency 09/30/2002 

0.107 0.02 
0.114 0.56 
0.116 7.65 
0.115 53.63 
0.080 194.83 
0.115 346.26 

602.95 

0.106 
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Hospital for Injured Actuarial Students 
Estimation of Losses and Expense as of 09130/2002 

Claims Settlement Model 

(1) (2) (3) (4) (5) (6) (7) (8) 
(4) / ((3)+(4)+(5)) (3) / ((3)+(4)+(5)) (5) I ((3)+(4)+(5)) 

Period 
I Closed w/ Expense Closed with 

Indemnity Only Claim no payment % of Expense Only 

Total by Occurrence Year 

% of Closed with % of Closed with 
Indemnity no paymenl 

Inception Expiry 

11111997 12/31/1997 
11111998 12/31/1998 
11111999 12131/1999 
11112000 12/31/2000 
11112001 12/31/2001 
11112002 12/31/2002 

77 103 71 41.0% 30.7% 28.3% 
63 98 72 42.1% 27.0% 30.9% 
44 83 75 41.1% 21.8% 37.1% 
13 42 71 33.3% 10.3% 56.3% 

1 4 23 14.3% 3.6% 82.1% 
0 0 2 0.0% 0.0% 100.0% 

Total 198 330 314 39.2% 23.5% 37.3% 

Inception Expiry 

1/1/1997 1213111997 
11111998 12/31/1998 
11111999 12/31/1999 
11112000 1213112000 
11112001 12/31/2001 
11112002 12/31/2002 

not coded 

Total 

Total by Closin 9 Year 

0 0 0 
2 5 4 45.5% 

12 37 19 54.4% 
43 58 23 46.8% 
68 105 60 45.1% 
72 114 65 45.4% 

1 11 143 7.1% 

198 330 314 39.2% 

I Selected Distribution 40.0% 

18.2% 36.4% 
17.6% 27.9% 
34.7% 18.5% 
29.2% 25.8% 
28.7% 25.9% 

0.6% 92.3% 

23.5% 37.3% 

24.0% 36.0% I 

t~J 
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Hospital for Injured Actuarial Students 
~, Estimation of Losses and Expense as of 09/30/2002 
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Severity Model 

Model: Mixed Claim Type --> 
Component Model --> 

i.~ = 
a~= 

Truncation Point - Maximum Possible Claim 

w,= 

Normal Small Normal Large Limit Loss 
Lognormal Lognormal Point Mass 

10.204 11.542 Mean 1,000,000 

0.932 1.187 Std Dev. 

1,000,000 1,000,000 None 

0.566 0.378 0.047 

Exhibit 4 

Minimum 

Maximum 

Shock 
Uniform 

1,000,000 

6,000,000 
None 

0.009 
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Hospital for Injured Actuarial Students 
Estimation of Losses and Expense as of 09/30/2002 

Simulation of True IBNR Claims 
Sample Iteration 

(1) (2) (3) (4) 

Accident Date of 
Claim No. Year Occurrence Report Date 

1 2001  01119101 12/22/03 
2 2001 0 4 / 3 0 / 0 1  01/08/04 
3 2002 03/19/02 07115104 
4 2000 09123100 01117103 
5 2002  07106102 05107104 
6 2002 0 9 / 1 6 / 0 2  11/02/03 
7 2002 07112102 09113103 
8 2001 1 1 / 1 5 / 0 1  12/31/03 
9 2001  1 2 / 2 6 / 0 1  03119105 
10 2002  08116102 10/07/03 
11 2002 01108102 10126/02 
12 2002 03 /04102  09122/03 
13 2001 03/18/01 11/06/02 
14 2002 06 /01102  04103104 

(5) 

Type of Claim 

Normal Large 
Normal Small 
Normal Small 
Normal Small 
Shock Loss 

Normal Small 
Normal Large 
Normal Small 
Normal Small 
Normal Small 
Normal Small 

Limit Loss 
Normal Small 
Normal Large 

(8) 

Indemni~ & 
Expense 

68,854 
63.381 
8,323 

14,616 
2,004,453 

44,159 
32,163 
41,512 
93,695 
79,486 
41,606 

1,000,000 
37,381 

294,091 
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C o m p a r i s o n  o f  Ri sk  Al locat ion  M e t h o d s  - Bohra-Weis t  
D F A I C  Dis t r ibut ions  

By T r e n t  R. V a u g h n ,  F C A S  

Abstract This study compare the results of several risk allocation methods for a realistic insurance company 
example. 

I N T R O D U C T I O N  

This purpose of  this study is to compare the results of  several risk allocation methods for 

a realistic insurance company example. The basis for the study is the fitted loss distributions 

of  Bohra and Weist (2001), which were derived from the hypothetical data for DFA 

Insurance Company (DFAIC). This hypothetical data was distributed by the Casualty 

Actuarial Society's Committee on Dynamic Financial Analysis, as part of  its 2001 call for 

papers. 

In addition, Ruhm and Mango (2003) utilized these fitted distributions to produce 2000 

simulated loss scenarios for DFAIC. This detailed simulation data was included in a 

spreadsheet that accompanied their paper. The Ruhm-Mango simulation data is also an 

important source of  input for this study. 

All of  the data, analysis and results for the study" are shown on the accompanying Excel 

Workbook ("bohra-weist data.xls"). The actual Bohra-Weist fitted distributions are shown 

on the "Data for Study" sheet. This sheet also provides some explanatory notes regarding 

the Ruhm-Mango simulation data. The actual Ruhm-Mango simulation data, sorted in 

ascending order, is shown on several different sheets, including the "RMK Capital 

Consumption" sheet. 

In general, the calculations for each of  the individual methods are displayed on a separate 

sheet of  the Workbook. There is also a "summary" sheet that summarizes the resulting 

allocation and pricing for each method. In order to focus on differences in the allocation 

results for the various methods, each of  the methods has been "calibrated" to the same 

overall corporate premium level. This overall premium amount is $1,242,777, which 

represents a total risk loading of  $100,000. This total corporate risk load could be based on 

a financial pricing model (such as the Fama-French 3-Factor Model), or it could simply be 
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based on a judgmental ROE.or combined ratio goal that has been set by the Board of 

Directors. 

In this study, we have also ignored complications caused by existing reserves, loss 

discounting, and long-tailed payouts, t In other words, we are assuming that these loss 

distributions apply to a start-up insurance company with no existing reserves. We are also 

implicitly ignoring differences in the duration of payments for the various lines. 

Some of the methods in this study also require a specific value for the policyholders' 

surplus of DFAIC. We have assumed that surplus at the time of writing is $900,000. This 

implies a premium-to-surplus ratio of $1,242,777 / $900,000 = 1.38. The expected return- 

on-equity (ROE) for the company, ignoring investment income, is $100,000 / $900,000 = 

11.1%. 

Many of the methods in this study 2 directly determine the capital cost allocation for each 

of the subject lines of business. For these methods, the resulting premium by line is then 

determined by the following formula: 

Premium = Expected Loss + Pro-Rata Allocation of Risk Load x $100,000 

Note that the expected loss in this formula is undiscounted. Also, there is no provision 

made for underwriting and loss adjustment expenses. 

The remaining methods in this study 3 directly determine the premium for each of the 

subject lines of business. For these methods, the total premium is "calibrated" at 

$1,242,777. The corresponding capital cost allocation by line is then determined according 

to the following formula: 

Capital Cost Allocation = (Premium - Expected Loss) / $100,000 

The remainder of this paper will provide explanatory notes for each of the methods, 

followed by short summary, of the observations and results of the study. 

MYERS-READ M E T H O D  

Myers-Read (2001) proposed a capital allocation method that is based on Option Pricing 

Theory (OPT). Myers/Read provided a separate version of their formula for both 

lognormal and normal underlying loss distributions. The calculations on the "Myers-Read" 

See Venter (2002) for a discussion of these issues. 
2 Namely, the following methods: Myers-Read, RMK with Capital Consumption, RMK with Variance, 
Covariance, XTVaR99, and XTVaR with Expected Loss Cutoff. 

The following methods: Variance Load, Standard Deviation Load, RCR, Wang Transform, PH Transform 
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sheet of  this workbook are based on their log-normal model, which in turn utilizes the 

lognormal version of  Margrabe's formula? 

Technically, this formula requires that the distribution of  aggregate (i.e. all lines 

combined) losses and asset values is joint lognormal. Myers-Read point out that "if  each 

line's future loss is lognormal, then the overall loss cannot be lognormal." However, they 

also state: "The following derivations of  default values and surplus allocations assume that 

total losses (the sum of all lines' losses) and asset values are joint lognormal. The authors 

believe that this is a reasonable approximation even when individual lines' losses are also 

lognormal." 

Thus, the Myers-Read lognormal model is well-suited to the lognormal fitted distributions 

of  Bohra-Weist. However, there is an important caveat. On the top of  p. 556, Myers-Read 

provide a formula for approximating the variance of  the "lognormal" aggregate losses from 

the individual line data) But the authors point out that this formula only provides a close 

approximation when "the line-by-line loss volatilities are not large." For this reason, we 

can't utilize the lognormal line data of Bohra-Weist direcdy in the Myers-Read formula - 

because the volatility of  the HO-xCat line is extremely large relative to the other lines, and 

the approximating formula on p. 556 will not work. Thus, in the Myers-Read sheet, the HO-  

xCat and HO-Cat  lines of  Bohra-Weist have been combined into a single "Homeowners"  

line. The mean and standard deviation for this combined Homeowners line is based on the 

sample mean and sample standard deviation for Homeowners in the Ruhm/Mango 

simulations? 

The actual Myers-Read sheet in this study is set up exactly like the tables in the Myers- 

Read paper. In fact, all of  the headings and labels are exactly the same] The "standard 

deviation" in column D is expressed as a percentage of  the mean, as in the Myers-Read 

tables. Thus, in more precise terms, it is actually the "coefficient of  variation" of  the 

lognormal line distributions. 

The Myers-Read formula also requires additional assumptions regarding the standard 

deviation of  asset returns and correlations between asset values and the individual line losses. 

These assumptions are shown in cells-D15 through 115. 

4 See Margrabe (1978) for details. 
5 This formula is cell J14 on the "'Myers-Read" sheet. 
6 For details, see the explanatory notes on the "Data for Study" sheet. 
7 We have, however, omitted the normal distribution results shown on the Myers-Read tables, since the 
Bohra-Weist data assumes lognormality. 
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RMK M E T H O D S  

In the previous section, the actual Bohra-Weist fitted lognormal distributions were 

utilized to determine the Myers-Read allocation. RMK procedures generally do not utilize 

fitted loss distributions. Instead, these fitted distributions are used to generate a large 

number of simulated scenarios; the actual RMK calculations are then performed on the 

simulated scenarios. 

Ruhm/Mango (2003) generated a set of 2000 simulated scenarios from the Bohra-Weist 

fitted lognormal distributions. Additional notes on the simulation data are contained on the 

"Data for Study" sheet. The remaining methods in this study use the simulation data, as 

opposed to the actual fitted distributions. 

Clark (2005) discusses various practical applications of the RMK methodology, including 

the allocation of risk load by component. In general, the RMK procedure requires a 

"riskiness leverage ratio" as a benchmark for the measurement of risk. Clark provides RMK 

risk allocation examples that are based on both a capital consumption and a variance risk 

measure. 

The "RMK Capital Consumption" sheet determines the DFAIC allocation corresponding 

to Clark's Exhibit 3a. The raw Ruhm-Mango simulation data, sorted in ascending order, is 

shown in columns A through H. The riskiness leverage ratio (column R) is based on capital 

consumed (column O). In this procedure, the maximum amount of capital consumed is 

equal to the available surplus of $900,000. This capping reflects Kreps' (2005) statement 

that "once you are buried it doesn't matter how much dirt is on top." 

The "RMK Variance" sheet determines the allocation corresponding to Clark's Exhibit 

3b. In this case, the riskiness leverage ratio is based on variance, instead of capital 

consumption. Clark points out that RMK with variance is equivalent to an allocation by the 

covariance method. In order to verify this assertion, I have also provided an explicit 

covariance-based allocation on the "covariance" sheet of the workbook. 

V A R I A N C E  A N D  S T A N D A R D  D E V I A T I O N  L O A D  

Feldblum (1990) describes the variance and standard deviation load methods. Bault 

(1995) clarifies the underlying assumptions behind each of these two methods. The standard 

deviation load method sets the premium for each line according to the following formula: 

Premium = Expected Loss + T x Standard Deviation 
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The formula for the variance load method is similar in form: 

Premium = Expected Loss + T x Variance 

The "variance and stdev" sheet displays the DFAIC premium calculation by line for each 

of  these two methods. The calculations are based on the Ruhm-Mango simulation data, as 

opposed to the Bohra-Weist fitted distributions. 8 For each method, the "T"  value (cells 

C2014 and C2015) is calibrated to the desired overall premium goal, and this T value is then 

used to determine the premium for each of  the lines. The corresponding capital cost 

allocation is then determined according to the formula shown in the first section of  this 

paper (see cells I9 through J 14 on the "Summary" sheet for details). 

EXCESS TAIL VALUE AT RISK (XTVaR) 

Venter, Major, and Kreps (2005) discuss risk allocations that are based on  the XTVaR 

risk measure. In order to utilize this method, one must select a "cutoff  point" for the tail. 

Venter, Major, and Kreps provide the following guidance for this selection: 

One possibili~ for establishing a cutoff probabili~ for tail risk measures would be to use the 
probability of having any loss of capital at all. Then X T V a R  would be the average loss of 
capital when there is a loss of capital. Another possible choice is the probability that capital is 
exhausted. The former is arguably more relevant to capital allocation, in that it charges for any 
use of capital rather than focusing on the shortfalls upon its dqoletion. 

On the other hand, policyholders tend to be sensitive to default. Studies suggest that they 
demand premium reductions one or two orders of magnitude greater than the expected value of 
the default cost in order to acc~t less than certain recovery. This is in part due to undiversifled 
purchases of insurance. Thus the value of default has meaningfulpricing effects, and polieyholder 
concerns become quite relevant to shareholders as well. 

In this study, we have included an XTVaR calculation that is based on average loss of  

capital, as well as a version that is based roughly on default or insolvency. The "XTVaR 

Expected Loss" sheet utilizes a cutoff  point that is equal to aggregate expected losses of  

$1,140,291.9 As such, this version focuses on average loss of  capital. The "XTVaR99" sheet 

utilizes a cutoff  point that is equal to the 99th percentile of  the aggregate loss distribution; 

hence, this version focuses on default outcomes. 

s The calculations for these methods could also be easily performed on the fitted distributions. Provided 
that we have obtained a sufficiently large number of simulations, the premium and allocation results should 
be very similar. 
9 As in the previous section, the XTVaR calculations are based on the simulation data, as opposed to the 
Bohra-Weist distributions. In theory, the XTVaR formulas could also be applied directly to the fitted 
distributions. 
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Both the XTVaR with Expected Loss Cutoff and the RMK with Capital Consumption 

methods focus on the measurement of average capital consumed. Not surprisingly, the two 

methods also produce very similar capital cost allocations, as shown on the "summary" 

sheet. In fact, the only difference between these two methods lies in the RMK's capping 

procedure; that is, capital consumption in the XTVaR calculation is allowed to exceed the 

available surplus of $900,000. In other words, if we were to eliminate the capping procedure 

on the "RMK Capital Consumption" sheet, the two methods would produce an identical 

result, t° 

W A N G  TRANSFORM 

Wang (2002) provides a practical discussion and description of the Wang transform 

method." On the "Wang Transform" sheet, we have utilized this method to determine the 

DFAIC premiums and capital allocation. 

The calculations are based on the Ruhm/Mango simulation data, shown in columns A 

through H. Column J assigns objective probabilities f(x) = 1/2000 to each scenario. 

Column K adds up the objective probabilities f(x) to get the cumulative probabilities F(x). 

Column L applies the Wang transform to F(x) to get the adjusted F*(x); the Sharpe ratio for 

this Wang transform is shown in cell 2007. Column M determines the risk-adjusted 

probability weights f*(x) from F*(x). 

The Sharpe ratio is calibrated to produce a risk-adjusted mean of $1,242,777 for the total 

aggregate loss distribution. This Sharpe ratio is then used to determine the risk-adjusted 

means for each of the individual lines. 

T H E  P R O P O R T I O N A L  HAZARDS (PH) T R A N S F O R M  

Wang (1998) describes the Proportional Hazards (PH) transform. The "PH Transform" 

sheet applies this methodology to the DFAIC data. As with the other methods, the PH 

Transform has been calibrated to produce an overall risk load of $100,000; this results in a 

value for "r" of roughly 5/8 (see cell C2007). This r-value is then utilized to determine the 

PH-mean for the individual lines. 

~o This can be verfied by changing cell L2013 on the "RMK Capital Consumption" sheet to some very high 
value, say $10,000,000. 
~l For a more rigorous discussion and derivation, see Wang (2000). 
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RISK COVERAGE RATIO (RCR) M E T H O D  

Ruhm (2001) describes the application of  the risk coverage ratio (RCR) to insurance 

ratemakJng and capital allocation. The "RCR" sheet applies the RCR method to the DFAIC 

data. Columns J through O display the ROE's  by line and total for each of  the 2000 

simulated scenarios. Note that these ROE's  are allowed to fall below -100% for very 

unfavorable scenarios. 

The surplus allocation is required as an input to this method, as shown in cells C2011 to 

H2011. Premiums are then set (in cells C2012 through G2012) so that each line has the 

same risk coverage ratio. Provided that each of  the lines is assigned a surplus amount greater 

than $0, the resulting RCR premiums by line are independent of  the selected surplus 

allocation? z This can be easily verified by changing the surplus allocation in cells C2011 

through F2011. 

The Risk-to-Reward (or "R2R") Method is conceptually very similar to the RCR method. 

In fact, the two methods have been shown to produce identical results. This is verified in 

the "R2R" sheet of  the Excel workbook. 

MANGO CAPITAL CONSUMPTION 

Mango (2003) introduced the capital consumption approach to capital loads. The 

"Mango Capital Consumption" sheet in this workbook was actually supplied by Don  Mango. 

The methodology requires a key exogenous parameter, or utility "exponent" in cell R5. 

Mango provided the following explanatory remarks: u 

[This method7 uses the .... uti/ity-tvpe fitnclion to actually calculate scenario-level capital costs based 
on total U W  loss. Costs are then ~read back to LOB based on LOB U W  loss only. This is 
different from [Clark's] RMK Capital Consumption approach, where "winners" are rewarded -- that 
is, LOB U W  gains as well as U W  losses @ scenario level are factored in, with the gains actually 
serving to reduce allocated capital (or cos O. The approach I have done here mirrors the appendix of my 
Capita/Consu,~tion paper. 

Obviously, the exponent is cell R5 is a key input. Mango notes that his original choice 

for that exponent produced an allocation result that was very close to the Myers/Read 

allocation. The exponent was then adiusted to approximate the Myers/Read result as closely 

as possible. 

t2 See Ruhm (2001) for an algebraic proof of this statement. Although not discussed it Ruhm, it is worth 
noting that this statement is only true if we allow for ROE values that are less than -100%. 
t3 Source: Correspondence in private listserv group. 
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However, note that changes in this exponent parameter can have a big impact on the 

resulting allocation. Specifically, as the exponent parameter is increased (starting from a 

baseline of  zero), more capital is allocated to Homeowners, and capital for all other lines is 

reduced (monotonically). In the actual "Mango Capital Consumption" sheet in the 

workbook, I have "calibrated" this exogenous parameter to produce the desired total risk 

load of  $100,000 (as shown in cell $2009). t4 

SUMMARY A N D  CONCLUSIONS 

The "summary" sheet displays the allocation results and resulting premiums for each of  

the methods in this study. The most significant difference between the various allocation 

results involves the relative allocation between the Homeowners line (which is highly cat 

prone) and the remaining lines. The standard deviation method allocates 59.4% of  surplus 

to Homeowners, and the variance method allocates 88.9%. Many of the other methods fall 

within this s.d.-to-variance "band"; in fact, the allocations produced by the PH Transform, 

Covariance, Myers/Read, RMK with Variance, Mango Capital Consumption, and XTVaR99 

are all remarkably similar. However, both the Wang Transform and RCR/R2R methods 

resulted in an Homeowners allocation that was lower than the s.d.-to-variance "band". And 

both the XTVaR with Expected Loss Cutoff and D. Clark's RMK with Capital 

Consumption resulted in an extremely low Homeowners allocation, relative to the other 

methods. 

In general, the conceptual dichotomy between "cat prone" and "non cat prone" lines 

represents an important business management issue in our industry. This is especially true in 

the wake of  Hurricanes Katrina and Rita, as most of  the popular catastrophe models are now 

producing much higher PML's for the industry. As such, the decision regarding the 

percentage of  capital and capital costs that should be allocated to cat-prone lines has critical 

implications on pricing, marketing and reinsurance purchases. Moreover, depending on the 

capital allocation model that you use, you'll get a much different answer to this problem. 

t4 This is consistent with the approach taken in this paper for other methods that require an exogenous 
parameter (for example, the Sharpe ratio of the Wang Transform or the "'r" of the PH-Transform). That is, 
the exogenous parameter has been "calibrated" to the same overall target risk load or premium. 
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The Path of  the Ult imate Loss Ratio Est imate  

Michae l  G.  Wacek ,  FCAS,  M A A A  

Abstract 
This paper presents a framework for stochastically modeling the path of the ultimate loss ratio 
estimate through time from the inception of exposure to the payment of all claims. The framework is 
illustrated using Hayne's lognormai loss development model, but the approach can be used with other 
stochastic loss development models. The behavior of chain ladder and Bornhuetter-Ferguson 
estimates consistent with the assumptions of Hayne's model is examined. The general framework has 
application to the quantification of the uncertainty' in loss ratio estimates used in reserving and pricing 
as well as to the evaluation of risk-based capital requirements for solvency and underwriting analysis. 

Keywords: Stochastic model, diffusion process, loss development, loss ratio estimation, lognormal, 
Student's l, log t, parameter uncertainty" 

1. I N T R O D U C T I O N  

Ultimate loss ratio estimates change over time. The initial loss ratio estimate that emerges 

from the pricing analysis for a tranche of policies soon gives way to a new estimate as time 

passes and claims begin to emerge (or not). By the time all claims have been paid, the loss 

ratio is likely to have been re-estimated many times. The focus of this paper is on how to 

model the future revisions of these ultimate loss ratio estimates. We illustrate the approach 

using loss ratio estimates based on chain ladder and Bornhuetter-Ferguson methods 

underpinned by a simple stochastic model described by Hayne [1]. 

There appears to be little, if any, actuarial literature on the subject of  behavior of a 

ultimate loss ratio estimate behveen the time when it is made and the time when its final value 

becomes known, i.e., the point at which all claims have been paid. Various authors have 

sought to address uncertainty in the ultimate loss ratio estimate, but generally from the 

perspective of a single point in time. 

For example, Hayne [1] proposed a lognormal model of loss development that supports 

the construction of confidence intervals around the ultimate loss ratio estimate ~. Kelly [2] 

and Kreps [3] also used a lognormal framework to explore issues of parameter estimation 

and parameter uncertainty, respectively. Hodes, Feldblum and Blumsohn [4] used a slightly 

different lognormal development model to quantify the uncertainty in workers 

compensation reserves. Mack, Venter and Zehnwirth have all written extensively about 

1 Conscious that the confidence intervals he derived were dependent on the lognormal model being the correct 
choice, he cautiously described his results as providing a "range of reasonableness." 
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stochastic modeling of the loss development process:. Others, including Van Kampen [11], 

Wacek [12] and the American Academy of Actuaries Property & Casualty Risk-Based Capital 

Task Force [13], have sought to quantify the uncertainty in the ultimate loss ratio estimate 

used in pricing and reserving applications direcdy, without reference to the loss development 

process. The question on which all of these authors focused their attention is the potential 

variation in the final loss ratio at ultimate compared to the current ultimate loss ratio 

estimate, with no reference to how the ultimate loss ratio estimate might vary at intermediate 

points in time. 

In contrast, in his acclaimed paper on solvemy measurement Butsic [14] observed that 

loss estimates change in their march through time. He recognized that they, like stock 

prices, are governed by a diffusion process, a type of continuous stochastic process with a 

time-dependent probability structure. However, he did not propose a model of this 

stochastic process. 

How ultimate loss ratio estimates change in the future depends in part on the method 

used to make the estimates. In this paper we assume that loss ratio estimates are derived 

from a consistently applied estimation process with minimal subjective overriding of the 

indicated result. We model the behavior of loss ratio estimates using stochastic versions of 

two loss development methods: the chain ladder method and the Bornhuetter-Ferguson 

method, both using paid development data. To model chain ladder estimates, we combine 

Hayne's and Butsic's ideas to synthesize a lognormal diffusion model for the path of the 

ultimate loss ratio. Then we adapt that model to the Bornhuetter-Ferguson method. 

This conceptual framework, which could easily be adapted to handle other loss 

development models, provides actuaries with the means to give their clients more 

information about how much their loss ratio or reserve estimates may fluctuate from period 

to period. As such, it can be a useful tool for managing expectations about the variability of 

loss reserve estimates. It also has potential application in a number of other areas of 

actuarial analysis, as we will discuss later. 

1.1 O r g a n i z a t i o n  o f  t h e  P a p e r  

The paper comprises six sections, the first being this introduction. In Section 2 we 

outline Hayne's lognormal model of chain ladder loss development and illustrate its 

application using industry Private Passenger Auto Liability data from the 2004 Schedule P. 

We illustrate the main benefit of a stochastic model for loss development, namely, the ability 

2 For example, see Mack 151, 16], Venter 17], 18] and Zehnwirth [9], [10] (the last co-authored with Barnett). 
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to measure the uncertainty in loss development factors and in the ultimate loss ratio 

estimate. 

In Section 3 we discuss the effect of  future loss emergence on future ultimate loss ratio 

estimates. We show how to use information implicit in Hayne's model to determine the 

distribution of future estimates derived from our stochastic versions of the chain ladder and 

Bornhuetter-Ferguson methods, with particular attention to the loss ratio estimate one year 

out. We again use industry Private Passenger Auto Liability data to illustrate the process. 

In Section 4 we adjust Hayne's model to allow for parameter uncertainty, and illustrate 

the effect. Because the adjusted distribution does not have the multiplicative properties of 

the lognormal, we illustrate the use of Monte Carlo simulation to model the distribution of 

future ultimate loss ratio estimates. 

In Section 5 we conclude with an outline of potential applications of the framework for 

future ultimate loss ratio estimates in loss reserving and risk-based capital applications. 

2. HAYNE'S L OGNORMAL LOSS D E V E L O P M E N T  M O D E L  

Hayne presented two models of chain ladder loss development: one that assumed that 

development is independent from one period to the next, and a second one that relaxed the 

independence assumption. We will adopt the first model (and henceforth refer to it simply 

as "Hayne's model"). Kelly [2] argued that independence is more plausible for paid loss 

development than for case incurred development. Therefore, we will use paid losses as the 

basis of our framework. 

Hayne's model is quite simple. He assumed that age-to-age development factors are 

lognormally distributed. The product of independent lognormal random variables is also 

lognormal, which implies that age-to-ultimate loss development factors are lognormal. 

Because the product of a constant and a lognormal random variable is lognormal, if we are 

given the cumulative paid loss ratio at any age and the estimated parameters of the matching 

age-to-ultimate factor, we can determine the parameter estimates of the ultimate loss ratio. 

Using these parameters we can estimate the expected loss ratio (which we will take as the 

"best" estimate) as well as confidence intervals around that estimate. 

The lognormal parameters g. and ~ of the age-to-age factors can be estimated by a 

variety of methods. Hayne used (and we also prefer) the unbiased estimators 
1 n : n  - 2  

1,__~l =n,__ ~ ,  ~ ~1----[ f°r t* and ° - '  respectively' where ~;=n,= y' /n(:c ) and s 2 = y ( 3 " - Y )  
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"\~1~ "X'2' "X'3)"') ~'n 

estimator. 

are the, observed age-to-age factors 3. is also a m a ~ m u m  likelihood 

2.1 IUustration of  Model  Parameter Estimation 

We illustrate the parameter estimation for Hayne's model using the real loss 

development data presented in Exhibits 1 and 2. Exhibit 1 shows industry aggregate 

Schedule P net paid loss development data for Private Passenger Auto Liability- for accident 

years 1995 through 2004 from the 2004 Annual Statement 4 together with ~ e  associated paid 

loss age-to-age development factors. The paid loss ratios at age one year are also included in 

the development factor exhibit. Exhibit 2 shows the natural logarithms of  the age-to-age 

factors and the age one year paid loss ratios. The rows labeled "Mean" and "S.D." in 

Exhibit 2 show the unbiased estimators for p. and e ,  respectively, given the data in the 

body of  the column 5. 

For example, in Exhibit 2 the mean and standard deviation of  the natural logarithms of  

the observed age 1 to 2 development factors are 0.569 and 0.016, respectively. I f  we set 

bt = 0.569 and a = 0.0166, these parameter estimates for prospective age 1 to~2 development 

imply a lognormal mean, defined as E(x) = e ~+°s*~ , of 1.767, which matches the mean loss 

development factor calculated by the traditional method in Exhibit 1. The same is true for 

all of  the other age-to-age factors. Similarly, the parameter estimates for the age one paid 

loss ratio are -1.246 and 0.069 for ~t and or, respectively, which imply a lognormal mean of  

28.8%. This, too, matches the mean age one paid loss ratio shown in Exhibit 1. 

The parameter estimates for the prospective age-to-age factors can 'be  combined using 

the multiplicative property of  lognormal distributions to determine parameter estimates for 

prospective age-to-ultimate factors. The product of  n lognormal random variables with 

respective parameter sets (~q,%),  (~z,a2) ,  (~t3,a3),..., (bt,,,¢~,) is a lognormal random 
I 

variable with parameters ~ = ~, and ~ = o, . For example, treating age 10 as 

ultimate, in Exhibit 2 the ~. parameter estimate for the age 7 to ultimate development factor 

is the sum of  the mean age-to-age factors forages 7 to 8, 8 to 9 and 9 to 10:0.005 + 0.003 + 

3 We used unweightcd estimators throughout this paper. For formulas for estimators using unequal weights for 
the observations, see Section 5.5 of [12]. 

4 Source: Highline Data LLC as reported in the statutory filings (OneSource). 
5 Note that the standard deviation for the age 9 to 10 development factor, which is undefined, 'has been 

selected to be equal to that of the age 8 to 9 development factor in both Exhibit 1 and Exhibit 2. 
6 These parameters define the lognormal distribution that best fits the data, using unbiasedness as the criterion 

for "best." However, there is uncertain~" about whether those parameters are correct. We address the issue 
of parameter uncertainty later in the paper. 
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0.001 = 0.009. The corresponding o parameter is the square root of  the sum of  the 

variances of  the same age-to-age factors: ~/0.0002 + 0 .0012  + 0 .0012  = 0.001. Note  that the 

lognormal means (labeled "LN Fit LDFs"  in Exhibit 2) implied by these age-to-ultimate 

parameters match the age-to-ultimate development  factors shown in Exhibit  1. 

The ultimate chain ladder loss ratio estimates indicated by this analysis as of  the end of  

2004 for accident years 1995 through 2004 are summarized in Exhibit 3. In this example, 

the lognormal loss development  model produces the same loss ratio estimates as the 

traditional deterministic chain ladder loss development  method. I f  we were interested only 

in these mean estimates, the traditional approach would suffice. However, we also want to 

measure the uncertainty" in the loss ratio estimates, and for that purpose the richer lognormal 

model is superior. 

2.2 Measurement of Loss Development Uncertainty 

If  we assume ~t = ~ and G = s based on the data for each age-to-age development  period, 

we can calculate the lower and upper bounds of  a two-sided 95% confidence intetaTal for 

prospective age-to-age factors as  e J'-'\-*(97's%)* and e '}+N-~(97's'~'')'s, respectively, where 

N-1(97.5%) is the value of  the standard normal cdf  corresponding to a cumulative 

probability" of  97.5% v. Similarly, using the parameter estimates for the age-to-ultimate 

factors we can also determine confidence intervals for age-to-ultimate factors. We have 

tabulated these 95% confidence intervals based on the industry. Private Passenger Auto 

Liabilit T Schedule P data as of  the end of  2004 in Exhibit 48. 

Exhibit 4 indicates that the age 1 to 2 development  factor, which has an estimated mean 

of  1.767, should fall within a range of  1.710 to 1.824 95% of the time. The age 1 to ultimate 

development  factor, which has an estimated mean of  2.508, can be expected to fall within a 

range of  2.423 to 2.595 95% of the time. Given the accident year 2004 paid loss ratio of  

26.6% at age 1, these confidence intervals imply a paid loss ratio range at age 2 of  45.5% to 

48.5% (47.0% + 1.5%) and an ultimate loss ratio range of  64.4% to 69.0% (66.7% + 2.3%) 9. 

As we would expect, the development factors for more mature accident )'ears have tighter 

confidence intervals. For example, the age 5 to 6 factor, which in a year end 2004 analysis 

v N-I (97.5%) is replicated in Excel by NORAISIN[ r(0.975). 
Bear in mind that these confidence intervals, are premised on the parameter estimates being correct and are 
narrower than confidence inte~'als that incorporate parameter uncertainty. 

9 While the lognormal is a skewed distribution, the skewness is imperceptible for small values of G and the 
confidence intervals are, for most practical pt4rposes, symmetrical. In this example with G = 0.016 the 
skewness coefficient is 0.05. In contrast, m the case ofo = 1 it ts 6.18. 
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would be applicable to accident year 2000, has an estimated mean of  1.020 and a 95% 

confidence range of  1.018 to 1.022. That implies that, 95% of the time, the accident year 

2000 paid loss ratio of  76.7% as of  the end of  2004 will develop to a paid loss ratio of  78.1% 

to 78.4% by the end of  2005, a range of  0.3 points. The 95% confidence interval for the age 

5 to ultimate factor, which has an estimated mean of  1.039, is a range of  1.034 to 1.043. 

That implies an ultimate loss ratio range of  79.3% to 80.0%, or 0.7 points. 

All of  these development factor, loss ratio and confidence interval estimates are as of  the 

end of  2004. They are all subject to change as new information in the form'of  actual future 

loss emergence becomes available. In the next section we will show how to use information 

implicit in Hayne's approach to model the effect of  future loss emergence on these 

estimates. 

3. A M O D E L  FOR F U T U R E  ULTIMATE LOSS RATIO ESTIMATES 

Any estimate of  the ultimate loss ratio for a particular accident year is quickly made 

obsolete by subsequent actual loss emergence. Because of  this rapid obsolescence, the 

ultimate loss ratio must be re-estimated periodically in light of  the loss development in the 

period since the previous evaluation. That loss development affects the new estimate in two 

ways. 

3.1 Sources of  Variation in Future Loss Ratio Estimates 

First, the actual accident year loss emergence replaces the expected emergence in the loss 

ratio projection. For example, in Exhibit 3 the Private Passenger Auto Liability accident year 

2004 ultimate loss ratio of  66.7%, estimated as of  the end of  2004, was determined by 

applying an age-to-ultimate factor of  2.508 to the paid loss ratio of  26.6%. That age-to- 

ultimate factor reflected an exT~ected age 1 to 2 development factor of  1.767 combined with an 

age 2 to ultimate factor of  1.420. 

It is likely that actual age 1 to 2 loss development will vat 3, from the expected. If, for 

example, the actual accident year 2004 emergence during 2005 (from age 1 to 2) corresponds 

to a development factor of  1.75, then in the ultimate loss ratio analysis conducted at the end 

of  2005 this actual development factor will replace the expected development factor of  

1.767. If the age 2 to ultimate factor remains unchanged at 1.420, the revised chain ladder 

estimate of the ultimate loss ratio will become 26.6% x 1.75 x 1.42 = 66.1%. The revised 

344 Casualty Actuarial Society Forum, Winter 2007 



The Path,of the Ultimate Loss Ratio Estimate 

Bornhuetter-Ferguson loss ratio estimate will become 26.6%,.x:.(1.75 - 1.767) + 26.6% x 

1.767 x 1.42 = 66.1% 1°. 

O f  course, loss emergence with respect to older accident years might cause a revision in 

the prospective age 2 to ultimate factor. This potential for tail factor revision is a second 

source of  uncertainty. For example, suppose the actual age 2 to 3 development  on accident 

year 2003 during 2005 corresponds to a factor of  1.210. I f  that factor is averaged with the 

previous eight-point mean of  1.198 determined in Exhibit 1 (using loss development  data 

through 2004), the result is a revised age 2 to 3 development factor of  1.199. Assuming the 

same process is repeated for the other development periods, a revised age 2 to ultimate 

factor will be obtained. I f  the resulting age 2 to  ultimate factor is 1.425, the revised chain 

ladder ultimate loss ratio estimate is given by 26.6% x 1.75 x 1.425 = 66.3%, a reduction of  

0.4% from the year end 2004 ultimate loss ratio estimate of  66.7%. The revised 

Bornhuetter-Ferguson estimate in this case is given by 26.6% x (1.75 - 1.767) + 26.6% x 

1.767 x 1.425 = 66.5%. 

The foregoing is an illustration of  just one scenario of  the loss development that might 

occur in 2005 and its effect on the ultimate loss ratio estimate. We can use information 

developed in Hayne's  framework to model these two effects generally. 

3.2 M o d e l i n g  t h e  F i r s t  S o u r c e  o f  V a r i a t i o n  - A c c i d e n t  Y e a r  D e v e l o p m e n t  

The first effect is captured by the lognormal random variable estimated for the next year 

of  development with respect to the adcident year under review. For example, for accident 

year 2004, which at. the end of  2004 is age 1, the log, normal distribution with i ~ = 0.569 and 

o = 0.016 models age 1 to 2 paid development. Then, since the age 1 paid loss ratio is 

26.6%, the paid loss ratio distributioti at age 2 is lognormal with parameters bt = / n  26.6% + 

0.569 = - 0 J 5 6  and o = 0.016, implying a mean of'47.0%. 

I f  the mean age 2 to ultimate factor (the tail factor) of  1.42 does not change, then the 

distribution of  the revised chain ladder ultimate loss ratio estimate at age 2 (i.e., one ),ear out) 

has lognormal parameters ~ = /n 26.6% + 0.569 + /n 1.42 = -0.406 and c = 0.016. The 

random variable for this chain ladder estimate xc~ can be expressed as a function of  the 

paid loss ratio random variable xp and:the expected value of  the mean tail factor: 
I 

Xcl = xp " E (  tai/) (3.1) 

m Assume the Bornhuetter-Ferguson expected loss ratio is 66.7%. In general, we will assume the Bomhuetter- 
Ferguson expected loss ratio for each accident year as of the end of 2004 is equal to the chain ladder ultimate 
shown in Exhibit 3, allowing us to treat the year end 2004 loss ratio estimates as identical from both methods. 
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The random variable xm:,. for the comparable Bornhuetter-FergUson.estimate is a shifted 

version of  the random variable for the age 2 paid loss ratio: 

x m- = xp  - E( . , :p  ) + E ( x p  ) .  E ( t a i / )  (3.2) 

As defined by Formulas 3.1 and 3.2, both Xcl and xnF reflect the uncertain impact of  

accident year 2004 development during 2005 on the updated ultimate loss ratio estimate that 

will be made at the end of  2005, but do not reflect the potential impact of  tail factor revision. 

3.3 M o d e l i n g  t h e  S e c o n d  S o u r c e  o f  V a r i a t i o n  - T a i l  F a c t o r  R e v i s i o n  

The second effect, due to tail factor revision, is captured by measuring the effect of  the 

lognormal loss development modeled for the next year on the existing mean age-to-age and 

age-to-ultimate factors. For example, the mean age 2 to 3 development factor shown in 

Exhibit 1 is 1.198. This is a mean of  eight data points. What will b e  the effect on the mean 

of  adding a ninth data point (representing 2005 development on accident year 2003), given 

that it will arise from a lognormal distribution with parameters ta = 0.18l and o = 0.005 

(and mean of  1.198)? The uncertain ninth data point will contr ibute 'one-ninfh weight to the 

revised mean age-to-age factor. There is no uncertainty about the existing mean age 2 to 3 

factor - it is a constant. Therefore, the o parameter of  the distribution of  the revised mean 

age 2 to 3 factor one year out, given an additional year of  actual development, is given by 

~/(9-0)2 +(9 .0 .005)2 =0.001.  T h e ~  parameter is given by /t11.198-0.5-0.0012 =0.181. 

We can use the same process to estimate ~ and cr parameters for the comparable 

distributions of  mean age-to-age factors one year out for all such factors comprising the 

development tail". We can then combine the revised mean age-to-age factor parameters to 

determine the parameters of the revised mean age-to-ultimate factor distributions. See 

Exhibit 5 for a tabulation of  the parameters of  these revised mean age-to-age and age-to- 

ultimate distributions for all ages. The a of  the distributions of revised factors for age 3 to 

4 and beyond is less than 0.0005 (and thus displayed as 0.000 in Exhibit 5), indicating that 

for Private Passenger Auto Liability, the uncertainty arising from the potential for tail factor 

revision is very small. This is confirmed by the veq, narrow confidences intervals. 

t l Bear in mind that these parameters refer to distributions of the mean age-to-age development factor one year 
out and not to distributions of the development factor itself. We are interested in the distribution of the 
mean development factor because changes in the mean directl)7 affect the ultimate loss ratio estimate (which 
is also a mean). 
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3.4 Modeling the Revised Loss R a t i o  E s t i m a t e  O n e  Y e a r  O u t  

We can now combine these two effects to determine the distribution of  the revised 

ultimate loss ratio estimate that will be determined in one year's time based on the updated 

loss development  experience that will then be available. 

To determine the distribution of  the revised chain ladder estimate, we start with the actual 

accident year paid loss ratio, which we then multiply by the lognormal random variables for 

l) the age-to-age factor for the next year of  development (obtaining the random variable xp 

of  the paid loss .ratio one year out) and 2) the revised age-to-ultimate factor beyond the next 

year of  development.  Using accident year 2004 as an example, as of  the end of  2004 the 

ultimate loss ratio estimate is 66.7%, which has been determined by multiplying the paid loss 

ratio of  26.6% first by an age 1 to 2 factor of  1.767 and then by an age 2 to ultimate factor of  

1.420. In order to model the ultimate loss ratio estimate one year later, at the end of  2005, 

we replace the constant age 1 to 2 factor of  1.767 with the lognormal random variable with 

parameters I~1 = 0:569 and o I = 0.016. In addition, we replace the constant age-to-ultimate 

factor of  1.420 with the lognormal random variable with parameters bt2 = 0.350 and 02 = 

0.001. The expected values of  these two lognormal random variables are 1.767 and 1.420, 

respectively. The product of  the paid loss ratio (a constant) and these two lognormal 

random variables is lognormal with parameters p. = / n P  + bt~ + g-2 and o = ~ 7  + 022 , where 

P represents the actual paid loss ratio at the end of  2004, which in this example, implies I* = 

-1.325 + 0.569 + 0.350 = -0.406 and o = ~/1.0162 + 0.0012 = 0.017. 

Generally, we can express the random variable XcL as the product  of  the two lognormal 

random variables x I, and tai/, representing the paid loss ratio one year out and the mean tail 

factor: 

x c l  = x l , .  tail (3.3) 

Now we are in a position to determine confidence intervals for the revised chain ladder 

ultimate loss ratio estimate at the end of  2005. The endpoints of  the two-sided 95% 
la+N-I (97.5%p~ confidence interval are given by e "-'\-~(vTs%;° and e , which imply an estimated 

loss ratio range one year out for accident year 2004 of  64.5% to 68.8%, or approximately 

66.7% + 2.1%. Confidence intervals for ultimate loss ratio estimates one year out for the 

other accident years can be estimated in the same way, and are tabulated together with those 

for accident year 2004 in Exhibit 6. 

To determine the distribution of  tl~e comparable revised Bornhuetter-Ferguson estimate, 

we replace the constant E( ta i l )  in Formula 3.2 with the random variable tail'. 
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x~r  = xp  - E (  x v  ) + E (  x p  ) . tail (3.4) 

We can also determine confidence intervals for the revised Bornhuetter-Ferguson loss 

ratio estimate at the end of 2005. However, because the sum of two lognormal random 

variables, in this case xp and tail, is not expressible in closed distributional form, the 

confidence intervals must be estimated using Monte Carlo simulation. The results of  a 

simulation involving 10,000 trials are shown in Exhibit 7. For each of  the trials we randomly 

selected observations from the distributions of  x v and tail, assuming independence, and 

combined them according to Formula 3.4 to arrive at a simulated Bomhuetter-Ferguson 

estimate. After tabulating the results of  10,000 such trials, we determined the lower and 

upper bounds of  the 95% confidence interval of  the loss ratio estimate by identifying the 2.5 

percentile and the 97.5 percentile of  the trial values. Not  surprisingly, the 95% confidence 

intervals for the revised Bornhuetter-Ferguson estimates are narrower in every case than the 

revised chain ladder estimates. 

3.5 M o d e l i n g  the R ev i s ed  Loss  Ratio  E s t i m a t e  - Other  T i m e  H o r i z o n s  

We can extend this process to longer time horizons and determine the distribution of  the 

ultimate loss ratio estimate two years out, three years out and so on, until the time horizon 

encompasses the point when all claims are expected to have been setded. The modeling is 

conducted in essentially the same way as for the one year time horizon. For example, in the 

case of  a two-year horizon, the first source of  uncertainty (accident year development) is 

modeled using the distribution of the agej  t o /  + 2 development factor, where j  is the age in 

years of  the accident year under review. The second source of  uncertainty (potential tail 

factor revision) is modeled by reference to the potential effect of  two additional 

development data points on the mean tail factor for a g e j  + 2 to ultimate development. The 

analysis of  a three year time horizon focuses on accident year development from age j 

to j + 3 and the tail factor from j + 3 to ultimate, but is otherwise identical to that for the 

one year and two year time horizons. The analysis of  the ultimate loss ratio estimate at 

points further in the future proceeds in the same way. 

Alternatively, we can model the path of  the ultimate loss ratio estimate as a succession of  

annual revaluations. Exhibit 8 illustrates this by plotting the results of  one simulation of  the 

path of  the accident year 2004 loss ratio estimates through time for estimates determined 

from both chain ladder and Bornhuetter-Ferguson methods. It represents just one path 

among many possibilities. The simulation was performed from the vantage point of  the end 

of  2004. As such it incorporates everything we know about actual loss development through 

that time as well as what we can infer about the structure of  future development. We started 
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with the accident year 2004 loss ratio estimate as of  the end of  2004, which was 66.7%. 

Then,  based on one random simulation of  loss development during calendar year 2005, we 

made new chain ladder and Bornhuetter-Ferguson estimates of  the ultimate loss ratio as of  

the end of  2005. We repeated the process for calendar years 2006 through 2013 using the 

simulated cumulative loss development through each valuation date. Exhibit  8 is a plot of  

the results. A complete description of  the probability structure of  the path can be built up 

from a simulation involving a large number  of  random trials, or in the chain ladder case, 

directly from the properties of  the lognormal distribution. 

In practice, there might not be much benefit in determining the distribution of  the chain 

ladder ultimate loss ratio estimate for time horizons between one },ear and the ultimate 

horizon (when all claims have been settled), at least for Private Passenger Auto Liabilit3/2. 

We see this in Exhibit: 9, the top half of  which compares the 95% confidence intervals for 

the accident year 1995 through 2004 chain ladder loss ratio estimates one year out with 

confidence intervals for the accident year loss ratio estimates over the ultimate time horizon. 

I f  we contrast  the 95% confidence interval for accident year 2004 for the one year horizon 

with the 95% confidence interval for the chain ladder loss ratio estimate over the ultimate 

time horizon, we can see that the contribution from the out  years is dwarfed by the 

contribution from the next twelve months.  The 95% confidence interval for the ultimate 

time horizon indicates a range for the accident year 2004 loss ratio of  66.7%_+ 2.3%, which 

is barely wider than the range for just one year out. This is true not  only for accident year 

2004, but  also holds for accident years 1995 through 2003. 

For example, the accident year 2003 confidence interval of  approximately 67.8% + 0.7% 

for a one year time horizon is almost as wide as that for the time horizon to ultimate of  

67.8%_+0.8%. For all of  the older accident years, the first year of  future development 

accounts for more than half of  the variation associated with the ultimate time horizon. 

This phenomenon  is not confined to loss ratio estimates over short vs. longer time 

horizons. The same effect is also seen in other situations not  related to insurance, where 

variability" is a function of  time. For example, given the common assumption that future 

stock price movements  are lognormally distributed and independent, the 95% confidence 

interval for a stock price one year out, given constant annualized volatilit3T of  o = 20% and an 

expected value of  $66.70, is $45.07 to $98.71, a range of  $53.64. Assuming the same 

expected value of  $66.70, the 95% confidence interval for the stock price two years out is 

$38.22 to $116.11, a range of  $77.80. The confidence interval range for the one-year time 

12 There might be value in doing so for other lines that display more loss development variability. 
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horizon stock price is 69% of  the price range for the two-year time horizon. The reason for 

the disproportionate impact of  the first period is that the confidence interval is not a linear 

function of  a but rather of  off7,  where t represents the time lag in years. In the case of  

chain ladder ultimate loss ratio estimation, where the age-to-age a typically declines as the 

accident year ages, this effect can be even more pronounced. 

Turning now to the Bornhuetter-Ferguson estimates, which are inherently less variable, 

the effect is smaller but still evident. The bot tom half of  Exhibit 9 compares the 95% 

confidence intervals for accident year 1995 through 2005 loss ratio estimates one ),ear out 

with the confidence intervals for the loss ratio estimates over the ultimate time horizon. In 

the Private Passenger Auto Liability example considered here, the 95% confidence interval 

for the accident year 2004 loss ratio estimate is appro:dmately 66.7%_ 1.6%, which is about 

two-thirds of  the range of  the confidence interval for estimates at the ultimate time horizon. 

For all of  the older accident years, as in the case of  the chain ladder estimates, the first ),ear 

of future development accounts for more than half of  the variation associated with the 

ultimate time horizon. 

3 .6  M o d e l i n g  t h e  L o s s  R a t i o  E s t i m a t e  a t  Inception 
Up to this point we have focused on modeling the distribution of  the ultimate loss ratio 

after losses have begun to emerge. However, there is no reason why we cannot extend 

essentially the same procedure backward to the inception of  loss exposure at age 0. Indeed, 

the benefit of  doing so is that we can obtain a complete model of  the path of  the ultimate 

loss ratio from inception to ultimate. 

The main difference in the procedure is that the lognormal model for loss emergence 

between age 0 and 1 describes the behavior of  the paid loss ratio rather than an age-to-age 

factor. The rest of  the analysis is merely an application of  Formula 3.3. 

For example, assume for the sake of  illustration that the age 1 paid loss ratios in Exhibit 1 

are lognormally distributed and reflect "on  level" adjustments to the accident ),ear 2005 level. 

The mean age 1 paid loss ratio is 28.8%, which we can take as an estimate of  the 2005 "on 

level" age 1 paid loss ratio. The unbiased estimates of  the parameters of  the lognormal 

distribution representing the paid loss ratio at age 1 arc ~ = - 1 . 2 4 6  and ~ -- 0.069. These 

parameters imply a lognormal mean paid loss ratio of  28.8% that matches the sample mean. 

The age l to ultimate development factor of  2.508 implies an ultimate loss ratio estimate at 

inception of  72.3%. 
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Applying the lognormal multiplicative rule described in Section 2, the parameters of  the 

lognormally distributed ultimate loss ratio (at the ultimate time horizon) are 

~. = -1.246 + 0.919 = -0.327 and o = x/0.0692 + 0.0182 = 0.071, implying a 95% confidence 

interval of  62.8% to 82.9%, a range of  20.1%. The parameters of  the ultimate loss ratio one 

year out are ~t = -1.246 + 0.919 = -0.327 and o = ff0.0692 + 0.0022 = 0.069. The indicated 

95% confidence interval is 63.0% to 82.6%, a range of  19.6%. These calculations are 

summarized in Exhibit 6. 

The comparable Bornhuetter-Ferguson estimate can be determined by applying Formula 

3.4. Exhibit 7 shows that the 95% confidence interval for the revised Bornhuetter-Ferguson 

estimate of  the accident year 2005 loss ratio one year out  is 68.6% to 76.4%, a range of  7.8%. 

4. A D J U S T I N G  T H E  M O D E L  F O R  P A R A M E T E R  U N C E R T A I N T Y  

In Section 2 we explained that, given the observations x~, x 2, x 3,..., x arising from a 

lognormal process and the natural logarithms of  the same observations 

Y~,Y2,Y3,...,Y, (wherey,  =lnx), the mean .~ and standard deviation s of  the log- 

transformed sample are unbiased estimators of  the lognormal process parameters ~. and 0 ,  

respectively. The parameter selections 8 = )  and cr = s define the lognormal distribution 

f ( x  I ~t, o) that best fits the data, using unbiasedness as the criterion for "best." 

However, while these are good estimates of  the parameters, there is uncertaint T about 

their true values. Fortunately, by combining information contained in the sample with 

results from sampling theory, it is possible to determine the mixed d i s t r ibu t ion f (x )  that 

reflects the probability weighted contribution of  all of  the potential parameter values. Wacek 

[12] showed that f (x)  defines a "log t '  distribution t3 and, in particular that the random 

variable y = / n  x is Student's t with n - 1  degrees of  freedom, mean 3' and variance 

2 n + l  n - 1  
.f 

rl ,l--3" 

4.1 L o g  t C o n f i d e n c e  I n t e r v a l s  

The bounds of  the two-sided log t 95% confidence interval are given by 

e ~-7;~'(97"5"/')'s'~ and e ' % 1 " - ' - ' ' ( 9 7 ' 5 ' ; " 3 ' ~ ' ~  , respectively, where T,-__t~(97.5%) is the value of  

the standard Student's t cdf  with n - 1  degrees of  freedom corresponding to a cumulative 

probabilit T of  97.5% ~4. Two-sided 95% confidence intervals for Private Passenger Auto 

ts The log t bears the same relafonship to the Student's t distribution that the lognormal bears to the normal. 

14 T,711(97.5%) is replicated in Excel by T/NV(0.05, n-l). 
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Liability, age-to-age factors, based on the log t distribution, are shown in Exhibit 10. 

Unfortunately, the log t distribution does not share the multiplicative property of  the 

lognormal. As a result, we cannot specify the distribution of  age-to-ultimate development 

factors in closed form. Instead the age-to-ultimate factor distributions and related 

confidence intervals must be estimated using a Monte Carlo simulation procedure that 

determines the age-to-ultimate factor from the underlying age-to-age factors for each 

random trial. 

In the top section of  Exhibit 10, we have tabulated the indicated log t 95% confidence 

intervals for age-to-age factors based on the industi 3, Private Passenger Auto Lability 2004 

Schedule P data, together with the ratios of  these confidence interval bounds to the 

lognormal confidence interval bounds given in Exhibit 4. In addition, we have tabulated the 

sample size for each development period as well as T~-11 (97.5%) and the degrees of  freedom 

used in the calculations. At the risk of  being seen as statistically less than rigorous, we set a 

minimum degrees of  freedom value of  3 for purposes of  calculating the confidence intervals 

to avoid using log t distributions with an undefined variance. 

The log t confidence intervals shown in Exhibit 10 for age-to-age factors are very close to 

the lognormal confidence intervals given in Exhibit 4. The largest difference is in the age 1 

to 2 factor, where upper bound of  the log t interval is 1.839, which is only, 0.8% larger than 

the lognormal upper bound of  1.824. The percentage differences for the other age-to-age 

factors are smaller. 

In the lower section of  Exhibit 10, we have tabulated the 95% confidence intervals for 

age-to-ultimate factors indicated by a Monte Carlo simulation involving 10,000 trials. As was 

the case with the age-to-age factors, the differences between the log t confidence intervals 

and lognormal confidences intervals for the age-to-ultimate factors are quite small. For 

example, the largest difference is in the age 1 to ultimate confidence interval, where the 

upper bound of the log t interval is 2.619. This is only 0.9% larger than the lognormal upper 

bound of  2.595. The percentage differences for the other age-to-ultimate factors are smaller. 

This suggests that, at least for Private Passenger Auto Liability., the effect of  parameter 

uncertainty is small enough that it can be ignored. However, it is important to bear in mind 

that this might not be the case for other lines of  business. 

4.2 Log t Simulation of Development Factors 

in the Monte Carlo simulation of  age-to-ultimate factors, for each trial we randomly 

selected one age-to-age factor from each of  the log t distributions representing development 
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from age 1 to 2, age 2 to 3, ..., age 9 to 10. Treating age 10 as ultimate, we then multiplied 

these age-to-age factors in the usual way to determine a set of  age-to-ultimate factors for that 

trial. After the results of  the 10,000 trials were tabulated, we determined the lower and 

upper bounds of  the 95% confidence interval for each age-to-ultimate factor (age 1 to 

ultimate, age 2 to ultimate, etc.) by identifying the 2.5 percentile and the 97.5 percentile of  

the 10,000 trial values. 

To make the random age-to-age factor selections, we started with a random draw R from 

the uniform distribution defined on the interval [0, l]. Because R has a value between 0 and 

1, it can be treated as though it is a cumulative probability. The number T-_I~(R) that 

corresponds to a standard Student's t cumulative probability of  R is a random number from 

the standard Student's t distribution with pi- 1 degrees of  freedom, which has a mean of  zero 

and a variance of  n - l .  More generally, the corresponding random number from the 
n - - 3  

Student's t distribution with n -  1 degrees of freedom, mean M and variance C 2 n -  1 is 
n - - 3  

given by M + T~<,(R) • C ,  which corresponds to a random number of  e al+~7'-~(R)'c from the 

related log t distribution. Substituting the appropriate values o f )  for M and s f f~  + 1) / n 

for C, we obtain e > ~ 2 ' ~ 8 ~ ' ~  as the value of  a randomly selected age-to-age factor. 

Putting some numbers to it, a draw of R = 0.873 implies a random age 1 to 2 

development factor from the corresponding log I with 8 degrees of  freedom of 

ea, p(0.569 + 1.229.0.016ffT079) = 1.803 ~s. If  the next draw is R = 0.239, then the random 

age 2 to 3 factor, drawn from the corresponding log t with 7 degrees of  freedom, is 

exp(0.181+ ( - 0 . 7 4 9 ) . 0 . 0 0 5 " ~ ) = 1 . 1 9 4 .  Random numbers corresponding to the other 

development periods are similarly obtained. Then the age 1 to ultimate factor, the age 2 to 

ultimate factor, age 3 to ultimate factor, and so on, are obtained by multiplication. 

Tabulation of  these results completes the first trial. The process is repeated in the same way 

for 10,000 trials. 

4.3 Log t Simulation of  Future Loss Ratio Estimates 

Under conditions of  parameter uncertainty the distribution of  future loss ratio estimates 

must also be modeled using Monte Carlo simulation. Each of  the lognormal age-to-age 

15 T,~_~l (R) is replicated in Excel by TIN[ "(2(1 - R), n - 1) if R > 0.5, and - ' / 7 N [ Z ( 2 R ,  n - I ) ,  if  R _< 0.5. T I N V  

assumes users are interested in two-tailed applications and therefore takes as its first a rgument  the total two- 
tail probability. It  returns values only from the right half o f  the distribution. 
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development components  identified in Section 3 must be replaced with corresponding log t 

components.  

For example, to estimate the distribution of  the updated chain ladder estimate of  the 

accident year 2004 ultimate loss ratio at the end of  2005, given the year end 2004 estimate of  

66.7%, we tabulated 10,000 randomly obtained year end 2005 loss ratio estimates. To 

determine each loss ratio estimate, we randomly selected from the log t distributions that 

represent the factors that contribute to the uncertainty in that estimate. For each trial we 

randomly selected one factor from the distribution of  accident year 2004 development 

during 2005 and one factor from each of  the age-to-age factor distributions that contribute 

to the revised tail factor. Then we multiplied all of  these factors and the paid loss ratio as of  

year end 2004 to arrive at the ultimate loss ratio estimate for that trial. 

This is illustrated in detail in Exhibit 1l for one trial, where the simulated actual accident 

year 2004 age 1 to 2 development factor is 1.727 (compared to an expected factor of  1.767) 

and the revised tail factor is 1.418 (compared to an expected 1.420). The product of  the year 

end 2004 paid loss ratio and these two factors is the revised estimated ultimate loss ratio for 

accident year 2004 as of  the end of  2005. 

To arrive at approximate distributions of  revised chain ladder ultimate loss ratio estimates 

for all of  the accident }'ears 1995 through 2004 as of  the end of  2005, the process described 

in the preceding paragraph was repeated 10,000 times for each accident }rear. The results of  

this process are summarized in Exhibit 12, which, as the log l version of  Exhibit 9, compares 

the 95% confidence intervals for the accident },ear 1995-2004 loss ratio estimates one year 

out with the confidence intervals for the estimates over the ultimate time horizon. The 

chain ladder estimates are summarized in the top half of  the exhibit and the Bornhuetter- 

Ferguson estimates in the bot tom half. As we observed in the lognormal case, much of  the 

potential variation in the ultimate loss ratio estimates that is expected over the time horizon 

to ultimate is encompassed in the variation expected over a one-year time horizon. For 

example, the log t 95% confidence interval for the chain ladder estimate of  the accident }Tear 

2004 loss ratio one year out of 66.7%_+ 2.7% is nearly as wide as the 95% confidence 

interval of  66.7% + 2.9% for the same loss ratio over the ultimate time horizon. Similarly, 

the accident year 2003 confidence interval for the chain ladder estimate of  approximately 

66.7% + 0.9% for a one )'ear time horizon is also nearly as wide as that for the time horizon 

to ultimate of  67.8%_+ 1.1%. For the older accident years, the proportion of  the variation 

associated with the ultimate time horizon accounted for by the first }'ear of  future 

development is somewhat smaller, but the absolute size and significance of  the confidence 

intervals for those years is much smaller. 
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Note that the log l confidence intetwals are at least as wide in ever), case as the 

comparable lognormal confidence intervals shown in Exhibit 7.. In fact, in the case of  the 

chain ladder estimates, for every accident year 1995-2004 the log l confidence intervals for 

the one-year time horizon are at least as wide as the lognormal confidence intervals for the 

ultimate time horizon! 

5. C O N C L U S I O N S  

There are a number of  potential applications of  the framework we have described for 

modeling future estimates of  the ultimate loss ratio, ranging from loss reserving to pricing to 

analysis of  risk-based capital. While a detailed discussion of  these applications is beyond the 

scope of  this paper, we will touch briefly on some examples. 

5.1 Loss Reserving 

The framework presented in this paper gives reserve actuaries a way to manage their 

clients' expectations. Reserve clients don't like surprises and often express frustration that 

loss ratio or reserve estimates change significantly from one period to the next. We have 

shown in this paper that a large proportion of  the potential variation in ultimate estimates 

can be present in the first year of  future development. As we saw in the Private Passenger 

Auto Liabili~, example we presented, this phenomenon is particularly pronounced when the 

estimates are determined using the chain ladder method, but it can also be present if the 

estimates are derived from the Bornhuetter-Ferguson approach. It seems likely that most 

reserve clients do not understand this phenomenon. Actuaries have done a good job in 

getting clients to understand that ultimate loss estimates are subject to large potential 

variation, but many clients seem to expect that variation to emerge only in the distant future, 

if at all. 

We suggest that the uncertainty in loss ratio and reserve estima.tes be framed in terms of  

how these estimates might change at the next valuation by presenting the ultimate estimates 

together with confidence intervals consistent with the valuation time horizon. For example, 

if the next valuation will be in one year, then the results would be presented with one-year 

time horizon confidence intervals. Then, because the potential variation has been explained 

to them in advance, clients might be better able to accept the revised estimates produced at 

the next valuation. This framework also naturally facilitates the explanation of  the reasons 

for estimate revisions in terms of  the sources of  variation. For example, how much of the 
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revision is due to actual accident },ear development and how much is due to a tail factor 

revision caused by loss emergence on the older accident years? 

While we have focused much of  our discussion on historical accident years and thus 

implicitly on reserving, we can easily extend this framework to encompass certain aspects of  

the pricing and underwriting, which can be used to assess risk load requirements, reinsurance 

risk transfer characteristics as well as to establish expectations for paid loss emergence 

during the first year after inception. 

5.2 R i s k - B a s e d  C a p i t a l  

The framework described can also be applied to analysis of  the issues outlined by Butsic 

[14] in his paper on solvency measurement in risk-based capital applications. He advocated 

the use of  a common time horizon for measurement of  all kinds of  risks on both sides of  the 

balance sheet. He showed how long term solvency protection could be achieved by periodic 

assessment and adjustment of  risk-based capital using a short time horizon, e.g., one },ear. In 

particular, 13utsic proposed that the risk-based capital charge at the beginning of  each period 

be calibrated to a suitably small Expected Policyholder Deficit (EPD) 16 expressed as a ratio 

to expected unpaid losses. The capital charge would be reset at the be~nning of  each new 

period based on asset and/or  liability changes during the period just ended. While he 

illustrated his approach with numerical examples, he did not describe a model for how claim 

liabilities change from one period to the next. The model presented in this paper, using 

parameters determined from Schedule P data, could be used together with Butsic's approach 

to test and refine the capital charges employed in the NAIC and rating agency risk-based 

capital models tT. Moreover, to the extent that these risk-based capital charges imply the 

minimum amount of  capital needed by an underwriter to assume risk, the model potentially 

has application to the problem of capital allocation for pricing applications as well. 

5.3 O t h e r  S t o c h a s t i c  L o s s  D e v e l o p m e n t  M o d e l s  

We have used Hayne's simple lognormal model to illustrate how to model the future 

behavior of  loss ratio estimates. However, the same conceptual approach can be used with 

other stochastic models. If  ultimate loss ratios are estimated using a different stochastic 

model, the path of  future revisions to those ultimate loss ratio estimates can be determined 

using the ideas presented in this paper. 

16 The EPD is defined as the expectation of losses exceeding available assets. It can be viewed as the expected 
value of the proportion of pohcyholder claims that will be unrecoverable because of insurer insolvency. 

~v For stress testing these solvency models it may make sense to use the chain ladder model, which produces 
more variable loss ratio estimates, rather than the Bornhuetter-Ferguson model. 
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f ( x  I hi,o), distribution of x, given known parameters ~1,~ 
f ( x ) ,  distribution of x (unknown parameters) 
n, number of points in sample 

N -1 (,prob), standard normal inverse distribution function 
P, actual paid loss ratio 
R, random number from unit uniform distribution 
s, standard deviation of log-transformed sample 

T~-ll (prob), standard normal inverse distribution function 
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t a i l ,  random variable for mean tail factor one 3"car out 

x t , . \~, N 3 ,..., . \ ' , ,  lognormal sample 

\ 'm: ,  Bornhuetter-Ferguson estimate o f  ultimate loss ratio 

"\'c.t., chain ladder estimate o f  ultimate loss ratio 

&'p, cumulative paid loss ratio 

Y l  , .Y2 , Y:s . . . . . .  y ,  log-transformed sample 
~,,, mean o f  log-transformed sample 
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EXHIBIT  1 

A N N U A L  S T A T E M E N T  F O R  T H E  Y E A R  2004 OF  T H E  * INDUSTRY A G G R E G A T E  * 
S C H E D U L E  P - P A R T  3B - PR IVATE P A S S E N G E R  A U T O  L IABIL ITY /MEDICAL 

CUMULATIVE PAID NET LOSSES AND DEFENSE AND COST CONTAINMENT EXPENSES REPORTED AT ANNUAL INTERVALS ($000,000 OMITTED) 

A_XY 1 2 3 4 
1995 17.674 32 ,062  3 8 , 6 1 9  42,035 
1996 18,315 32,791 3 9 , 2 7 1  42,933 
1997 18,606 32 ,942  3 9 , 6 3 4  43,411 
1998 18,816 33 ,667  4 0 , 5 7 5  44,446 
1999 20,649 36 ,515  4 3 , 7 2 4  47,684 
2000 22,327 39 ,312  4 6 , 8 4 8  51,065 
2001 23,141 40 ,527  4 8 , 2 8 4  52,661 
2002 24,301 4 2 , 1 6 8  50,356 
2003 24,210 41,640 
2004 24,468 

5 . m E  7 8 9 10 
43,829 4 4 , 7 2 3  4 5 , 1 6 2  4 5 , 3 7 5  45 ,483  45,540 
44,950 4 5 , 9 1 7  4 6 , 3 9 2  4 6 , 6 0 0  46,753 
45,428 4 6 , 3 5 7  46 ,681  46,921 
46,476 4 7 , 3 5 0  47,809 
49,753 50,716 
53,242 

PAID AGE-TO-AGE LOSS DEVELOPMENT FACTORS 

1 1-2 2-3 3-4 
AY Loss Ratio LDF LDF LDF 

1995 28.0% 1.814 1.205 1.088 
1996 27.7% 1.790 1.198 1.093 
1997 27.1% 1.771 1.203 1.095 
1998 27.1% 1.789 1.205 1.095 
1999 29.8% 1.768 1.197 1.091 
2000 32.2% 1.761 1.192 1.090 
2001 31.6% 1.751 1.191 1,091 
2002 30.4% 1.735 1.194 
2003 27.7% 1.720 
2004 26.6% 

Mean 28.8% 1.767 1.198 1.092 
S.D. 2.0% 0.029 0.006 0.003 
C.V. 7.0% 0.016 0.005 0.002 
Cum Mean 2.508 1.420 1.185 

4-5 5-6 6-7 7-8 8-9 9-10 
LDF LDF LDF LDF LDF LDF 

1.043 1.020 1.010 1.005 1.002 1.001 
1.047 1.022 1.010 1.00A 1.003 
1.046 1.020 1.007 1.005 
1.046 1.019 1.010 
1.043 1.019 
1.043 

1.045 1.020 1.009 1.005 1.003 1.001 
0.002 0,001 0.002 0.000 0.001 0.000 
0.002 0.001 0.002 0.000 0.001 0.000 
1.085 1.039 1.018 1.009 1.004 1.001 

r'~ 

¢3 

Source: Highline Data LLC as reported in the statutory filings (OneSource) 



G~ EXHIB IT  2 

A N N U A L  S T A T E M E N T  FOR THE Y E A R  2004  OF T H E  * I N D U S T R Y  A G G R E G A T E  * 
S C H E D U L E  P - PART  3B - P R I V A T E  P A S S E N G E R  A U T O  L IABIL ITY/MEDICAL 

NATURAL LOGARITHMS OF PAID AGE-TO-AGE LOSS DEVELOPMENT FACTORS IN EXHIBIT 1 

P- 

O 

t~ 

-.,j 

1 1-2 2-3 
AY Loss Ratio LDF LDF 

1995 -1.274 0.596 0.186 
1996 -1.282 0.582 0.180 
1997 -1.307 0.571 0.185 
1998 -1.304 0.582 0,187 
1999 -1.210 0.570 0.180 
2000 -1.135 0.566 0.175 
2001 -1.151 0.560 0.175 
2002 -1.191 0.551 0.177 
2003 -1.282 0.542 
2004 -1.325 

3-4 4-5 5-6 6-7 7-8 8-9 9-10 
LDF LDF LDF LDF LDF LDF LDF 

0.085 0.042 0.020 0.010 0.005 0.002 0.001 
0.089 0.046 0.021 0.010 0.004 0.003 
0.091 0.045 0.020 0.007 0.005 
0,091 0,045 0.019 0.010 
0.087 0.042 0,019 
0.086 0.042 
0.087 

0.088 0.044 0.020 0.009 0,005 0.003 0.001 
0.002 0.002 0.001 0.002 0.000 0.001 0.001 
1.092 1.045 1.020 1.009 1.005 1.003 1.001 

0.170 0.082 0.038 0.018 0.009 0.004 0.001 
0.004 0,003 01002 0,002 0.001 0.001 0.001 
1.185 1.085 1,039 1.018 1.009 1.004 1,001 

Mean -1.246 0.569 0.181 
S,D. 0.069 0.016 0.005 
LN Fit LDFs 28.8% 1.767 1.198 

Cum Mean -0.327 0.919 0.350 
Cum S.D. 0.071 0.018 0,006 
LN Fit LDFs 72.3% 2.508 1.420 

Source: Highline Data LLC as reported in the statutory filings (OneSource) 
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EXHIBIT 3 

S U M M A R Y  OF ESTIMATED ULTIMATE LOSS RATIOS 
FROM PAID LOSS DEVELOPMENT ANALYSIS  

PRIVATE PASSENGER AUTO LIABILITY 

INDUSTRY AGGREGATE EXPERIENCE 

Net Estimated 
Accident Earned Net Paid Net Paid Age-to-UIt Ultimate 

Year Premiums Losses Loss Ratio Factor Loss Ratio 
1995 63,183 45,540 72.1% 1.000 72.1% 
1996 66,006 46,753 70.8% 1.001 70.9% 
1997 68,764 46,921 68.2% 1.004 68.5% 
1998 69,343 47,809 68.9% 1.009 69.6% 
1999 69,231 50,716 73.3% 1.018 74.6% 
2000 69,444 53,242 76.7% 1.039 79.6% 
2001 73,143 52,661 72.0% 1.085 78.1% 
2002 79,922 50,356 63.0% 1.185 74.6% 
2003 87,242 41,640 47.7% 1.420 67.8% 
2004 92,064 24,468 26.6% 2.508 66.7% 
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E X H I B I T  4 

S U M M A R Y  OF PAID  L O S S  D E V E L O P M E N T  F A C T O R S  

WITH A S S O C I A T E D  L O G N O R M A L  9 5 %  C O N F I D E N C E  I N T E R V A L S  

PRIVATE PASSENGER AUTO LIABILITY 

BASED ON INDUSTRY AGGREGATE EXPERIENCE 

AGE-TO-AG E FACTORS 

Paid Loss 
Development Est IJ for Est a for 

Period LDF LD.._.FF 
9-Uff* 0.001 0.001 
8-9 0.003 0.001 
7-8 0.005 0.000 
6-7 0.009 0.002 
5,-6 0.020 0.001 
4-5 0,044 0.002 
3-4 0,088 0.002 
2-3 0.181 0.005 
1-2 0.569 0.016 

Lognormal 
95% Confidence 

Mean LDF Lower LDF Upper 
LDF Bound Bound 

1.001 1.000 1.002 
1.003 1.002 1.004 
1.005 1.004 1.005 
1.009 1.006 1.012 
1.020 1.018 1,022 
1.045 1.041 1,048 
1.092 1.087 1.097 
1.198 1,187 1.209 
1.767 1,710 1.824 

AGE-TO-ULTIMATE FACTORS 

Paid Loss 
Development Est p. for Est a for 

Period LDF LDF 
9 - Ult* 0.001 0.001 
8 - UIt 0.004 0.001 
7 - UII 0.009 0.001 
6 - UIt 0.018 0.002 
5 - UIt 0.038 0.002 
4 - UIt 0.082 0.003 
3 - UIt 0.170 0.004 
2 - UIt 0.350 0.006 
1 - UIt 0.919 0.018 

Lognormal 
95% Confidence 

Mean LDF Lower LDF Upper 
LD__FF Bound Bound 

1.001 1.000 1.002 
1.004 1.002 1.006 
1.009 1.007 1.011 
1.018 1.015 1.022 
1.039 1.034 1.043 
1.085 1.079 1.091 
1.185 1.176 1.193 
1.420 1.403 1.436 
2.508 2.423 2.595 

* Age 10 deemed to be ultimate 
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E X H I B I T  5 

S U M M A R Y  OF  R E V I S E D  M E A N  P A I D  L O S S  D E V E L O P M E N T  F A C T O R S  

O N E  Y E A R  O U T  

PRIVATE PASSENGER AUTO LIABILITY 

BASED ON INDUSTRY AGGREGATE EXPERIENCE 

MEAN AGE-TO-AGE FACTORS ONE YEAR OUT 

Lognormal 
95% Confidence 

Paid Loss Est a for Actual Est a for Est li for 
Development Actual LDF Revised Revised Revised 

Period LDF Wei.g.~ Mean LDF Mean LDF Mean LDF 
9-Ult* 0.001 1/2 0.000 0.001 

8-9 0.001 1/3 9.000 0.003 
7-8 0.000 1/4 0.000 0.005 
6-7 0.002 115 0.000 0,009 
5-6 0.001 1/6 0.000 0.020 
4-5 0.002 1/7 0.000 0.044 
3-4 0.002 118 0.000 0,088 
2-3 0,005 1/9 0.001 0.181 
1-2 0,016 1/10 0.002 0.569 

Revised Revised 
Mean LDF Mean LDF 

(Lower (Upper 
Bound) Bound) 

1.001 1.001 1.002 
1.003 1.002 1.003 
1.005 1.005 1.005 
1.009 1.009 1.010 
1.020 1.020 1.020 
1.045 1.044 1.045 
1.092 1.091 1.093 
1.198 1.197 1.199 
1.767 1.761 1.772 

MEAN AGE-TO-ULTIMATE FACTORS ONE YEAR OUT 

Lognormal 
95% Confidence 

Paid Loss Est a for Est p. for 
Development Revised Revised Revised 

Period Mean LDF Mean LDF Mean LDF 
9 - UIt ° 0.000 0.001 1.001 
8 - UIt 0.000 0.004 1.004 
7 - UIt 0.000 0.009 1.009 
6 - UIt 0.000 0.018 1.018 
5 - UIt 0.001 0.038 1.039 
4 - UIt 0.001 0.082 1.085 
3 -  Ult 0.001 0.170 1.185 
2 - Ult 0.001 0.350 1.420 
1 - Ult 0.002 0.919 2.508 

Revised Revised 
Mean LDF Mean LDF 

(Lower (Upper 
Bound) Bound) 
1.001 1.002 
1.003 1.005 
1.008 1,010 
1.017 1.019 
1.038 1.040 
1.084 1.086 
1.183 1.186 
1.417 1.422 
2.499 2.517 

* Age 10 deemed to be ultimate 
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ANALYSIS OF ESTIMATED ULTIMATE LOSS RATIOS (CHAIN LADDER) 
ONE YEAR OUT 

PRIVATE PASSENGER AUTO LIABILITY 

BASED ON INDUSTRY AGGREGATE EXPERIENCE 

Lognormal 
95% Confidence 

Estimat~ Est L/R 1 EstUR 1 
Est p, for Est a for Est p. for Est a for Est F, for Est o for Ultimate Yr Out Yr Out 

Accident Devt Net Paid Actual 1-Yr Actual 1-Yr Revised Revised Est UIt L/R Est UIt L/R Loss Ratio (Lower (Upper 
Year ~ Loss Ratio LDF LDF Mean LDF Mean LDF 1 Yr Out 1 Yr Out ~ Bound) 
1995 10 72.1% 0,000 0,000 0,000 0,000 -0.327 0.000 72.1% 7 2 . 1 %  72.1% 
1996 9 70.8% 0.001 0.001 0.000 0.000 -0,344 0.001 70.9% 7 0 . 8 %  71.0% 
1997 8 68.2% 0.003 0.001 0.001 0,000 -0.378 0.001 68.5% 6 6 . 4 %  68.6% 
1996 7 6 8 . 9 %  0.005 0.000 0.004 0.000 -0.363 0.001 69.6% 6 9 . 5 %  69.6% 
1999 6 73.3% 0,009 0.002 0.009 0.000 -0.293 0.002 74,6% 7 4 . 4 %  74.8% 
2000 5 76.7% 0.020 0.001 0.018 0.000 -0.228 0.001 79,6% 7 9 , 5 %  79,8% 
2001 4 72.0% 0,044 0.002 0.038 0.001 -0.247 0,002 78.1% 7 7 , 8 %  78.4% 
2002 3 63.0% 0.088 0.002 0.082 0.001 -0.292 0.003 74.6% 7 4 , 3 %  75,0% 
2003 2 47.7% 0,181 0,005 0,170 0,001 -0.389 0.005 67.8% 6 7 . 1 %  68.4% 
2004 1 26.6% 0.569 0,016 0,350 0.001 -0.406 0.017 66.7% 64.5% 68.8% 

First Effect Second Effect 
Accident Year DeW Tail Factor Revision 

2005 0 0.0% -1.246 0,069 0.919 0.002 -0.327 0.069 72.3% 6 3 . 0 %  82.6% 
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EXHIBIT 7 

ANALYSIS OF ESTIMATED ULTIMATE LOSS RATIOS (BORNHUETTER-FERGUSON) 
ONE YEAR OUT 

PRIVATE PASSENGER AUTO LIABILITY 

BASED ON INDUSTRY AGGREGATE EXPERIENCE 

First Effect Second Effect 
Accident Year Devt Tail Factor Revision 

Lognormal 
95% Confidence" 

Estimated Est L/R 1 Est L/R 1 
Est p. for Est a for Expected Est ~ for Est a for Expected Ultimate Yr Out Yr Out 

Accident Devt Net Paid Actual 1-Yr Actual l -Yr Paid L/R Revised Revised Mean Tail Loss Ratio (Lower (Upper 
Year Aae Loss Ratio LDF LDF 1 Yr Out Mean LDF Mean LDF 1 Yr Out 1 Yr Out Bound~ Bound) 
1995 10 72.1% 0.000 0.000 72.1% 0.000 0.000 1.000 72.1% 72.1% 72.1% 
1996 9 70.8% 0.001 0.001 70.9% 0.000 0.000 1.000 70.9% 70.8% 71.0% 
1997 8 68.2% 0.003 0.001 68.4% 0.001 0.000 1.001 68.5% 68.4% 68.6% 
1998 7 68.9% 0.005 0.000 69.3% 0.004 0.000 1.004 69.6% 69.5% 69.6% 
1999 6 73.3% 0.009 0.002 73.9% 0.009 0.000 1.009 74.6% 74.4% 74.8% 
2000 5 76.7% 0.020 0.001 78.2% 0.018 0.000 1.018 79.6% 79.5% 79.8% 
2001 4 72.0% 0.044 0,002 75.2% 0.038 0.001 1.039 78.1% 77.8% 78.4% 
2002 3 63.0% 0.088 0.002 68.8% 0.082 0.001 1.085 74.6% 74.3% 75.0% 
2003 2 47.7% 0.181 0.005 57.2% 0.170 0.001 1.185 67.8% 67.2% 68.3% 
2004 1 26.6% 0.569 0.016 47.0% 0.350 0.001 1.420 66.7% 65.1% 68.2% 

2005 0 0.0% -I .246 0.069 28.8% 0.919 0.002 2.508 72.3% 68.6% 76.3% 

* Based on Monte Carlo simulation of:~Bv =xe  -E(xe)+E(xr)"/ail 
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E X H I B I T  8 

One Path o f  the Accident  Year 2004 Ultimate Loss Ratio Estimate 
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The Path of the Ultimate Loss Ratio Estimate 

EXHIBIT 9 

LOGNORMAL CONFIDENCE INTERVALS - ULTIMATE LOSS RATIOS 
ONE YEAR VS. ULTIMATE TIME HORIZONS 

PRIVATE PASSENGER AUTO LIABILITY 

BASED ON INDUSTRY AGGREGATE EXPERIENCE 

Accident 
Year Dec 2004 
1995 72.1% 
1996 70.9% 
1997 68.5% 
1998 69.6% 
1999 74.6% 
2000 79.6% 
2001 78.1% 
2002 74.6% 
2003 67,8% 
2004 66.7% 

95% Confidence Intervals - Chain Ladder Estimates 

One Year Horizon Ultimate Horizon 
72.1% 72.1% 72.1% 72.1% 
70.8% 71.0% 70.8% 71.0% 
68.4% 68.6% 68.4% 68.6% 
69.5% 69.6% 69.4% 69.7% 
74.4% 74.8% 74.3% 74.8% 
79.5% 79.8% 79.3% 80.0% 
77.8% 78.4% 77.7% 78.5% 
74.3% 75.0% 74.1% 75.2% 
67.1% 68.4% 67.0% 68.6% 
64,5% 68.8% 64.4% (39.0% 

Accident 
Year Dec 2004 
1995 72.1% 
1996 70.9% 
1997 68.5% 
1998 69.6% 
1999 74.6% 
2000 79.6% 
2001 78.1% 
2002 74.6% 
2003 67.8% 
2004 66.7% 

95% Confidence Intervals - B-F Estimates 

One Year Horizon Ultimate Horizon 
72.1% 72.1% 72.1% 72.1% 
70.8% 71.0% 70.8% 71.0% 
68.4% 68.6% 68.4% 68.6% 
69.5% 69.6% 69.4% 69.7% 
74.4% 74.8% 74.3% '74.8% 
79.5% 79.8% 79.3% 80.0% 
77.8% 78.4% 77.7% 78.5% 
74.3% 75.0% 74.1% "?5.2% 
67.2% 68.3% 67.0% 68.6% 
65.1% 68.2% 64.4% (39.0% 
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The Path of the Ultimate Loss Ratio Estimate 

EXHIBIT 10 

LOG t CONFIDENCE INTERVALS FOR PAID LOSS DEVELOPMENT FACTORS 
REFLECTING PARAMETER UNCERTAINTY 

PRIVATE PASSENGER AUTO LIABILITY 

BASED ON INDUSTRY AGGREGATE EXPERIENCE 

AGE-TO-AGE FACTORS 

Supporting Information for 
Confidence Interval Determination 

Log t 
95% Confidence 

Log t 
Ratio to Lognormal 

Paid Loss Degrees of LDF 
Development Sample Freedom Lower LDF 

Period Size n n-1 ** "/',-_~1(97.5%) Bound Mean 

9-UIt* 1 3 3.182 0.998 1.001 
8-9 2 3 3.182 1.000 1.003 
7-8 3 3 3.182 1.004 1.005 
6-7 4 3 3.182 1.004 1.009 
5-6 5 4 2.776 1.017 1.020 
4-5 6 5 2.571 1.039 1.045 
3-4 7 6 2.447 1.085 1.092 
2-3 8 7 2.365 1.184 1.198 
1-2 9 8 2.306 1.697 1.767 

LDF At At 
Upper Lower Upper 
Bound Bound Bound 
1.004 0.998 1.002 
1.005 0.999 1.001 
1.006 0.999 1.001 
1.015 0.998 1.002 
1.023 0.999 1.001 
1.050 0.998 1.002 
1.099 0.998 1.002 
1.212 0.997 1.003 
1.839 0.992 1.008 

AGE-TO-ULTIMATE FACTORS*** 

Log t Log t 
95% Confidence Ratio to Lognormal 

Paid Loss LDF LDF At At 
Development Lower LDF Upper Lower Upper 

Period Bound Mean Bound Bound Bound 
9 - Ult* 0.998 1 . 0 0 1  1,004 0.998 1,002 
8 - UIt t .000 1.004 1.008 0.998 1.002 
7 - UIt 1.005 1.009 1.013 0.998 1.002 
6 - UIt 1.011 1.018 1.025 0.997 1.003 
5 - UIt 1.031 1.039 1.047 0.997 1.004 
4 - UIt 1.075 1.085 1.095 0.996 1.004 
3 - UIt 1.171 1.185 1.198 0.996 1.004 
2 - UIt 1.397 1.420 1.443 0.996 1.005 
1 - UIt 2.401 2.508 2.619 0.991 1.009 

* Age 10 deemed to be ultimate 
°* Judgmentally limited to a minimum of 3. (Variance not defined, if d.f. < 3.) 
*** From Monte Cado simulation (10,000 trials) 
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EXHIBIT 11 

MONTE CARLO SIMULATION OF ESTIMATED ULTIMATE LOSS RATIO FOR ACCIDENT YEAR 2004 
ONE YEAR OUT 

ILLUSTRATION OF ONE RANDOM TRIAL - REFLECTING PARAMETER UNCERTAINTY 

PRIVATE PASSENGER AUTO LIABILITY 

BASED ON INDUSTRY AGGREGATE EXPERIENCE 

Degrees Uniform Random Random 
of Random ~ LDF: LDF: 

Devt Expected Sample Freedom Number ",-T-~ I ( R )  V n ' / n + l  Accident Revised 
Period LD___FF Size n n -1 ** R .~' j" Yr Devt * Tail * 

9-UIt*** 1.001 2 3 0.561 0.167 0.001 0.000 1.225 1.001 
8-9 1.003 3 3 0.074 - 1.938 0.003 0.00(3 1.155 1.002 
7-8 1.005 4 3 0.084 -1.810 0.005 0.000 1.118 1.005 
6-7 1.009 5 4 0.484 -0.043 0.009 0.000 1.095 1.009 
5-6 1.020 6 5 0.899 1.468 0.020 0.000 1.080 1.020 
4-5 1.045 7 6 0.128 -1.255 0.044 0.000 1.069 1.044 
3-4 1.092 8 7 0.131 -1.220 0.088 0.000 1.061 1.092 
2-3 1.198 9 8 0.396 -0.273 0.181 0.001 1.054 1.196 

1-2 1.767 9 8 0.116 -1.293 0.569 0.016 1.054 1.727 
1.727 1.418 

Revised Chain Ladder Loss Ratio Estimate One Year Out = Paid Loss Ratio x Actual Acc Year Devt x Revised Tail Factor 

= 26.6% x 1.727 x 1.418 = 65.1% 

Revised B - F L/R Estimate One Year Out = Actual Paid UR - Expected Paid LJR + Expected Paid L/R x Revised Tail Factor 

= (26.6% x 1.727) - (26,6% x 1.767) + (26,6% x 1.767) x 1,418 = 65.6% 

q3 

* = e x p ( . ~ + T - _ t l ( R ) . s x f ' ~ + l ) / n )  

** Judgmentally limited to a minimum of 3. (Variance not defined, if d.f. < 3.) 
*** Age 10 deemed to be ultimate 



The Path of the Ultimate Loss Ratio Estimate 

EXHIBIT 12 

LOG t CONFIDENCE INTERVALS - ULTIMATE LOSS RATIOS 

ONE YEAR VS. ULTIMATE TIME HORIZONS 

PRIVATE PASSENGER AUTO LIABILITY 

BASED ON INDUSTRY AGGREGATE EXPERIENCE 

Accident 
Year Dec 2004 
1995 72.1% 
1996 70.9% 
1997 68.5% 
1998 69.6% 
1999 74.6% 
2000 79,6% 
2001 78.1% 
2002 74.6% 
2003 67.8% 
2004 66.7% 

95% Confidence Intervals - Chain Ladder Estimates 

One Year Horizon Ultimate Horizon 
72.1% 72.1% 72.1% 72.1% 
70.7% 71.1% 70.7% 71.1% 
68.3% 68.7% 68.3% 68.8% 
69.4% 69.7% 69.3% 69.8% 
74.2% 75.0% 74.1% 75.1% 
79.3% 79.9% 79.0% 80.3% 
77.7% 78.5% 77.4% 78.9% 
74.1% 75.1% 73.8% 75.5% 
66.9% 68,6% 66.7% 68.9% 
64,0% 69.4% 63.8% 69.6% 

Accident 
Year Dec 2004 
1995 72.1% 
1996 70.9% 
1997 68.5% 
1998 69.6% 
1999 74.6% 
2000 79.6% 
2001 78.1% 
2002 74.6% 
2003 67.8% 
2004 66.7% 

95% Confidence Intervals - B-F Estimates 

One Year Horizon Ultimate Horizon 
72.1% 72.1% 72.1% 72.1% 
70.7% 71.1% 70.7% 71.1% 
68.3% 68.7% 68.3% 68.8% 
69.4% 69.7% 69.3% 69.8% 
74.2% 75.0% 74.1% 75.1% 
79.3% 79.9% 79.0% 80.3% 
77.7% 78.5% 77,4% 78,9% 
74.2% 75.1% 73.8% 75.5% 
67.1% 68.4% 66.7% 68.9% 
64.8% 68.5% 63.8% 69.6% 
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A Test of  Clinical Judgment  vs. Statistical Prediction in 
Loss Reserving for Commercial  Auto Liability 

Michae l  G.  Wacek ,  F C A S ,  M A A A  

Abstract 
This paper is a case stud)' o f  the quality o f  clinical judgment in loss reserving for Commercial Auto 
Liability in the U.S. for accident years 1995 through 2001. Research on clinical vs. statistical 
prediction in non-insurance fields indicates that relatively simple models frequently produce better 
results than human  experts with access to the same information. To test the quality o f  clinical 
judgment vs. statistical prediction in the Commercial  Auto Liability loss reserving process, we 
compared the ultimate loss ratios actually booked by the U.S. insurance industry for these accident 
years at twelve, twenty-four and thirty-six months o f  development to comparable loss ratio estimates 
generated by mechanical application of  several basic loss development methods. The booked ultimate 
loss ratios differed significandy from those indicated by the mechanical application of  chain ladder 
and Bornhuet ter  Ferguson methods,  implying that the booked ultimate loss ratios were not  
determined using those methods, at least not without significant adjustment. We then compared all of  
these booked and estimated loss ratios to the ultimate loss ratios booked as o f  the end of  2004, which 
we treated as proxies for the true ultimate loss ratios. In most cases, the mechanically generated 
ultimate loss ratio estimates were closer to the booked estimates as o f  the end of  2004 than were the 
earlier booked loss ratios. The conclusion must be that, either the booked ultimate loss ratios were 
based on other methods that are inferior to the chain ladder and Bornhuetter-Ferguson or judgmental 
adjustments were made to the indicated ultimate loss ratios that reduced the quality o f  the final 
selections. Further research would be required to determine whether this is a general loss reserving 
phenomenon or one confined to Commercial Auto Liability during the tame period studied. 

Keywords:  loss reserving, commerci;d auto liabilit3' , chain ladder, Bomhuetter-Ferguson 

1. I N T R O D U C T I O N  

Research on clinical vs. statistical prediction in non-insurance fields indicates that 

relatively simple quantitative models often produce better results than human experts with 

access to the same information. "Clinical prediction" refers to the conclusion reached by an 

expert when presented with a set of  facts about a problem of  a .type with which he or she has 

experience. "Statistical prediction" refers to the conclusion indicated by a quantitative or 

statistical formula or model using a set of  quantifiable facts about a problem. Clinical 

prediction does not preclude the use of  statistical methods, but where they are employed 

they are augmented by consideration of  other information and the judgment of  the expert. 

For further background on this research see Snijders, Tazelaar and Batenburg [1]. 

The process of  establishing the loss reserve liability to be carried on an insurer's balance 

sheet generally meets the definition of  clinical rather than statistical prediction. Quantitative 

methods are used to make estimates of  ultimate losses, but the estimate of  the required loss 

reserve that is selected for booking on the balance sheet is almost never the unadjusted 
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output of  a formula. Typically, the loss reserve actuary makes adjustments to formula output 

before making recommendat ions  to executive management .  Those  recommendat ions  

frequently take the form of  a range of  reasonable estimates. Ultimately, the loss reserve 

liability selected to be booked on the balance sheet reflects both statistical information and 

the judgment of  the actuary and management. 

In this paper we describe the results of  a test of  the quality of  clinical vs. statistical 

predict ion with respect to Commercial  Auto  Liability ultimate loss ratio estimates for 

accident years 1995 through 2001 for the U.S. industry in total using Schedule P data 

reported in Best's Aggregates & Averages. We expected to find insignificant differences in 

booked ultimate loss ratios from those indicated by the chain ladder and Bornhuet ter-  

Ferguson methods, which we classify as statistical prediction methods *. To the extent that 

there were differences, we expected the judgmentally selected loss ratios to be superior. The 

chain ladder and Bornhuetter-Ferguson methods are relatively crude approaches that do not 

and cannot  incorporate all of  the quantitative and qualitative information available about  

emerging claims. It should be possible to improve upon the estimates that emerge from 

these methods. Indeed, much of  the recent actuarial literature on loss reserving has focused 

on methods that  are statistically, if not  qualitatively, superior to the chain ladder and 

Bornhuetter-Ferguson. 

2. SUMMARY OF F I N D I N G S  

In this section we describe the results of  our comparison of  the i ndusmfs  booked 

ultimate loss ratio estimates with statistically predicted ultimate loss ratios. Our  purpose was 

first to determine whether  the booked results appear to be based on any of the statistical 

methods and then to determine whether the booked loss ratios, which were based at least to 

some extent on clinical judgment, were better or worse than statistically predicted ones. 

2.1 Comparison of Clinically and Statistically Predicted Loss Ratios 

To test the proposi t ion that the booked ultimate loss ratios for accident years 1995 

through 2001 were consistent  with estimates indicated by statistical loss deve lopment  

analysis methods, we compared the ultimate loss ratios actually booked by the U.S. insurance 

industry for these accident  years at twelve, twenty-four  and thirty-six m o n t h s  of  

i In fact, our initial purpose in studying Commercial Auto Liability ultimate loss ratios from this period was to 
determine whether their behavior over time conformed to the model described by Wacek 121, which assumes 
that selected ultimate loss ratios are largely derived from the loss development models with relatively little 
injection of judgment. 

372 Casualty Actuarial Society Forum, Winter 2007 



A Test of Clinical Judgment vs. Statistical Prediction 
in Loss Reserving for Commercial Auto Liability 

development  to comparable loss ratio estimates generated by mechanical application of  the 

chain ladder and Bornhuetter-Ferguson methods using both  paid and case incurred loss data 

as well as the average of  all four of  these methods 2. 

Figures A, B and C ~how comparisons of  the clinical and statistical predictions for loss 

ratio valuations as of  twelve, twenty-four and thirty-six months,  respectively, after inception 

of  the accident year. In Figure A, which shows the ultimate loss ratio estimates as of  twelve 

months ,  we see that the booked loss ratio estimates (represented by the dashed line) were 

almost always the lowest of  all of  the methods 3. I f  the booked estimates were based on one 

or more of  the statistical methods,  we would expect to see the booked loss ratio estimates 

within the cluster of  statistical estimates and not  at the edge or outside of  it, as they are here. 

Between 1995 and 1997, the booked estimates seem to track the Bornhuetter-Ferguson case 

incurred indications, but after that  they diverge sharply downward. In Figure B, which 

compares the ultimate loss ratio estimates as of  twenty-four months,  we. see the same pattern 

as at twelve months,  but it is even clearer. The statistical method estimates were clustered 

more  closely together  than at twelve months  and this t ighter clustering accentuates the 

divergence of  the booked and statistical estimates. For each year from 1999 through 2001 

the distance of  the booked estimate from the closest statistical estimate was greater than the 

range of  the five statistical predictions! We see the same pattern again in the thirty-six- 

months  comparison shown in Figure C, which further reinforces the conclusion that the 

booked ultimate loss ratios must  have been determined by a different process. 

Exhibits 1, 2 anc] 3 make the same comparisons as Figures A, B and C in tabular form. 

For example, referring to Exhibit  2, we see that the range of  statistical ultimate loss ratio 

estimates for accident year 1999 at twenty-four months  was 88.4% to 91.7%, a range of  3.3 

loss ratio points. The clinical prediction, represented by the booked loss ratio, was 83.6%, 

which is nearly five points below the lowest of  the statistical estimates. The divergence is 

even more striking at thirty-six months,  where the statistical estimates range from 91.9% to 

92.7%, a range of  0.8% points. The booked ultimate loss ratio was 87.7%, again five points 

below the lowest statistical estimate and more than six times the size of  the range of  the 

statistical estimates! The pattern is similar for accident years 2000 and 2001. 

The booked loss ratio estimates.were so different from those produced by the chain 

ladder and Bornhuet ter -Ferguson methods and their average that we concluded that the 

2 For a detailed explanation of the methods and data used to determine these estimates, see Appendix A. 
3 The estimate for accident year 1995 is the notable exception. The 1996 and 1997 booked estimates ale the 

lowest (but essentially tied with the B-F case incurred estimates). Each of the 1999-2001 booked ~sumates is 
the lowest by a significant amount• 
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booked  loss ratios could no t  have arisen directly f rom any o f  those methods ,  especially after 

1997. To  the extent  those  me thods  were used, the statistical indications were so heavily 

adjusted that the final loss ratio estimates selected for booking  were effectively independen t  

o f  those  methods .  

2.2 Accuracy of  ClinicaUy vs. Statistically Predicted Loss Ratios 

To test  the p ropos i t ion  that  the clinically predic ted  booked  ultimate loss ratios were 

be t te r  est imates than the statistical predic t ions ,  we c o m p a r e d  the clirfical and statistical 

predic t ions  to the ultimate loss ratio est imates booked  as o f  D e c e m b e r  2004, which  we 

treated as reasonable proxies for the true ultimate loss ratios 4. 

The  clinically predic ted  loss ratios were not bet te r  est imates than the purely statistical 

predict ions.  In fact, in mos t  cases the booked  ultimate loss ratios were far inferior  tO the 

mechanically generated ones in predicting the " t rue"  ultimate loss ratios. Figures D,  E and F 

are graphical  c o m p a r i s o n s  o f  the p red ic t ion  errors  o f  the various ul t imate loss ratio 

est imation methods  for estimates made as o f  twelve months ,  twen ty - four 'months  and thirty- 

six mon ths ,  respectively. A posit ive error  implies a loss ratio project ion that is higher than 

the " t rue"  ultimate loss ratio. A negative error  implies a loss ratio project ion that is lower 

than the " t rue"  ultimate loss ratio. A visual inspect ion o f  Figures D, E and F makes clear 

that the clinically predicted loss ratios showed  predict ion errors o f  a larger magni tude than 

the statistical indicat ions for mos t  accident  years and all three valuations. Several o f  the 

me thods  showed  a negative bias, i.e., a t endency  to underes t imate  the " t rue"  ultimate loss 

ratio, especially be tween  1997 and 2000, bu t  the clinically de te rmined  booked  est imates 

showed the most  p ronounced  negative bias 5. That  negative bias in the booked  estimates was 

no t  conf ined  to the 1997 th rough  2000 per iod  and instead was fairly pers is tent  across 

accident years and at all three valuations. . • 

For  a more  detailed look, see the tabular summary  o f  the predict ion errors provided in 

Exhibi ts  4, 5 and 6, which compare  the clinical and statistical predic t ion  errors at twelve 

4 Based on historical development patterns, by December 2004 the expected paid and case incurred losses for 
the oldest year in our accident year sample, 1995, were both more than 99% of ultimate losses. Even the 
youngest year, 2001, was substantially developed, with expected paid losses at more than 80% and expected 
case incurred losses at more than 95% of ultimate losses as of December 2004, leaving litde !ikehhood of . 
development surprises that would materially affect the ultimate loss ratio estimate beyond that date. 

5 At the twelve months valuation, the mean error of the statistical estimates was -2.2% in 1997; -4.9% m 1998, 
-6.8% in 1999 and -2.5% in 2000, an average error of-4.1% o.ver the period. Clearly, the statistical methods 
did not perform well m this time period. However, the errors in the booked estimates at twelve months were 
mueh,largei: -5.9% in 1997, 0.2% in 1998, -13.8% in 1999 and -10.4 in 2000, an average of-9.8% for the 
period. At twentT- four and thirry-six months, respectively, the mean errors of the statistical indications for 
1997-2000 were -1.6% and -0.6% compared to -7.1% and -4.1% for the booked estimates. 
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months,.twenty-foiar months and thirty-six months valuations,, respectively. The clinically 

predicted booked ultimate loss ratio was the most accurate of  the estimates in 1995 at all 

three.valuations. However, for a/! other accident years at all three valuations, the clinical 

prediction proved to be either the least or second least accurate of  the six predictive 

methods. It was the least accurate of  the six methods in four of  the seven accident ),ears as of  

twelve months, and five of  the seven years as of  the twenty-four months and thirty-six 

months valuations. ,That means that two-thirds of  the time any of  the statistical methods 

would have been better than the clinical approach that was actually used! The clinical 

estimates also had by far the highest sum of  squared errors of  all the methods at all three 

valuations. Finally, the clinical estimates showed the largest bias (and that bias was negative) 

at all three valuations. 

Statistical prediction outperformed clinical prediction for Commercial Auto Liability 

ultimate loss rau.,'o.estimation by a wide margin in this time period! 

3. C O N C L U S I O N S  

We do not know whether the superiority of  statistical loss reserving methods that we saw 

here with respect to Commercial Auto Liability" is confined to the circumstances of  that line 

of  business during the time period studied or whether it is a more general phenomenon• 

That would be an interesting question for further research. All we can say is that the 

industry would have set.more accurate Commercial Auto Lability loss reserves for accident 

years 1995 through,.2001, if  it had simply booked the indications of  any one of  the five 

statistical methods we tested (the best of  which was the simple average of  the two chain 

ladder and Wo Bomhuetter-Ferguson estimates). 

It is beyond the scope of  this paper to explain the poor performance: of  clinical prediction 

of  Commercial Auto Liability ultimate toss ratios between 1995 and 20(11, but let's consider a 

few possibilities that may also warrant further study. 

One possibility, is that the negative bias we observed had a purely technical basis arising 

from the skewness of  aggregate loss distributions. In his 1985 paper Stanard [3] made the 

following observation about chain, ladder loss ratio indications in the small samples he 

studied: " . . .  [1[he median prediction error...was usually negative...but a few large cases of  

over-prediction made the mean prediction error (the bias) positiw.'." I f  the industry's 

Commercial Auto Liability experienc}.comprised individual portfolios that displayed [enough 

skewness to result in the effect that Stanard observed, then perhaps the'. negative bias we saw 

resulted merely from chain ladder or other over-projections being judgmentally capped. In 
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that case the sum of the individual portfolio estimates would be biased low. We don't know 

whether this effect could be large enough to fully explain the phenomenon we observed. 

A second possibility, one suggested by research in other fields, is that the expert judgment 

exercised by actuaries and management is not always so expert. Perhaps qualitative and even 

quantitative judgments based on "experience" are risky and even biased. Perhaps what we 

observed is that even highly trained and experienced insurance professionals can be fooled 

by "anomalies" in the data that actually are part of the fundamental statistical pattern, the 

"correction" of which can degrade rather than improve the result. 

It is interesting that irrespective of the limitations of the chain ladder and Bomhuetter- 

Ferguson methods from a theoretical standpoint, they performed better than the method 

actually used to reserve Commercial Auto Liability from 1995 through 2001. It is a reminder 

that theoretical advances in loss reserving methodology will have no effect on the accuracy 

of booked estimates if the indications are ignored or overridden by judgment! We saw that 

while the chain ladder and Bornhuetter-Ferguson methods underestimated the ultimate loss 

ratios during the period 1997 through 2000, the addition of clinical judgment mare than 

doubled that underestimation. While we must be careful not to over-generalize from this 

limited study, at very least it suggests that actuaries must be mindful that the exercise of 

judgment in loss reserving has the potential to compound rather than reduce reserving 

errors. That is not to say that judgment should never be exercised, but it must be exercised 

with great care. 
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EXHIBIT 1 

Compar i son  o f  Clinical and Statistical Ult imate Loss Ratio Predic t ions  

Accident Years 1995-2001 as of 12 Months 

Clinical 
Statistical Predictions Prediction 

(1) (2) (3) (4) (5) (6) 
Paid Case Inc 

Accident Chain Chain Case Inc Average Actual 
Year Ladder Paid B-F Ladder B-F CL & B-F Booked 

1995 89.7% 78.6% 79.9% 77.5% 81.4% 78.3% 

1996 92.0% 79.9% 78.7% 76.9% 81.9% 76.7% 

1997 88.0% 80.2% 80.0% 78.2% 81.6% 77.9% 

1998 85.7% 81~4% 78.6% 78.3% 8110% 76.7% 

1999 90.3% 83.7% 84.7% 82.5% 85.3% 78.3% 

2000 89.3% 85.2% 82.9% 82.5% 85.0% 77.1% 

2001 80.3% 84.7% 78.9% 81.4% 81.3% 73.5% 

Notes. 

Column 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 

Comments 
See Appendix Exhibit A-3 (upper portion) 
See Appendix Exhibit A-4 (upper portion) 
See Appendix Exhibit A-6 (upper portion) 
See Appendix Exhibit A-7 (upper portion) 
Simple average of Columns (1) through (4) 
See Appendix Exhibit A-1 ("12 Months" Ratios in upper portion) 
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EXHIBIT 2 

Compar ison  of  Clinical and Statistical Ultimate Loss Ratio Predictions 

Accident Years 1995-2001 as of 24 Months 

Clinical 
Statistical Predictions Prediction 

(1) (2) (3) (4) ([5) (6) 
Paid Case Inc 

Accident . Chain Chain Case Inc Average Actual 
Year "Ladder Paid B-F Ladder B-F CL & B-F Booked 

1995 83.0% 85.9% 77.3% 77.7% 81.0% 78.0% 

1996 82.9% 87.0% 78.0% 78.1% 81.5% 77.2% 

1997 83.6% 85.4% 79.4% 79.6% 82.0% 78.4% 

1998 84.6% 84.9% 80.8% 80.5% 82.7% 78.2% 

1999 91.7% 90.8% 89.1% 88.4% 90.0% 83.6% 

2000 89.2% 89.4% 87.1% 86.5% 88.0% 80.6% 

2001 79.0% 79.8% 79.3% 79.4% 79.4% 73.4% 

Notes. 

Column 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 

Comments 
See Appendix Exhibit A-3 (middle portion) 
See Appendix Exhibit A-4 (middle portion) 
See Appendix Exhibit A-6 (middle portion) 
See Appendix Exhibit A-7 (middle portion) 
Simple average of Columns (1) through (4) 
See Appendix Exhibit A-1 ("24 Months" Ratios in upper portion) 
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EXHIBIT 3 

Compar i son  o f  Clinical and Statistical Ult imate Loss Ratio Predict ions  

Accident Years 1995-2001 as of 36 Months 

Clinical 
Statistical Predictions Prediction 

(1) (2) (3) (4) (5) (6) 
Paid Case Inc 

Accident Chain Chain Case Inc Average Actual 
Year Ladder Paid B-F Ladder B-F CL & B-F Booked 

1995 80.0% 80.8% 77.5% 77.4% 78.9% 78.0% 

1996 81.5% 81.7% 79.1% 79.0% 80.3% 79.1% 

1997 83.5% 83.4% 81.1% 80.9% 82.2% 80.1% 

1998 84.7% 84.6% 82.9% 82.8% 83.7% 81.3% 

1999 92.7% 92.4% 92.1% 91.9% 92.3% 87.7% 

2000 88.7% 88.9% 88.6% 88.5% 88.7% 83.8% 

2001 78.3% 78.5% 78.6% 78.6% 78.5% 75.9% 

Notes. 

Column 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 

Comments 
See Appendix Exhibit A-3 (lower portion) 
See Appendix Exhibit A-4 (lower portion) 
See Appendix Exhibit A-6 (lower portion) 
See Appendix Exhibit A-7 (lower portion) 
Simple average of Columns (1) through (4) 
See Appendix Exhibit A-1 ("36 Months" Ratios in upper portion) 
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EXHIBIT 4 

C o m p a r i s o n  o f  Clinical  and Statistical U l t i m a t e  Loss  Rat io  P red ic t ions  

Accident Years 1995-2001 as of  12 Months 

Accident 
Year 

(1) 
Proxy 

for True 
Ultimate 

Statistical Predictions 
(2) 

Paid 
Chain 
Ladder 

(3) 

Paid B-F 

1995 78.1% 11.6% * 0.5% 

1996 80.8% 11.2% * -0.9% + 

1997 83.8% 4.2% -3.6% 

1998 85.9% -0.2% + -4.5% 

1999 92.1% -1.8% + -8.4% 

2000 87.5% 1.8% + -2.3% 

2001 77.7% 2.7% 7.0% * 

Mean Error 4.2% -1.7% 

Sum of Errors 2 2.90% 1.59% 

Number of  Best (+) 3 1 

Number of  Worst (*) 2 1 

(4) (5) 
Case inc 

Chain Case 
Ladder Inc B-F 

1.8% -0.6% 

-2.1% -3.9% 

-3.8% -5.6% 

-7.2% -7.6% 

-7.4% -9.6% 

-4.5% -4.9% 

1.2% + 3.8% 

-3.2% -4.1% 

1.52% 2.35% 

1 0 

0 0 

Notes. 

Column Comments 

Clinical 
Prediction 

(6) (7) 

Average Actual 
CL & B-F Booked 

3.3% 0.2% + 

1.1% -4.1% 

-2.2% + -5.9% 

-4.9% -9.2% * 

-6.8% -13.8% * 

-2.5% -10.4% * 

3.7% -4.2% 

-1.2% + -6.8% * 

1.07% + 4.52% * 

1 1 

0 4 

(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 

See Appendix Exhibit A-1 ("December 2004" Ratios in upper portion) 
Exhibit 1, Column (1) minus Exhibit 4, Column (1) 
Exhibit 1, Column (2) minus Exhibit-4, Column (1) 
Exhibit 1, Column (3) minus Exhibit 4, Column (1) 
Exhibit 1, Column (4) minus Exhibit 4, Column (1) 
Exhibit 1, Column (5) minus Exhibit 4, Column (1) 
Exhibit 1, Column (6) minus Exhibit 4, Column (1) 
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EXHIBIT 5 

C o m p a r i s o n  o f  Clinical  and  Stat is t ical  U l t i m a t e  Loss  Ra t io  P r e d i c t i o n s  

Accident Years 1995-2001 as of 24 Months 

Statistical Predictions 
(1) (2) (3) (4) (5) 

Accident Proxy Paid Case inc 
Year for.True Chain Chain Case 

Ultimate Ladder Paid B-F Ladder Inc B-F 

1995 78.1% 4.9% 7.8% * -0.8% -0.4% 

1996 80.8% 2.1% 6.2% * -2.8% -2.7% 

1997 83.8% -0.3% + 1.5% -4.4% -4.2% 

1998 85.9% -1.2% -1.0% + -5.1% -5.4% 

1999 92.1% -0.4% + -1.3% -3.0% -3.7% 

2000 87.5% 1.7% 1.9% -0.4% + -1.0% 

2001 77.7% 1.3% + 2.1% 1.6% 1.7% 

Mean Error 1.2% 2.5% -2.l% -2.2% 

Sum of  Errors 2 0.35% 1.13% 0.65% 0.72% 

Number of Best (+) 3 1 1 0 

Number of Worst (*) 0 2 0 0 

Clinical 
Prediction 

(6) (7) 

Average Actual 
CL & B-F Booked 

2.9% -0.1% + 

0.7% + -3.6% 

-1.8% -5.4% * 

-3.2% -7.7% * 

-2.1% -8.5% * 

0.6% -6.9% * 

1.7% -4.2% * 

-0.2% + -5.2% * 

0.30% + 2.39% * 

1 1 

0 5 

Notes. 

Column 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 

Comments 
See Appendix Exhibit A-1 ("December 2004" Ratios in upper portion) 
Exhibit 2, Column (1) minus Exhibit 4, Column (1) 
Exhibit 2, Column (2) minus Exhibit 4, Column (1) 
Exhibit 2, Column (3) minus Exhibit 4, Column (1) 
Exhibit 2, Column (4) minus Exhibit 4, Column (1) 
Exhibit 2, Column (5) minus Exhibit 4, Column (1) 
Exhibit 2, Column (6) minus Exhibit 4, Column (1) 
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EXHIBIT 6 

C o m p a r i s o n  o f  Clinical  and  Stat ist ical  U l t ima te  Loss  Rat io  P red i c t i ons  

Accident Years 1995-2001 as of 36 Months 

Statistical Predictions 
(1) (2) (3) (4) (5) 

Accident Proxy Paid Case Inc 
Year for True Chain Chain Case 

Ultimate Ladder Paid B-F Ladder Inc B-F 

1995 78.1% 1.9% 2.7% * -0.6% -0.6% 

1996 80.8% 0.7% 0.9% -1.7% -1.8% * 

1997 83.8% -0.3% + -0.4% -2.7% -2.9% 

1998 85.9% -1.2% + -1.2% -2.9% -3.1% 

1999 92.1% 0.6% 0.3% 0.0% + -0.2% 

2000 87.5% 1.3% 1.5% 1.1% 1.0% + 

2001 77.7% 0.7% + 0.8% 0.9% 1.0% 

Mean Error 0.5% 0.7% -0.8% -0.9% 

Sum of Errors 2 0.08% + 0.13% 0.21% 0.23% 

Number of Best (+) 3 0 1 1 

Number of Worst (*) 0 1 0 1 

Clinical 
Prediction 

(6) (7) 

Average Actual 
CL & B-F Booked 

-0.8% -0.1% + 

-0.5% + -1.7% 

-1.6% -3.7% * 

-2.1% -4.6% * 

0.2% -4.4% * 

1.2% -3.6% * 

0.8% -1.8% * 

-0.2% + -2.8% * 

0.10% 0.74% * 

1 1 

0 5 

Notes. 

~olumn 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 

Comments 
See Appendix Exhibit A-1 ("December 2004" Ratios in upper portion) 
Exhibit 3, Column (1) minus Exhibit 4 Column (1) 
Exhibit 3, Column (2) minus Exhibit 4 Column (1) 
Exhibit 3, Column (3) minus Exhibit 4 Column (1) 
Exhibit 3, Column (4) minus Exhibit 4 Column (1) 
Exhibit 3, Column (5) minus Exhibit 4 Column (1) 
Exhibit 3, Column (6) minus Exhibit 4, Column (l) 
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Append ix  A 

A.1 Sources of Da ta  Used  in Analysis 

Our analysis of  accident years 1995 through 2001 was based on industry aggregate 

Schedule P data for Commercial Auto Liability as reported in the 1995 through 2005 

volumes of Best's Aggregates and Averages 6. In particular, we used information about net 

earned premiums, net ultimate losses, net paid losses and net IBNR from Schedule P, Parts 

1C, 2C, 3C and 4C, respectively 7. We determined case incurred losses by subtracting net 

IBNR from net ultimate losses. 

The loss development history for accident years 1995 through 2001 can be found in the 

2005 volume of Best's Aggregates and Averages [14], which is a compilation of information 

from the industry's 2004 Annual Statements. We have tabulated paid, case incurred and 

booked ultimate loss and loss ratio information from that volume in Appendix Exhibit A-1 

for accident years 1995 through 2001 as of  twelve, twenty-four and thirty-six months and 

also as of  December  2004. We used the ultimate loss ratio estimates booked as of 

December 2004 as proxies for the "true" ultimate loss ratios. 

We turned to older volumes of Best's Aggregates & Averages for the loss development 

data needed to make the statistical ultimate loss ratio predictions for accident years 1995 

through 2001 at twelve, twenty-four and thirty-six months. For example, we developed the 

initial expected loss ratio for the Bornhuetter-Ferguson analysis of  accident year 1995 as of  

twelve months using loss development data from the 1994 Schedule P as reported in the 

1995 Best's Aggregates and Averages [4]. For the first chain ladder and Bornhuetter- 

Ferguson analyses of accident year 1995 at twelve months, we augmented the previous loss 

development factor triangle available from the 1994 Schedule P with 1995 data from the 

1996 volume of Best's Aggregate and Averages [5]. We computed the development factors 

corresponding to development between December 1994 and December 1995 from the data 

in the 1996 volume and added those development factors to the previous triangle 8. Similarly, 

for the analysis of the later accident years and /o r  later valuation dates we continued to 

augment the triangle of  loss development factors using data from later volumes of  Best's 

Aggregates and Averages. (See [6] through [13].) 

61995 [41, 1996 151, 1997 [61, 1998 [71, 1999 [81, 2000 191, 2001 1101, 2002 t111, 2003 112], 2004 1131, 2005 [141 
7 All references to "net losses" should be understood to include the "defense and cost containment expenses" 

reported m Parts 2C, 3C and 4C of Schedule P. 
s It is more reliable to calculate development factors using data for both numerator and denominator from 

within a single Schedule P than to take numerator and denominator from Schedules P from successive years, 
because of slight differences in the compames included in Best's Aggregates and Averages from year to year. 
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We tabulated the paid loss ratios as of  twelve months together with the age-to-age paid 

development factors in Appendix Exhibit A-2A. The standard format for a triangle of loss 

development factors shows all development factors for a given accident year in a single row. 

In that format, the loss development factors associated with the development observed 

within individual calendar years appear on the positively sloped diagonals. 

Appendix Exhibit A-2A departs slightly from the standard format to show all of the 

development factors observed in a given ca/endaryear in a single row rather than on a 

diagonal. In this format, the development factors associated within individual accident years 

appear on the negatively sloped diagonals. The advantage of this format is that the five-year 

average development factors, which are tabulated in the upper section of Appendix Exhibit 

A-2B, can be computed by reference to five rows of  data rather than more complicated 

references to the five points in a triangular array. This is particularly helpful in this analysis, 

where we are projecting seven accident years at three different valuations. 

The lower section of Appendix Exhibit A-2B shows the cumulative meandevelopment 

factors to age ten years (which is the outer bound of our development data) and the age ten 

loss ratios indicated by applying the age twelve months to age ten years development factor 

to the trailing five-year loss ratio as of twelve months. Those loss ratios, multiplied by a tail 

factor, are used as initial expected loss ratios in the Bornhuetter-Ferguson analysis as of 

twelve months. 

Appendix Exhibits A-5A and A-5B are the case incurred analogues to Appendix Exhibit 

A-2A and A-2B. They are tabulations of the case incurred loss ratios ag'of twelve months 

and the case incurred development factors based on the Schedule P data contained in the 

1995 through 2005 volumes of Best's Aggregates & Averages. 

A.2 Clinically and Statistically Predicted Loss Ratios 

In this section we describe the source of the booked ultimate loss ratio estimates that we 

classify as clinical predictions and discuss the details underlying the five judgment-free 

statistical prediction methods used in our analysis. 

A.2.1 Clinically Predicted Ultimate Loss Ratios 

The clinical predictions of ultimate loss ratios are available from the 2004 Schedule P 

compilations that appear in the 2005 Best's Aggregates and Averages. We have tabulated 

these ultimate loss ratio estimates together with the underlying earned premium and ultimate 

loss dollars in the upper portion of Appendix Exhibit A-1 in the sections labeled "12 
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Months", "24 Months" and "36 Months." The earned premium figures are from Schedule 

P, Part 1C. The ultimate loss figures are from Schedule P, Part 2C. 

A.2.2 Statistically Predicted Ult imate  Loss  Ratios 

We made statistical predictions of  the ultimate loss ratios for accident ),ears 1995-200l 

using the unadjusted results of  five loss development methods: 1) the paid chain ladder 

method, 2) the paid Bornhuetter-Ferguson method, 3) the case incurred chain ladder 

method, 4) the case incurred Bomhuetter-Ferguson method and 5) the simple average of  the 

results of  methods 1-4. We call these statistical predictions because we used the indicated 

results of  each of  these methods in every case and injected no subjective judgment by 

adjusting results that might seem odd or unreasonable. 

Paid Chain Ladder Ult imate  Loss  Ratio Est imates  

We determined chain ladder ultimate loss ratio estimates by applying paid loss 

development factors to paid loss ratios in the standard way. For example, for the 1995 

accident year projection at twelve months, we first calculated mean age-to-age factors from 

historical paid loss data available, using five-year simple means where possible, reflecting the 

development patterns observed during calendar years 1991 through 19959 . These mean age- 

to-age factors and the cumulative factors they imply out to age ten years are tabulated in 

Appendix Exhibit A-2B. We used these mean factors as estimates of  the appropriate 

prospective development factors applicable to the 1995 accident year. For the tail factor 

(age ten ),ears to ultimate) we used the relationship between estimated ultimate losses and 

paid losses as reported in the 2004 Schedule P, which yielded a factor of 1.009 t°. We then 

multiplied the 1995 paid loss ratio at twelve months by the age twelve months to ultimate 

loss development factor derived from the age-to-age factors and the tail. We used the same 

procedure to determine prospective development factors for use with the other accident 

years and valuations. 

Appendix Exhibit A-3 summarizes the calculation of the paid chain ladder ultimate loss 

ratio estimates for accident years 1995-2001 as of twelve, twenty-four and thirty-six months. 

9 Appendix Exhibit A-2 shows that for factors corresponding to development from age seven },ears and 
beyond, fewer than five loss development~factors were available for the mean calculations. 

m Based on estimated uldmate losses of $8,916,383 and paid losses of $8,835,898 as of December 2004 as 
reported in Appendix Exhibit A-1. 
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Paid Bornhuetter-Ferguson Ultimate Loss Ratio Estimates 

We determined estimates of the accident year 1995-2001 ultimate loss ratios at twelve, 

twent3,-four and thirty-six months using the version of the Bornhuetter-Ferguson method 

with paid loss data described below. 

First, we determined the initial expected loss ratio for each accident year to be used in the 

first Bornhuetter-Ferguson analysis at twelve months. Using data available at the beginning 

of each accident year we calculated the simple mean of the paid loss ratios as of  twelve 

months from the five prior accident years. For example, to calculate the initial expected loss 

ratio for accident year 1995, we first computed the mean of the 1990-1994 paid loss ratios as 

of twelve months, (15.0% + 14.5% + 14.4% +15.5% + 17.6%) / 5 = 15.4%, which we took 

as the expected paid loss ratio for accident year 1993 at twelve months. We calculated age- 

to-age development factors in the same way. We then multiplied the 15.4% by the age 

twelve months to ultimate paid development factor (including the tail factor of  1.009 

discussed in the paid chain ladder section) to arrive at 77.7% as the 'initial Bornhuetter- 

Ferguson expected loss ratio for accident year 1995. While this procedure is crude, and it is 

easy to think of ways to improve upon it, in the present circumstances it has the merit of 

being based only on data available in Schedule P. No additional data or no subjective 

judgment is required. For 1996 and other accident years we calculated the initial loss ratio 

for the twelve months valuation in the same way. See Appendix Exhibits A-2A and A-2B 

for compilations of the historical and average paid loss ratios and age-to-age factors together 

with implied cumulative development factors out to age ten years on which the initial 

expected loss ratios were based. 

In some versions of the Bornhuetter-Ferguson method the initial expected loss ratio is 

used not only at the twelve-month valuation but also at all subsequent ones. We believe, 

however, that it is more common to update the expected loss ratio for the analysis at later 

valuations, and the version we used for our analysis uses updated expected loss ratios. We 

again sought to avoid injecting either exogenous information not available from Schedule P 

or subjective judgment into the analysis, so we adopted the indicated ultimate loss ratio 

indication from the paid chain ladder method at the previous valuation as the expected loss 

ratio for all valuation dates beyond twelve months. 

The expected loss ratio depends on two quantifiable elements: 1) the expected 

development in the next twelve months and 2) the expected development beyond the next 

twelve months. By definition, the first element becomes obsolete in twelve months and is ~ 

replaced in the estimation process by the actual development that has occurred. In contrast, 
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in twelve months the second element continues to lie entirel); in the future. However, the 

loss development in the tail observed during the previous twelve months  has probably 

affected our estimate of  that future development. In other words, the age-to-ultimate factor 

has probably been revised to reflect the most  recent year of development on the older 

accident years. 

The Bornhuetter-Ferguson ultimate loss ratio estimate typically combines the actual 

accident year emergence with the updated tail. This can be expressed in formula terms as 

follows: .. , 

1 
BF  Loss Ratio = Actual Paid Loss Ratio + E L R  x (1 ) 

LDF~,.,~,e 

Because in our formulation the expected loss ratio was explicitly constructed as the 

product of the expect'ed paid loss ratio and the expected age-to-ultimate development factor 

( E L R  = Expected Paid Loss Ratio x L D F  ), we concluded that L D F ,  va,~g should also be 

used m update'{he expected loss ratio as follows: 

L D  F ~aa,,s 1 
BF Loss Ratio= Actual  Paid Loss Ratio + E L R  x - - x ( 1  ) 

L D F  L D F  ~a,,u 

This adjustment has the effect of updating the expected loss ratio in light of  the updated 

development data to: E L R  = Expected Paid Loss Ratio x L D F ,  ea,~u. We recognize that this is 

not the standard Bornhuetter-Ferguson formulation. However, it is conceptually more 

consistent with thd'premise of the expected loss ratio to make this adjustment than not to 

make it. 

The details of the'paid Bornhuetter-Ferguson analysis performed for accident years 1995 

through 2001 as of twelve, twenty-four and thirty-six months are presented in Appendix 

Exhibit A-4. 

Case Incurred Chain Ladder Ultimate Loss Ratio Estimates 

The ultimate loss ratio analysis 'using the chain ladder method with case incurred loss data 

paralleled the paid chain ladder analysis. The only differences were that it used case incurred 

loss data instead of paid loss data and the tail factor (for age ten years to ultimate) was 

determined from the relationshipibetween acciclent year 1995 ultimate losses and case 

incurred losses (rather than paid !osses) reported in the 2004 Schedule P. The case incurred 
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tail factor determined in this way was 1.002 II. See Appendix Exhibit A-5 for compilation of 

these historical and average case incurred loss ratios and age-to-age factors together with 

impfied cumulative development factors out to age ten years. 

The results of the case incurred chain ladder analysis for accident years 1995 through 

2001 as of twelve, twenty-four and thirty-six months are summarized in Appendix Exhibit 

A-6. 

Case Incurred B-F Ultimate Loss Ratio Estimates 

Similarly, the case incurred Bomhuetter-Ferguson loss ratio analysis paralleled the paid 

Bornhuetter-Ferguson analysis, except that it used case incurred rather than paid data from 

Appendix Exhibit A-5. The results from this analysis of accident years 1995 through 2001 as 

of twelve, twenty-four and thirty-six months are summarized in Appendix Exhibit A-7. 

Average of Incurred Chain Ladder and B-F Methods (Paid and Case Incurred) 

Ultimate loss ratio selections are rarely determined from only one method. The simple 

average approach adopted here as a fifth statistical prediction acknowledges in a simple way 

the practice of combining estimates from different methods. 

1l Based on estimated ultimate losses of $8,916,383 and case incurred losses of $8,895,998 as of December 
2004 as reported in Appen&x Exhibit A-1. 
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APPENDIX EXHIBIT A-I 

2004 Annual Statement (U.S. Industry) 
Selected Premium and Loss Statistics 

Accident Net Earned 
Y e a r  Premiums 
1995 11,419,308 
1996 11,945,125 
1997 12,101,165 
1998 12,165,123 
1999 12,053,631 
2 0 0 0  12,929,133 
2001 14,186,157 

Estimated Ultimate Net Losses and Loss Expense 
12 Months 

Dollars [ Ratio 
8,944,478 78.3% 
9,164,925 76.7% 
9,430,510 77.9% 
9,331,198 76.7% 
9,436,430 78.3% 
9,966,148 77.1% 

10,420,178 73.5% 

24 Months 
Dollars ] Ratio 
8,909,903 78.09/o 
9,224,673 77.2% 
9,488,547 78.4% 
9,512,292 78.2% 

10,073,714 83.6% 
10,416,697 80.6% 
10,416,359 73.4% 

36 Months 
Dollars I Rati6' 
8,907,535 78.0% 
.9,452,826 79.1% 
9,687,547 - 80.1% 
9,885,056 81.3% 

10,575,733 87.7% 
10,837,941 83.8% 
10,761,679 75.9% 

December 2004 
Dollars I Ratio 
8,916,383 78.1% 
9,660,376 80.9% 

10,141,169 83.8% 
10,445,429 85.9% 
11,103,268 92.1% 
11,037,507 85.4% 
11,018,475 77.7% 

7 
Accident Net Earned 

Y e a r  Premiums 
1995 11,419,308 
1996 11,945,125 
1997 12,101,165 
1998 12,165,123 
1999 12,053,631 
2 0 0 0  12,929,133 
2001 14,186,157 • 

Case Incurred Losses and Loss Expiense 
12 Months 

Dollars I Ratio 
5,349,752 46.8% 
5,599,565 46.9% 
5,810,562 48.0% 
5,725;649 47.1% 
6,064,094 50.3% 
6,256,104 48.4% 
6,350,997 44.8% 

24 Months 
Dollars I Rati6 
7,155,266 62.7% 
7,554,912 63.2% 
7,761,367 64.1% 
7,899,777 64.9% 
8,537,262 70.8% 
8,793,340 68.0% 
8,668,276 61.1% 

36 Months 
Dollars [ Ratio 
8,035,265" 70.4% 
8,590,063 71.9% 
8,911,313 73.6% 
9,112,603 74.9% 
9,923,657 82.3% 
10,162,998 78.6%. 
9,922,085 69.9% 

December 2004 
Dollars I Ratio 
8,895,998 77.9% 
9,624,782 80.6% 

10,075,215 83.3% 
10,357,940 85.1% 
10,956,003 90.9% 

.. 10,788,755 83.4% 
10,503,768 74.0% 

Accident Net Earned 
Net Paid Losses and Loss Expense 

12 Months 24Months 36Months December 2004 
Year Premiums 
1995 11,419,308 
1996  11,945,125 
1997 12,101,165 

_1998 12,165,123 
1999 12,053,631 
2000  12,929,133 
2001 14,186,157 

Dollars ] Ratio 
2,080,653 18.2% 
2,298,993 19.2% 
2,320,305 19.2% 
2,334,107 19.2% 
2,486,813 20.6% 
2,652,474 20.5% 
2,617,173 18.4% 

Dollars ] Ratio 
4,400,438 38.5% 
4,670,807 39.1% 
4,824,751 39.9% 
4,942,814 40.6% 
5,329,527 44.2% 
5,540,847 42.9% 
5,367,450 37.8% 

Dollars I Ratio 
6,188,228 54.2% 
6,642,691 55.6% 
6,916,574 57.2% 
7,062,840 58.1% 
7,657,087 63.5% 
7,840,880 60.6% 
7,607,185 53£% 

Dollars ] Ratio 
8,835,898 77.4% 
9,532,038 79.8% 
9,936,030 82.1% 

10,108,623 83.1% 
10,524,675 87.3% 
10,279,657 79.5% 
9,122,500 64.3% 
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1996 
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APPENDIX EXHIBIT A-2A 

Accident Year Paid Loss Development Factors 
By Calendar Year of Observed Development 

Age 1 ,\go Age Age Age Age Age Age Age Age 
I . . . . .  }L~ti,, l 2 2 ~ ~ 4 4 3 ~ 6 6 - 7  7 - 8  8 - 9  9 - 1 0  

Data Source l.egend 
1994 Schedule P as reported in 1995 Best's Aggregates & Averages 
1995-2003 Schedules P as reported in 1995-2004 Best's Aggregates & Avcrages 
2004 Schedule P as reported in 2005 Best's Aggregates & Averages 
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Age J Age 
Year .Loss Ratio 1 - 2 
1994 15.4% 2.280 
1995 16.0% 2.255 
1996 17.0% 2.220 
1997 17.9%. 2.164 
1998 18.7% 2.131 
1999 19.3% 2.102 
2(500 19.8% 2~097 
2001 19.6% 2.092 
2002 18.6% 2.096 
2003 17.4% 2.098 

APPENDIX EXHIBIT A-2B 

Accident Year Paid Loss Development Factors 

Trailing Five-Year Average Age to Age Development 

Age Age Age Age-  _. Age Age Age  . Age 
2 - 3  3 - 4  4 - 5  5 - 6  6 - 7  7 - 8  8 - 9  9 - 1 0  
1.458 1.214 1.109 1.055 1.030 1.016 1.007 1 . 0 0 4  
1.455 1.209 1.105 1.054 1.029 1.015 1.007 1.004 
1.448 1.205 1.103 1.051 1.028 1.014 1.007 1.004 
1.437 1.204 1.101 1.049 1.026 1.013 1.007 1.004 
1.431 1.202 1.099 1.048 1.024 1.013 1.007 1.004 
1.427 1.202 1.098 1.048 1.024 1.012 1.006 1.004 
1.423 1.203 1.099 1.047 1.023 1.012 1.006 1.003 
1.426 1.205 1.099 1.047 1.023 1.011 1.006 1.003 
1.427 1.207 1.100 1.048 1.022 1.011 1.006 1.003 
1.426 1.206 1.100 1.047 1.022 1.010 1.006 1.003 

Traifing Five-Year Average Development to Age 10 Years 
1994 77.0% 5.000 2.193 1.504 1.238 1.117 1.058 1.028 1.012 1.004 
1995 78.2% 4.877 2.163 1.487 1.230 1.113 1.057 1.027 1.012 1.004 
1996 80.5% 4.736 2.134 1.473 1.222 1.108 1.054 1.026 1.011 - 1.004 
1997 81.6% 4.548 2.102 1.463 1.215 1.103 1.052 1.025 1,0ll 1.004 
1998 82.7% 4.427 2.077 1.452 1.208 1.099 1.049 1.024 1.011 1.004 
1999 83.7% 4.338 2.064 1.447 1.204 1.097 1.047 1.023 1.010 1.004 
2000 85.2% 4.312 2.056 1.445 1.202 1.094 1.044 1.021 1.009 1.003 
2001 84.5% 4.315 2.062 1.447 1.200 1.092 1.043 1.020 1.009 1.003 
2002 80.8% 4.336 2.069 1.450 1.201 1.092 1.043 1.020 1.009 1.003 
2003 75.2% 4.332 2.065 1.448 1.200 1.091 1.041 1.019 1.009 1.003 
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APPENDIX EXHIBIT A-3 

Paid Chain Ladder Ultimate Loss Estimates 
As of  Twelve, Twenty-Four and Thirty-Six Months 

As of Twelve Months 

Accident LossRatio Loss DeveloDment Factors CLUlt  
Year at l2Mo___~. To 10Yrs Tail To Ult Loss:Ratio 
1995 18.2% 4.877 1.009 4.921 89~7% 
1996 19.2% 4.736 1.009 4.779 9~0% 
1997 19.2% 4.548 1.009 4.590 88.0% 
1998 19.2% 4.427 1.009 4.467 85.7% 
1999 20.6% 4.338 1.009 4.378 90.3% 
2000 20.5% 4.312 1.009 4.352 89.3% 
2001 18.4% 4.315 1.009 4.354 80.3% 

Accident 
Year 
1995 
1996 
1997 
1998 
1999 
2000 
2001 

As of Twenty-Four Months 

Loss Ratio Loss Devel0pment Factors CL Ult 
at 24Mo~ To 10 Yrs Tail To Ult Loss Ratio 

38.5% 2.134 1.009 2.153 83.0% 
39.1% 2.102 1.009 2.121 82.9% 
39.9% 2.077 1.009 2.096 83.6% 
40.6% 2.064 1.009 2.083 84.6% 
44.2% 2.056 1.009 2.075 91.7% 
42.9% 2.062 1.009 2.081 89.2% 
37.8% 2.069 1.009 2.088 79.0% 

Accident 
Year 
1995 
1996 
1997 
1998 
1999 
2000 
2001 

As of Thirty-Six Months 

Loss Ratio Loss Development Factors CL Ult 
at 36 Mo. T o l 0 Y r s  Tail To Lilt 

54.2% 1.463 1.009 1.476 80.0% 
55.6% 1.452 1.009 1.465 81.5% 
57.2% 1.447 1.009 1.460 83.5% 
58.1% 1.445 1.009 1.459 84.7% 
63.5% 1.447 1.009 1.460 92.7% 
60.6% 1.450 1.009 1.463 88.7% 
53.6% 1.448 1.009 1.461 78..3% 
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APPENDIX EXHIBIT A-4 

Paid Bornhuetter-Ferguson Ultimate Loss Estimates 
As of  Twelve, Twenty-Four and Thirty-Six Months 

As of  Twelve Months 

Accident Loss Ratio BF Aee to Ult LDF BF Ult 
w 

Year at 12 Mo. ELR Current Prior Loss Ratio 
1995 ~" 18.2% 77.7% 4.921 5.045 78.6% 
1996 19.2% 78.9% 4.779 4.921 79.9% 
1997 19.2% 81.2% 4.590 4.779 80.2% 
1998 19.2% 82.3% 4.467 4.590 81.4% 
1999 20.6% 83.4% 4.378 4.467 83.7% 
200,0 20.5% 84.5% 4.352 4.378 85.2% 
2001 18.4% 85.9% 4.354 4.352 84.7% 

)ks of  Twenty-Four Months 

Accident Loss Ratio BF Aee to Ult LDF BF Ult 
v 

at 24 Mo. ELR Current Prior Loss Ratio 
1995 38.5% 89.7% 2.153 2.182 85.9% 
1996 39.1% 92.0% 2.121 2.153 87.0% 
1997 .39.9% 88.0% 2.096 2.121 85.3% 
1998 40.6% 85.7% " 2.083 2.096 84.9% 
1999 44.2% 90.3% 2.075 2.083 90.8% 
2000 42.9% 89.3% 2.081 2.075 89.4% 
2001 . 37.8% 80.3% 2.088 2.081 79.8% 

As of  Thirty-Six Months 

Accident Loss Ratio BF Age to Ult LDF BF Ult 
Year at 36 Mo. ELR Current Prior Loss Ratio 
1995 54.2% 83.0% 1.476 1.486 80.8% 
1996 55.6% 82.9% 1.465 1.476 81.7% 
1997 57.2% 83.6% 1.460 1,465 83.4% 
1998 58.1% 84.6% 1.459 1.460 84.6% 
1999 63.5% ,91.7% 1.460 1.459 92.4% 
2000 60.6% 89.2% 1.463 1.460 88.9% 
2001 53.6% 79.0% 1.461 1.463 78.5% 
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Accident  Year Case Incurred Loss Development  Factors 
By Calendar Year o f  Observed Development  
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Calendar .\go 1 ,,\go' ,\~c Agc Age Age 
Year 1,,.~ R.~ri,, I 2 • ~ ~ 4 4 ~, 3 6 
1990 
1991 
1992 
1993 
1994 

42;6% 1.392 1,145 1.067 1 . 0 3 4  1.014 
4~.7',~ 1.409 t . l ~  1 .0~  1.026:~i11.011 
-,,..,,,~'" ,n~ .i 1.397 i ~ I ~ , ~  1.056 ' ~ , ~  :~-~,.01-," 

Age Age Age Age 
6 - 7  7 - 8  8 - 9  9 - 1 0  

1 _ _  1.008--'~__ 
1.005 

Data Source Legend 
1994 Schedule P as reported in 1995 Best's Aggregates & Averages 
1995-2003 Schedules P as reported in 1995-2004 Best's Aggregates & Averages 
2004 Schedule P as reported in 2005 Best's Agb, re~,ates & Averages 
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APPENDIX EXHIBIT A-SB 

Accident Year Case Incurred Loss Development Factors 

Trailing Five-Year Average Age to Age Development 

- Age 1 " Age 
Year Loss Ratio 1 - 2 
1994 43.4% 1.381 
1995  44.3% 1.375 
1996 45.3% 1.361 
1997  46.5% 1.351 
1998  47.1% 1.350 
1;999 4"1.8% 1.353 
2000 48.1% 1.362 
2001  47.7% 1.376 
2002 45.5% 11379 
2003 -42.9% 1.387 

Age- " Age Age & e  
2 - 3  'n '3.-4 4 - 5  5 - 6  , ' 6 -7  
15127 1.057 1.027 1.012 : 1.007 

' 1.i22 1.054 1.024 1 . 0 1 1  1.006 
1.121 1.053 1.023 1.010 1.005 
1.120 1.053 1.024 1.009 1.005 
1.125 - 1.055 1.023 1.009 1.004 
1.130 1.059 1.022 1.009 1.003 
1.137 1.062 1.024 1.010 1.004 
1.145 1.069 1.026 1.010 1.004 
1.1-51 1.072 1.028 1.012 1.005 
1.153 1.070 1.028 1.012 1.004 

Age . 4 g e -  - Age 
7 - 8  8 - 9  9 - 1 0  

, 1'.003 1.002 1.002 
1.003 1 . 0 0 1  1.002 
1.002 1 . 0 0 1  1.001 
1.002 1 . 0 0 1  1.001 
1.002 1 . 0 0 1  1.001 
1.002 1 . 0 0 1  1.001 
1.002 1.000 1.000 
1.002 1 . 0 0 1  1.000 
1.002 1 . 0 0 1  1.001 
1 . 0 0 1  1 . 0 0 1  1 . 0 0 1  

1994 75.3% 
1995  75.4% 
1996  75.9% 
1997  77.4% 
1998 78.5% 
1999  80.3% 
2000 82.3% 
2001  83.9% 
2002 81.2% 
2003 76.9% 

Trailing Five-Year Average Development to Age 10 Years 
,1.732 1.254 1.113 1.053 1.026 1.013 1.007 1.004 1.002 
1.702 1.237 1.103 1.046 1.022 1 . 0 1 1  1.006 1.003 1.002 
1.675 1 . 2 3 1  1.098 1.043 1.020 1.009 1.005 1.002 1.001 
1.663 1.230 1.098 1.043 1.019 1.010 1.005 1.002 1.001 
1.667 1.235 1.098 1 . 0 4 1  1.017 1.008 1.004 1.002 1.001 
1.680 1 . 2 4 1  1.099 1.038 1.015 1.006 1 . 0 0 3  1 . 0 0 1  1.001 
1.710 1.255 1.104 1.040 1.015 1.006 1.002 1 . 0 0 1  1.000 
1.758 1.278 1.116 1.044 1.018 1.007 1.003 1 . 0 0 1  1.000 
1.785 1.294 1.124 1.049 1.020 1.008 1.003 1.002 1.001 
1.792 1.292 1 . 1 2 1  1.047 - 1.019 1.007 1.003 1.002 1.001 
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APPENDIX EXHIBIT A-6 

Case incurred Chkin Ladder Ultimate Loss Estimates 
As of Twelve, Twenty-Four and Thirty-Six Months 

As of Twelve Months 

Accident Loss Ratio Loss DeveloDmentFactors CL Ult 
Year at12Mo. T o l 0 Y r s  Tail To Ult Loss Ratio 
1995 46.8% 1.702 1.002 1.706 79!9% 
1996 46.9% 1.675 1.002 1.679. 78.7% 
1997 48.0% 1.663 1.002 1.666 8010% 
1998 47.1% 1.667 1.002 1.671 78.6% 
1999 50.3% 1.680 1.002 1.683 • 84.7% 
2000 48.4% . 1.710 1.002 1.714 82.9% 
2001 44.8% 1.758 1.002 1.762 78.9% 

As of Twenty-Four Months 

Accident Loss Ratio Loss Development Factors CLUIt 
Year at 24Mo. T o l 0 Y r s  Tail To UlI Loss Ratio 
1995 62.7% 1.231 1.002 1.233 77.3% 
1996 63.2% 1.230 1.002- 1.233 78.0% 
1997 64.1% 1.235 1.002 1.238 79.4% 
1998 64.9% 1.241 1.002 1.244 80.8% 
1999 70.8% 1.255 1.002 1.258 89.1% 
2000 68.0% 1.278 1.002 1.281 87.1% 
2001 61.1% 1.294 1.002 1.297 79.3% 

Accident 
Year 
1995 
1996 
1997 
1998 
1999 
2000 
2001 

As of Thirty-Six Months 

Loss Ratio Loss Development Factors CL Ult 
at 36 Mo. To 10 Yrs Tail To U1.___.~t Loss Ratio 

70.4% 1.098 1.002 1.101 " . 77.5% 
71.9% 1.098 1.002 1.100 79.]% 
73.6% 1.099 1.002 1.101 81.1% 
74.9% 1.104 1.002 1.107 82.9% 
82.3% 1.116 1.002: 1.119 92.1% 
78.6% 1.124 1.002' 1.127 88.6% 
69.9% 1.121 1.002 1.123 78.6% 
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APPENDIX EXHIBIT A-7 

Case Incurred Bornhuetter-Ferguson Ultimate Loss Estimates 
As of  Twelve, Twenty-Four and Thirt3,-Six Months 

As of  Twelve Months 

Accident, Loss Ratio BF Aee to Ult LDF BF Ult 
Year.. . at 12 Mo.. ELR Current Prior Loss Ratio 
19%,, 46.8% 75.4% 1.706 1.736 77.5% 
1996. 46.9% 75.6% 1.679 1.706 76.9% 
1997 48.0% 76.1% 1.666 1.679 78.2% 
1998 47.1% 77.6% 1.671 1.666 78.3% 
1999 50.3% 78.7% 1.683 1.671 82.5% 
2000 48.4% 80.5% 1.714 1.683 82.5% 
2001 44.8% 82.5% 1.762 1.714 81.4% 

As of Twenty-Four Months 

Accident Loss Ratio BF A~e to Ult LDF BF Ult 
- v 

Year at 24 Mo. ELR Current Prior Loss Ratio 
1995 62.7% 79.9% 1.233 1.240 77.7% 
1996 63.2% 78.7% 1.233 1.233 78.1% 
1997 64.1% 80.0% 1.238 1.233 79.6% 
1998 64.9% 78.6% 1.244 1.238 80.5% 
1999., 70.8% 84.7% 1.258 1.244 88.4% 
2000 68.0% 82.9% 1.281 1.258 86.5% 
2001 .: 61.1% 78.9% 1.297 1.281 79.4% 

Accident Loss Ratio 
Year at 36 Mo. 
1995 70.4% 
1996 71.9% 
1997 73.6% 
1998 74.9% 
1999 82.3% 
2000- 78.6% 
2001 69.9% 

As of  Thirty-Six Months 

BF A~e to Ult LDF 
ELR Current Prior 

77.3% 1.101 1.101 
78.0% 1.100 1.101 
79.4% 1.101 1.100 
80.8% 1.107 1.101 
89.1% 1.119 1.107 
87.1% 1.127 1.119 
79.3% 1.123 1.127 

BF Ult 
Loss Ratio 

77.4% 
79.0% 
80.9% 
82.8% 
91.9% 
88.5% 
78.6% 

C a s u a l t y  A c t u a r i a l  S o c i e t y  Forum, W i n t e r  2 0 0 7  4 0 3  
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Abbreviations and notations 

BF, abbreviation for "Bornhuetter-Ferguson" 
CL, abbreviation for "chain ladder" 
ELR, expected loss ratio used in Bornhuetter-Ferguson analysis 
LDF, loss development factor 
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