I. Introduction

In motorcar insurance—at least in Europe—is widely used a merit rating system called bonus (or malus) system, characterized among others by the fact that only the number of claims occurred does modify the premium. A great variety of different bonus systems is in use. Each country—if not each company—seems to prefer a different bonus system and there is a lack of agreement whether one of them is better than the other. Efforts to construct a theoretically optimal bonus system have not been able to change the situation. General methods to evaluate and compare different existing or proposed bonus systems are therefore wanted.

In the present paper the theory of Markow chains is used to develope formulas for some asymptotic properties of bonus systems. Quantities: efficiency of a bonus system, discrimination power of bonus rules and minimum variance bonus scale are introduced. The last of them gives an asymptotical solution for the problem to find locally “best” bonus scales for given bonus rules. Finally the Danish bonus system is used as an illustration.

2. Bonus system as Markov chain

We call a merit rating system bonus system if the following assumptions are valid:

i. All policies of a given risk group can be devided into a finite number of classes so that the premium of a policy for a given period depends solely on the class for that period.

ii. The actual class is uniquely defined by the class for the previous period and the number of claims occurred (regulated) during the period.

iii. There exists a last class where all policies will be placed after a number of claimfree periods great enough.
To specify a bonus system it is thus necessary to know two factors:

i. **Bonus rules**, i.e., the rules which give the new class when the old class and the number of claims for the period are known. The rules define also the number of classes. These rules can be given in the form of transformations $T_k$ defined so that $T_k(i) = j$, if the policy will be moved from class $i$ to class $j$ after $k$ claims.

ii. **Bonus scale**, which means the premiums $b_i$ for all bonus classes $i$.

We assume that these premiums are given as a vector $B$ with components $b_i$.

We presume that premiums considered in this paper are premiums net of charges if not contrary asserted. Passage on premiums gross of charges is mostly trivial.

The transformation $T_k$ can be written as a matrix

$$T_k = (t_{ij}^{(k)}),$$

where

$$t_{ij}^{(k)} = 1, \text{ if } T_k(i) = j$$

otherwise $t_{ij}^{(k)} = 0$. We have obviously

$$t_{ij}^{(k)} \geq 0$$

$$\sum_i t_{ij}^{(k)} = 1$$

We assume now that the claim frequency, i.e., the expected number of claims per period for a given policy, is $\lambda$ and that the probability distribution of the number of claims during one period, $p_k(\lambda)$ is uniquely defined by the parameter $\lambda$. We assume further that the value of $\lambda$ is independent of time.

The probability that a policy placed in class $i$ will be moved to class $j$ for the next period is thus

$$p_{ij}(\lambda) = \sum_k p_k(\lambda) t_{ij}^{(k)}.$$  

From eq. (2) it follows immediately

$$\left\{\begin{array}{l}
p_{ij}(\lambda) \geq 0 \\
\sum p_{ij}(\lambda) = 1
\end{array}\right.$$


The matrix

\[ M(\lambda) = (\phi_0(\lambda)) = \sum \phi_k(\lambda) T_k \]  

is then the transition matrix of a Markov chain.

From the assumption iii. on page i we have, if \(s\) is the last class,

\[ T_k^n(i) = s \]  

for \(n \geq n_i\). Because the number of classes is finite, eq. (6) is valid for \(n \geq n_0\), where \(n_0 = \text{Max}(n_i)\). If now the probability for zero claims is positive, \(\phi_0(\lambda) > 0\), the probability to move from class \(i\) to class \(s\) during \(n_0\) periods is

\[ \phi^{(n_0)}_0(s) \geq \phi^0 \]

This is, according to the theory of Markov chains, sufficient condition for the "regular case". We have thus the following result:

If the probability distribution for the number of claims for a given policy during one period is independent of the period, the successive bonus classes for that policy form a Markov chain with transition matrix \(M(\lambda)\) given by eq. (5).

If the probability for a claimfree period is positive \(\phi_0(\lambda) > 0\) we have the regular case.

In the continuation the probability distribution \(\phi_k(\lambda)\) is assumed to satisfy these requirements so that we have a regular case of a Markov chain to consider.

3. Mean premium and excess premiums

We start with some well-known results from the theory of Markov chains.

In the regular case the value one is a simple eigenvalue of the matrix \(M\). The corresponding left hand eigenvector, row vector \(A = (a_i)\), is uniquely defined by equations

\[ \begin{cases} A = AM \\ \sum a_i = 1 \end{cases} \]  

The quantities \(a_i\) are the asymptotic probabilities for the different classes, i.e., \(a_i\) is the limit value for the probability for the policy to be in class \(i\), when the number of periods \(n \to \infty\).
Let \( x^{(n)}_t \) be the premium a policy holder has to pay during \( n \) periods when he starts from class \( i \). As depending on the future claims it is a stochastic variable. The theory of Markov chains gives the mean value and the mean square deviation for it.

\[
\begin{align*}
E(x^{(n)}_t) &= b \cdot n + g_i + \varepsilon_{i,n} \\
\sigma^2(x^{(n)}_t) &= \sigma^2 n + c_t + \varepsilon_{i,n}
\end{align*}
\]  

(8)

where \( \varepsilon_{i,n} \) and \( \varepsilon_{t,n} \) converge exponentially to zero with \( n \). The distribution function of \( x^{(n)}_t \) is asymptotically normal if \( \sigma^2 \neq 0 \).

We can see from eq. (8) that the limit value for the premium per period is \( b \), called mean premium. It is independent on the initial class \( i \) and can be calculated from equation

\[
b = \sum_i a_i b_i = AB.
\]  

(9)

The remaining part of the first eq. (8), \( g_i + \varepsilon_{i,n} \), is the expected value of the extra premium the policy holder has to pay because he starts from class \( i \). Its limit value \( g_i \) is called excess premium in that class.

For the excess premiums we have the recurrence equations

\[
g_i = b_i - b + \sum_j \phi_{ij} g_j
\]

or if \( G \) is a vector with components \( g_i \) we have

\[
\begin{align*}
G &= B - bJ + MG \\
\sum_i a_i g_j &= 0
\end{align*}
\]  

(10)

where \( J \) is a vector with all components \( = 1 \). The last equation is needed because the other equations are linearly dependent.

From the theory of Markov chains we know further the expression for the limit value of the mean square deviation

\[
\sigma^2 = \sigma_0^2 + 2 \sum_i a_i b_i (g_i - b_i + b)
\]  

(11)

where

\[
\sigma_0^2 = \sum_i a_i (b_i - b)^2
\]  

(12)

is the mean square deviation for one period premium.
The mean premium, excess premiums and mean square deviations are naturally dependent on the claim frequency $\lambda$.

4. Efficiency of a bonus system

According to common conception the main purpose of a bonus system is to decrease the premiums for good risks and increase them for bad risks. It is thus a primary interest to know how well a bonus system works in this respect.

A measure for the risk is the risk premium $R = \lambda V$, where $V$ is the mean claim amount. $V$ is by experience practically constant inside one risk group and the risk premium depends thus solely on the claim frequency $\lambda$. In a reasonable bonus system the mean premium $b(\lambda)$ is an increasing function of $\lambda$. In an ideal case it equals the risk premium and $b(\lambda)$ is thus proportional to $\lambda$. A fractional change in claim frequency $d\lambda/\lambda$ causes in the mean premium a fractional change $db/b$. In the ideal case these two changes equal. In general this is not true, the change $db/b$ is smaller and the bonus system is thus less efficient. Consequently we can define the efficiency of a bonus system as the quotient of these two fractional changes, or

$$\eta = \frac{\lambda}{b} \frac{db}{d\lambda} = \frac{d \log b}{d \log \lambda}$$

Thus for a reasonable bonus system is $\eta \geq 0$ and for an ideal system $\eta = 1$. In general $\eta$ is between the values zero and one. Theoretically $\eta$ can of course be $> 1$, but in practice such over-efficient systems seem to be rare.

To calculate $\eta$ we need the value of

$$\frac{db}{d\lambda} = \sum_i \frac{da_i}{d\lambda} b_i.$$

The equations defining the derivatives $da_i/d\lambda$ are attained by derivating eq. (7)

$$\begin{align*}
\frac{dA}{d\lambda} &= \frac{dA}{d\lambda} M + A \frac{dM}{d\lambda} \\
\sum_i \frac{da_i}{d\lambda} &= 0
\end{align*}$$

(14)
The matrix \( \frac{dM}{d\lambda} \) is easily calculated for generally used probability distributions. E.g. in the case of Poisson distribution we have

\[
\frac{dM}{d\lambda} = \sum_{k=0}^{\infty} e^{-\lambda} \frac{\lambda^k}{k!} (T_{k+1} - T_k).
\]

Solution of the linear equation system (14) is then not difficult.

For great values of \( \lambda \) the quantity \( \log b(\lambda) \) approaches—if it is monotone—to a definite limit because \( b(\lambda) \) is bounded by \( \text{Max}(b) \). The quantity \( \eta \), the derivative of \( \log b(\lambda) \), goes thus to zero when \( \lambda \to \infty \). If \( b(0) > 0 \), we see that \( \eta \) approaches to zero also when \( \lambda \to 0 \).

We have thus the following result:

The efficiency \( \eta \) of a bonus system is in general positive for all values of \( \lambda \) in the interval \( (0, \infty) \). It goes nevertheless to zero when \( \lambda \to \infty \) and also for \( \lambda = 0 \), unless \( b(0) = 0 \). We can thus in general obtain a good efficiency only for an interval \( \lambda_1 \leq \lambda \leq \lambda_2 \) where \( \lambda_1 > 0 \) and \( \lambda_2 < \infty \).

Comment: The case \( b(0) = 0 \) is perhaps not quite unrealistic because \( b \) is the premium net of charges. The gross premium also for \( b = 0 \) will be positive.

The behaviour of the premium \( b(\lambda) \) for moderate values of \( \lambda \) is of course more important than the limits of the efficiency for \( \lambda = 0 \) and \( \infty \).

We consider now the equation

\[
b(\lambda) = \lambda V.
\]

It states that the net premium equals the risk premium. When \( \lambda \) increases from zero to infinity, the left hand side grows up from some positive value \( b(0) \) toward a finite limit \( b(\infty) \), as we have assumed. The eq. (16) has thus at least one solution \( \lambda_0 \), for which \( b(\lambda_0) = \lambda_0 V \).
Using this value \( \lambda_0 \) as the initial value we can integrate eq. (13) and get the premium \( b(\lambda) \) as a function of \( \lambda \)

\[
\begin{align*}
\left\{
\begin{array}{l}
b(\lambda) = \lambda V e^{\int_{\lambda_0}^{\lambda} (1 - \eta(\lambda)) d \log \lambda}; \quad \lambda < \lambda_0 \\
b(\lambda) = \lambda V e^{\int_{\lambda_0}^{\lambda} (1 - \eta(\lambda)) d \log \lambda}; \quad \lambda \geq \lambda_0
\end{array}
\right.
\]

(17)

If \( \eta(\lambda) < 1 \), the integrals in exponents are positive. Then \( b(\lambda) > \lambda V \) for \( \lambda < \lambda_0 \) and \( b(\lambda) < \lambda V \) for \( \lambda > \lambda_0 \). The solution \( \lambda_0 \) of the eq. (16) is thus unique. We can call it the central value of \( \lambda \) for that risk group. We sum up the results:

If the efficiency \( \eta(\lambda) \) of a bonus system is less than one for all values of \( \lambda \), there exists one and only one value of \( \lambda \), called central value, \( \lambda_0 \), for which net premium and risk premium equal. For values \( \lambda < \lambda_0 \) (\( \lambda > \lambda_0 \)) the net premium is greater (less) than the risk premium.

5. Discrimination power and minimum variance bonus scale

Calculation of the efficiency of different bonus systems in use exhibits that it is for common values of \( \lambda \) remarkably low. Nevertheless it is not at all difficult to construct bonus systems with efficiency one, simply by keeping the bonus rules unchanged and making the bonus scale steep enough. The primary disadvantage of such system seems to be that the random variation of the premium from period to period will be very high and the whole idea of insurance, to give economical security, is to great extent lost. It is thus natural by the choice of a bonus scale to search the lowest value for the mean square deviation of one period premium when mean premium and efficiency are given. Because known values for claim frequency, mean premium and efficiency according to eq. (13) imply also a known value of the derivative \( \frac{db}{d\lambda} \), we have the following problem:

Find the minimum for

\[
\sigma_0^2 = \sum_i a_i (b_i - b)^2
\]
when
\[ \sum_i a_i b_i = b \]
\[ \sum_i \frac{da_i}{d\lambda} b_i = \frac{db}{d\lambda} = \text{const.} \]

Using the Lagrange method the derivatives of the function
\[ F = \sum_i a_i (b_i - b)^2 - 2c_1 \left( \sum_i a_i b_i - b \right) - 2c_2 \left( \sum_i \frac{da_i}{d\lambda} b_i - \frac{db}{d\lambda} \right) \]
must be zero
\[ \frac{\partial F}{\partial b_i} = a_i (b_i - b) - c_1 a_i - c_2 \frac{da_i}{d\lambda} = 0. \]

The value of the constant \( c_1 \) is easily determined
\[ \sum_i \frac{\partial F}{\partial b_i} = -c_1 = 0. \]

The solution is thus 1)
\[ b_i = b + c_2 \frac{\frac{1}{a_i} da_i}{d\lambda}. \]

We introduce notations
\[ \beta_i = \frac{\lambda}{a_i} \frac{da_i}{d\lambda} \]
and can see that each linear transformation of the quantities \( \beta_i \)
\[ b_i = b + c \beta_i \]
is a solution of the minimizing problem for some values of the conditioning quantities \( b \) and \( db/d\lambda \). A bonus scale corresponding to premiums (19) will be called minimum variance bonus scale.

The mean premium for the solution (19) is of course \( b \) and the derivative will be
\[ \frac{db}{d\lambda} \sum_i \frac{da_i}{d\lambda} b_i = c \lambda \sum_i \frac{1}{a_i} \left( \frac{da_i}{d\lambda} \right)^2. \]

1) If some \( a_i = 0 \) the value of the corresponding premium \( b_i \) is irrelevant.
Also the mean square deviation is easily calculated

\[ \sigma_0^2 = \sum_i a_i (b_i - b)^2 = c^2 \lambda^2 \sum_i \frac{1}{a_i} \left( \frac{da_i}{d\lambda} \right)^2. \]

Using the notation

\[ d^2 = \sum_i a_i \beta_i^2 = \lambda^2 \sum_i \frac{1}{a_i} \left( \frac{da_i}{d\lambda} \right)^2 \]  

(20)

we have thus for the premiums (19)

\[ \frac{db}{d\lambda} = \frac{c}{\lambda} d^2 \]

\[ \sigma_0^2 = c^2 d^2 \]  

(21)

\[ \eta = \frac{d^2}{b} = \frac{\sigma_0}{b} \]

We see that the efficiency of these bonus systems is a product of two factors, the relative variance \( \sigma_0/b \) and a factor \( d \) which does not depend on the actual bonus scale. The quantity \( d^2 \) will be called the discrimination power of the bonus rules.

Let us now consider an arbitrary bonus scale. We split up the corresponding \( b \)-vector into two components

\[ b_i = b + c \beta_i + h_i \]  

(22)

so that the first component \( b + c \beta_i \) is of the form discussed before. The second component \( h_i \) with mean value zero has to be orthogonal to the \( \beta \)-vector. This is achieved by giving for \( c \) the value

\[ c = \frac{1}{d^2} \sum_i a_i \beta_i b_i = \frac{\lambda}{d^2} \frac{db}{d\lambda} = \frac{\eta b}{d^2}. \]

The mean square deviation can now be split up in corresponding way

\[ \sigma_0^2 = \sum_i (c \beta_i + h_i)^2 = \left( \frac{\eta b}{d} \right)^2 + \sum_i a_i h_i^2. \]

This gives the value of

\[ \eta^2 = \frac{d^2}{b^2} \left( \frac{\sigma_0^2}{\sum_i a_i h_i^2} \right). \]
We have hence the following result:

The efficiency of a bonus system satisfies the inequality

$$\eta \leq d \frac{\sigma_0}{b},$$

(23)

where the discrimination power of the bonus rules, $d$ given by eq. (20) is independent of the bonus scale. The sign of equality holds if and only if the premiums for different bonus classes form a minimum variance bonus scale, i.e., if they are a linear transformation of the scale ($\beta_i$) defined by eq. (18).

Comment. We have so far discussed only the premiums net of charges. The charges are generally divided to a constant part $\gamma_1$ and to a proportional part $\gamma_2$ so that the gross premiums are

$$b_t = \gamma_1 + (1 + \gamma_2) b_t.$$

Because there is a linear relation between the net and gross premiums, both of them give coincidentally a minimum variance bonus scale. The proposition above is thus valid also for gross premiums if we replace the inequality (23) by

$$\eta \leq d \frac{\sigma_0'}{b' - \gamma_1'},$$

(23')

where $\sigma_0'$ is the mean square deviation of gross premiums.

6. A numerical example

Let us consider a concrete example, e.g. the Danish bonus system.

It has four bonus classes labeled 0 to 3. The premiums for them decrease in a geometrical serie with the ratio $3/4$.

For every claimfree year the policy advances one class up to the last bonus class, number 3. After one claim the policy will be moved from classes 2 and 3 to class 1. After two (or more) claims during one year or one claim during each of two successive years the new class is 0. New policies will be placed in the class one.

We see that the new bonus class might depend directly on two years old claims and the assumption ii. in our definition of a bonus system is violated. To put the things in order we add to the class label a second digit, which is 0 or 1 depending on whether there was
a claim in the year before or not. The possible bonus classes are then 00, IO, II, 21 and 31. All requirements to be a bonus system as we have defined it are now performed.

The transformations $T_k$ for bonus rules and the vector $B$ defining the relative premiums are

\[
\begin{array}{ccccc}
\text{class} & T_0 & T_1 & T_k; k \geq 2 & B \\
00 & 11 & 00 & 00 & 4/3 \\
10 & 21 & 00 & 00 & 1 \\
11 & 21 & 10 & 00 & 1 \\
21 & 31 & 10 & 00 & 3/4 \\
31 & 31 & 10 & 00 & 9/16 \\
\end{array}
\]

We assume that the number of claims follows Poisson distribution

\[
P_k(\lambda) = e^{-\lambda} \frac{\lambda^k}{k!}
\]

The matrix $M(\lambda)$, eq. (5) is then

\[
M(\lambda) = \begin{pmatrix}
I & e^{-\lambda} & e^{-\lambda} & 0 & 0 \\
I & e^{-\lambda} & 0 & e^{-\lambda} & 0 \\
I & (I + \lambda) e^{-\lambda} \lambda e^{-\lambda} & 0 & e^{-\lambda} & 0 \\
I & (I + \lambda) e^{-\lambda} \lambda e^{-\lambda} & 0 & 0 & e^{-\lambda}
\end{pmatrix}
\]

The equation systems for limit probabilities eq. (7) and for excess premiums eq. (10) can in this case be solved in closed form, but also a direct numerical solution for a given value of $\lambda$ is easily calculated. E.g. $\lambda = 0.2$ gives us

\[
\begin{array}{ccc}
\text{class} & a_t & g_t \\
00 & 0.04721 & 1.15587 \\
10 & 0.13406 & 0.49217 \\
11 & 0.03865 & 0.38349 \\
21 & 0.14140 & -0.02002 \\
31 & 0.63868 & -0.20752 \\
\end{array}
\]

\[
b = 0.70096 \\
\sigma_0^2 = 0.046907
\]

The excess premium for new policies (class 11) is thus 54.7% of the mean premium, a relatively low value.
To calculate the efficiency from eq. (13) and eq. (14) we need the matrix \(\frac{dM}{d\lambda}\). It can be found either by derivation from the matrix \(M(\lambda)\) above or from eq. (15).

\[
\frac{dM(\lambda)}{d\lambda} = \begin{pmatrix}
    e^{-\lambda} & 0 & -e^{-\lambda} & 0 & 0 \\
    e^{-\lambda} & 0 & 0 & -e^{-\lambda} & 0 \\
    \lambda e^{-\lambda} (1 - \lambda) e^{-\lambda} & 0 & -e^{-\lambda} & 0 \\
    \lambda e^{-\lambda} (1 - \lambda) e^{-\lambda} & 0 & 0 & -e^{-\lambda} \\
    \lambda e^{-\lambda} (1 - \lambda) e^{-\lambda} & 0 & 0 & -e^{-\lambda}
\end{pmatrix}
\]

When the derivatives \(\frac{da_i}{d\lambda}\) are known the calculation of the minimum variance bonus scale is an easy task.

For the former value \(\lambda = 0.2\), we get

<table>
<thead>
<tr>
<th>class</th>
<th>(\frac{da_i}{d\lambda})</th>
<th>(\beta_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>0.41654</td>
<td>1.76476</td>
</tr>
<tr>
<td>10</td>
<td>0.40219</td>
<td>0.60000</td>
</tr>
<tr>
<td>11</td>
<td>0.30238</td>
<td>1.56476</td>
</tr>
<tr>
<td>21</td>
<td>0.43545</td>
<td>0.61589</td>
</tr>
<tr>
<td>31</td>
<td>-1.55656</td>
<td>-0.48744</td>
</tr>
</tbody>
</table>

\(\frac{db}{d\lambda} = 0.71098\)

\(\eta = 0.20286\)

The efficiency 20\% for \(\lambda = 0.2\) is very low, but not much worse than usually.

Also the value of discrimination power, eq. (20) might be of interest

\(d^2 = 0.49529\).

The actual bonus scale \((b_i)\) can now be compared with the minimum variance bonus scale \((b + c\beta_i)\), where \(c = \eta b/d^2 = 0.28710\).

<table>
<thead>
<tr>
<th>class</th>
<th>(b_i)</th>
<th>(b + c\beta_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>1.33333</td>
<td>1.20763</td>
</tr>
<tr>
<td>10</td>
<td>1.00000</td>
<td>0.87322</td>
</tr>
<tr>
<td>11</td>
<td>1.00000</td>
<td>1.15021</td>
</tr>
<tr>
<td>21</td>
<td>0.75000</td>
<td>0.87779</td>
</tr>
<tr>
<td>31</td>
<td>0.56250</td>
<td>0.56102</td>
</tr>
</tbody>
</table>
Both of these bonus scales have the same mean premium \( b = 0.70096 \) and the same efficiency \( \eta = 0.20286 \), but the variances are 0.046907 resp. 0.040825. The minimum variance bonus scale has thus 13% lower variance than the used bonus scale. The discrepancy between the premiums for classes I0 and II in the minimum variance bonus scale is remarkable.
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