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What is Latent Dirichlet Allocation?
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What is LDA?

• A natural language processing (NLP) technique for observing 
all words in a document and producing a topic distribution

• Introduced in 2003 by David Blei, Andrew Ng, and Michael I. 
Jordan

• A generative probabilistic model of a collection of documents 
that assumes each document is a mixture of topics, and each 
topic is characterized by a distribution of words

• Topics reside within a hidden or “latent” layer

• Probabilities are observed using Dirichlet distributions
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Terminology
• Word: a single word denoted in a document

• Lemma: main form of a word; several words can map to a single 
lemma

– Ex. {follow, followed, following, follows} map to lemma {follow}

• Document: a sequence of words

• Corpus: a collection of documents

• Dictionary: collection of top lemmas we want to include in the 
analysis, and the word-to-lemma mapping for each

• Topic: A list of words with the probabilities that the word belongs to 
that topic
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LDA Graphical Model Representation
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N words
M documents
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Topic 
distribution for 
document Mi

Alpha parameter: 
Controls per document 

topic distributions

Beta parameter: 
Controls per topic 
word distributions

High beta = Each topic likely 
to contain most words

Low beta = Each topic 
contains mixture of just a 
few words

High alpha = Every document 
likely to contain most topics

Low alpha = Every document 
likely to represent just a few 
topics

K

Topic parameter: Controls 
how many topics are created
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LDA Space

• LDA space is a simplex (a triangle of arbitrary dimensions)

• Dimensionality of the space depends on the number of topics

• Each topic is a corner of the simplex Topic A

Topic B

Topic C

• Not easy to visualize with many topics

• The more a topic is represented in a 
document, the closer the document is to 
that topic’s corner

• Can use Jensen-Shannon Divergence to 
measure distance between documents in 
LDA space to find similar documents

Document
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The Math

D = total # of documents

Nd = total # of lemmas in a given document

a = Dirichlet prior on the per-document topic 
distribution

b = Dirichlet prior on the per-topic word 
distribution

Qi = topic distribution for document i

i = word distribution for topic k

zij = topic for the jth word in document i

wij = specific word

Suppose we have D documents and we assume K 
topics:

• For each topic 1…k:
• Draw a multinomial over words   Dir(b)

• For each document 1…d:
• Draw a multinomial over topics Q  Dir(a)

• For each word wNd
:

• Draw a topic Nd 
 Mult(QD) with

Nd
[1…K]

• Draw a word wNd
 Mult()
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Model Outputs
• Keywords for each topic and the weight of each keyword 

within the topic

• Topic(s) that each document belongs to with percentage

• Example – 50% Topic A, 30% Topic B, 20% Topic C

• Since this is a probability distribution, will always add up to 100%

• Topic(s) each word belongs to and its phi value

• Phi value = probability the word belongs to that particular topic
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Model Performance Metrics

• Model Perplexity – The normalized log-likelihood of a hold-out test set. 
(i.e., how well does the model represent or reproduce the statistics of the 
hold-out data)

• Perplexity and human judgment are often not correlated

• Optimizing for perplexity often not yield interpretable topics

• Topic Coherence – Measures the degree of semantic similarity between 
high scoring words in a topic

• Uses methodology developed by Michael Order, Andreas Both, Alexander Hinneburg

• Multiple variations of coherence measures available in Python Gensim package
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Applying LDA in Practice
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Project: Claims Self-Service Opportunities

• Goal – Identify reasons why claim participants call claim reps 
to prioritize build out of self-service and/or proactive 
communication functionality

• Phone call transcripts were not available, but voicemail 
transcripts were able to be accessed

• ~40% of claim rep calls are sent to voicemail, likely credible sample of 
types of calls

• Voicemails short messages that should contain relatively focused topics

• Used gensim package in Python to create LDA Topic Models

• Used pyLDAvis to visualize topics 
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Overview of Data
Voicemail Data

• Sample of ~110,000 claims voicemail transcripts

• Some pre-processing done to remove PII and identify claim numbers

– Could identify claim number in transcript for ~60% of transcripts

Claim Data

• Joined claim information to voicemail transcript data

– Loss date, FNOL date, claim type, line of business, etc.

• Joined caller’s participant role (when available)

– Vehicle owner, insured, counsel, repair facility,  etc.

Final Data Selected for LDA

• Personal lines auto claims transcripts: ~43,000 records
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Data Preprocessing and Building Dictionary
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Text Pre-Processing
• Convert voicemail transcripts into list of tokens

• Lowercase, tokenize, and de-accent words in a document

• Remove stop words

• Words like “the”, “and”, “hi”, etc.

• Create bigram model and add found bigrams to list of tokens

• Detects two words frequently together that can be used as additional tokens in the 
LDA model

• Lemmatize tokens keeping only nouns, adjectives, verbs, and adverbs

• Create dictionary, corpus, and term document frequency list

LDA Topic Modeling in Python 15
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Text Pre-Processing – Python Code
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Text Pre-Processing – Python Code Cont’d
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Text Pre-Processing – Python Code Cont’d
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Raw Transcript Data to Lemmatized Data
Examples are illustrative only and do not represent actual voicemails

Voicemail 
ID

Original Transcript Lemmatized Token List

1 Hello. This is X calling regarding claim number XXXXXXX. regarding for the Uh, I was giving you guys a call 
to find out what's going on. I called the appraiser, um, trying to figure out we get paid on this file. If you 
guys can give me a call back. Thank you.

['call', 'collision', 'regard', 'claim', 'number', 'regard', 'give', 'call', 
'find', 'go', 'call', 'time', 'appraiser', 'try', 'figure', 'get', 'pay', 'file', 

'give', 'call', 'thank']

2 uh hi. This is X calling for claim XXXXXXXX. My phone number is (XXX) XXX XXXX. Uh I am calling regarding 
uh Honda Civic with Century insurance policy of XXXXXXXX. This vehicle struck my parked car while while
it was unoccupied on Saturday and I'm just trying to get this taken care of.  I filed the claim yesterday and I 
would like to hear back. thank you very much. Bye bye.

['calling', 'claim', 'phone', 'number', 'call', 'regard', 'chrysler', 
'century', 'century', 'insurance', 'policy', 'vehicle', 'strike', 'park', 

'car', 'unoccupied', 'try', 'get', 'taken_care', 'file', 'claim', 'yesterday', 
'love', 'hear', 'thank', 'much']

3 Hi X, this is X. You were helping me with my claim regarding the white Ford Explorer. Um The claim 
number is XXXXXXXX My phone number is XXXXXXXXXX. I was calling in regards to the check that I was 
supposed to have received 3 to 5 business days after sending in the title of the car. Um It's been about a 2 
weeks now and I still haven't received it. So I was just wondering if you would be able to help me. Thank 
you so much.

['help', 'claim', 'regard', 'white', 'claim', 'number', 'phone', 
'number', 'call', 'regard', 'check', 'suppose', 'receive', 'business', 
'day', 'send', 'title', 'car’, ‘week', 'still', 'receive', 'wonder', 'able', 

'help', 'thank', 'much']

4 Hello, This is X calling with X. It was giving you a call regarding claim number. XXXXXXXX. Um, I’m trying to 
get proof of payment for this customers vehicle is complete upfront. Um, can you please give me a call 
back at XXX XXX XXXX. Thank you.

['call', 'give', 'call', 'regard', 'claim', 'number', 'try', 'get', 'proof', 
'payment', 'customer', 'vehicle', 'complete', 'upfront', 'give', 'call', 

'thank']

5 Good afternoon. This is X claim number XXXXXXX. Uh I wanted to see with the new estimate that came in 
uh for the supplement. Is it possible to get covered for the rental car rental? Um As my car is in a repair 
shop, I need a vehicle. I was wondering if um that would be covered. So please give me a call tomorrow. 
XXX XXX XXXX.

['afternoon', 'claim', 'number', 'want', 'new', 'estimate', 'come', 
'supplement', 'possible', 'get', 'cover', 'rental', 'car', 'rental', 'car', 

'repair', 'shop', 'need', 'vehicle', 'wonder', 'cover', 'give', 'call', 
'tomorrow']
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LDA Model Set-up & Evaluation
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LDA Model Parameters
• Corpus – term document frequency output
• Id2word – mapping from word IDs to words 
• num_topics – number of topics that should 

be created
• random_state – seed for reproducibility
• chunksize – number of documents to 

consider at once (affects memory 
consumption)

• passes – number of passes through corpus 
during training

• alpha – scalar for a symmetric prior over 
document-topic distribution

• eta (beta) – scalar for a symmetric prior 
over topic-word distribution

• per_word_topics – if true allows for 
extraction of the most likely topics given a 
word

LDA Topic Modeling in Python 21

21



3/11/2023

22

Tuning Hyperparameters
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• Hyperparameters alpha and beta (called ‘eta’ in gensim)

• Both alpha and beta can be set to ‘symmetric’, ‘asymmetric’, ‘auto’, or 
an exact number of your choosing. The default for both is a symmetric 
distribution of 1 divided by the number of topics.

• For ‘auto’ the model tries to learn the “best values” for the 
hyperparameters as it is training on more and more data, but it does 
take longer to compute. We also found that the auto option sometimes 
seemed to overfit

• Number of topics most important parameter besides alpha 
and beta

22
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• What works best?  The standard answer “it depends on the data” applies

• Initially, we focused on the Coherence metric

• Used pyLDAvis to visualize topics

• Reviewed topic terms interpretability

• Reviewed topic overlap

• Edited stop words

• …and ran many, many models

23
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• Started with a grid search approach, 
looping through different combinations, 
looking for highest Coherence

• Reviewed topics in pyLDAvis for top 
Coherence models

• Initially, liked a draft with 7 topics, but after 
reviewing with stakeholders agreed that 
more topics were desired

• Final model chosen had lower Coherence, 
but more topics that were interpretable and 
distinct from each other

• “Winning” model used alpha = auto, beta = 
symmetric, topics = 13, and had Coherence 
= 0.5042

Partial 
results 
from grid 
search
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Visualizing Topics
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• pyLDAvis is a topic model visualization interface that allows the user to look closely at 
the make up of topics and the words associated with topics

• Ben Mabey created a port of the R package originally created by Carson Sievert and 
Kenny Shirley
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Visualizing Topics
pyLDAvis
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• Each bubble represents a 
topic. Larger bubbles 
mean a higher % of 
documents are about that 
topic.

• The farther the bubbles 
are away from each other, 
the more different they 
are.

• Documents are often 
tagged with multiple 
topics, so the bubbles are 
not mutually exclusive

• Blue bars represent the 
overall frequency of each 
word in the corpus
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Visualizing Topics
pyLDAvis
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• Red bars gives the estimated 
number of times a word was 
generated by a given topic

• Words with the longest red 
bars were used the most by 
documents belonging to the 
selected topic

• Relevance metric slider 
controls how words are 
sorted

• “1” sorts words by their 
frequency in topic

• “0” sorts words by how 
much their frequency is 
above baseline
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Visualizing Topics
pyLDAvis
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• When a topic is selected, 
hovering over a word in 
the right panel will 
change the left panel to 
show other topics in 
which that word is 
prominent

28
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Topic Results
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Topic Results
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Topic – Other Insurance Companies
Examples are illustrative only and do not represent actual voicemails
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Transcript Topic Document Topic %

Okay. Hello, this is X insurance calling regarding a liability decision as well as to verify if there were any injuries in your 
insurance vehicle. And to confirm if the policy is active on the date of loss for the claim number XXXXXXXX. The claim 
number is XXXXXXXX. The adjuster could be reached at XXX XXX XXXX. Thank you. And have a nice day

Other Insurance 
Companies

47.5%

Hi X. This is X with X Insurance. Um I'm calling on claim number XXXXXXXX for insured X . Uh Date of loss was 
September 5th of this year. Um The policy number is XXXXXXXX. I'm just calling to verify that um that policy was active 
on the data loss um for X. Um I also have a driver of X. So I also need to verify if they were um included on the policy or 
excluded. You can call me back at XXX XXX XXXX. 

Other Insurance 
Companies 47.2%

Hi X. Uh My name is X with uh X insurance. And I was just calling on your claim number XXXXXXX. And I just wanted to 
get a status on this claim. Just to confirm if there was coverage for this data loss that occurred on uh March nine of this 
year. The driver of uh your insured driver is a uh excuse me. X. And I was just confirming that he was insured with um X 
at the time of this loss. Uh if you could give me a call, my phone number is (XXX) XXX XXXX. In reference to my claim 
number of XXXXXXXX. 

Other Insurance 
Companies

46.3%
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Topic – Car Rental/Tow
Examples are illustrative only and do not represent actual voicemails
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Transcript Topic Document Topic %

Hi X, this is X. My claim number is XXXXXXXX. Um I was wondering if you guys cover the rental car. Um X insurance is saying I have 
to pay out of pocket for the rental car, but they're reimbursing me. So I was wondering if I could go through you guys, I did find a 
rental car place That does have a rental car for $35 a day. Um if you could please give me a call back, at (XXX) XXX XXXX. Bye.

Car Rental/Tow
25.1%

Hello. Hi X. My name is X. I'm calling in regards to claim number XXXXXXXX. I'm calling uh because I uh I was finally able to find a 
place that has openings because everyone is so booked out. They, said they could I could bring the car over there Tuesday or the
day after. Uh I just want to give the rental car near their place. l car. Um So please give me a call on how we're going to be with the 
uh rental car. Uh XXX XXX XXXX. I'm sorry. XXX XXX XXXX. Thank you.

Car Rental/Tow
23.8%

This X. The claim number XXXXXXXX. my telephone number is XXX XXX XXXX. I've got my car set up to be repaired. Uh And I was 
wondering what the process. If y'all had a rental car repair Call that your convenience. XXX XXX XXXX. Again, this is X Claim number 
XXXXXXXX. Uh and I'm just trying to set up a rental car. I've got the repair Uh for the 2019 Toyota set up for November second. So I 
was trying to see what uh what the procedure is to request a rental car. Thank you.

Car Rental/Tow 23.0%
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Project Summary
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• LDA model did allow for categorization of voicemail 
transcripts & overall better understanding of calls to claim 
reps

• Results not always as detailed as we would like

• Needed to review transcripts after identifying high level topic to 
determine details of reasons for call

• Possible future improvements

• Remove more generic terms from stop list

• Build models split by claim participant

• Build models split by time in claim lifecycle the call occurred
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Questions & Thank you
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