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1.

You are given that $N(t)$ follows the Poisson process with rate $\lambda = 2$.

Calculate $\Pr[N(2) = 3 \mid N(5) = 7]$.

A. Less than 0.25
B. At least 0.25, but less than 0.35
C. At least 0.35, but less than 0.45
D. At least 0.45, but less than 0.55
E. At least 0.55
2.

For a health insurance policy the annual number of claims follows the Poisson process with mean $\lambda = 5$.

Calculate the probability that the time interval between the second and third claims exceeds 0.6 years.

A. Less than 0.01
B. At least 0.01, but less than 0.04
C. At least 0.04, but less than 0.07
D. At least 0.07, but less than 0.10
E. At least 0.10
3.

For a block of one-year insurance policies you are given:

- Aggregate losses follow a compound Poisson process.
- Claim frequency follows a non-homogenous Poisson process with the following monthly rates:

<table>
<thead>
<tr>
<th>Month</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

- Claim severities follow an exponential distribution with \( \theta = 500 \).

Calculate the standard deviation of the annual aggregate losses.

A. Less than 4,500  
B. At least 4,500 but less than 5,000  
C. At least 5,000 but less than 5,500  
D. At least 5,500 but less than 6,000  
E. More than 6,000
4.

You are given:

- Loss amounts follow the probability density function
  \[ f(x) = \frac{\alpha^3 x^\alpha}{(x)^{\alpha+1}}, \quad x > 3 \]
- Observed loss amounts of 20, 30, 60, and 90.

Calculate the maximum likelihood estimate of \( \alpha \).

A. Less than 0.25
B. At least 0.25, but less than 0.35
C. At least 0.35, but less than 0.45
D. At least 0.45, but less than 0.55
E. At least 0.55
5.

You are given:

- A random variable $X$ has an exponential distribution with mean $\theta$.
- An estimator of $\theta$ has a mean of 2 and a variance of 0.5.

Calculate the mean square error of this estimator for $\theta = 2.1$.

A. Less than 0.3
B. At least 0.3, but less than 0.4
C. At least 0.4, but less than 0.5
D. At least 0.5, but less than 0.6
E. At least 0.6
A random variable, \( Y \), with parameter \( \theta \) is a member of the exponential family of distributions if its density function has the form:

\[
f(y; \theta) = \exp\{a(y)b(\theta) + c(\theta) + d(y)\}.
\]

It is known that, for the exponential family of distributions,

\[
E[a(Y)] = -\frac{c'(\theta)}{b'(\theta)}.
\]

For one member of the exponential family, you are given, for \( y = 0, 1, 2, \ldots, n \)

- \( a(y) = y \)
- \( b(\theta) = \log \theta \)
- \( c(\theta) = -\theta \)
- \( d(y) = -\log y! \)
- \( \hat{\theta} \) is an unbiased estimator of \( \theta \)

Find the smallest possible value of the variance of \( \hat{\theta} \).

A. \( \theta \)
B. \( \theta/n \)
C. \( \theta/\sqrt{n} \)
D. \( \theta^2/n \)
E. 0
You are given the following information:

- Loss severity follows an exponential distribution with mean $\theta$.
- Small claims are handled directly by the insured, and no information about losses less than $5,000$ is available to you.
- You observe three losses with the following claim payments:

  $6,000 \hspace{1cm} 7,500 \hspace{1cm} 10,000$

Calculate the maximum likelihood estimate of $\theta$.

A. Less than 2,500
B. At least 2,500, but less than 3,000
C. At least 3,000, but less than 3,500
D. At least 3,500, but less than 4,000
E. At least 4,000
You are given the following random sample:

\[
0.15 \quad 0.25 \quad 0.55 \quad 0.60 \quad 1.10
\]

The probability density function given below is selected to be fit to the random sample:

\[
f(x) = \begin{cases} 
\frac{1}{2} & \text{for } 0 \leq x \leq a \\
1 & \text{for } a < x \leq 1 + \frac{a}{2} 
\end{cases}
\]

where \(0 \leq a \leq 2\).

Select the range of the maximum likelihood estimate of \(a\).

A. Less than 0.15
B. At least 0.15, but less than 0.20
C. At least 0.20, but less than 0.25
D. At least 0.25, but less than 0.30
E. At least 0.30
9.

You are given the following information:

- A random variable X is uniformly distributed on the interval \((0, \theta)\).
- \(\theta\) is unknown.
- For a random sample of size \(n\), an estimate of \(\theta\) is \(Y_n = \max\{X_1, X_2, \ldots, X_n\}\).
- \(E(Y_n) = \left[\frac{n}{n+1}\right] \times \theta\)

Determine which one of the following is an unbiased estimator of \(\theta\).

A. \(Y_n\)
B. \(Y_n/(n-1)\)
C. \((n/2) \times Y_n\)
D. \((n+1)/n \times Y_n\)
E. \(1/(n+1) \times Y_n\)
Some people are right-hand dominant; others are left-hand dominant. The same is true for eyes. You are given the following table of observed values:

<table>
<thead>
<tr>
<th>Dominant Eye</th>
<th>Right Hand</th>
<th>Left Hand</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right Eye</td>
<td>8402</td>
<td>207</td>
<td>8609</td>
</tr>
<tr>
<td>Left Eye</td>
<td>1308</td>
<td>104</td>
<td>1412</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>9710</strong></td>
<td><strong>311</strong></td>
<td><strong>10021</strong></td>
</tr>
</tbody>
</table>

- $H_0$: Eye and hand dominance are independent
- $H_A$: Eye and hand dominance are not independent

Calculate the chi-squared statistic.

A. Less than 60
B. At least 60, but less than 70
C. At least 70, but less than 80
D. At least 80, but less than 90
E. At least 90
11.

You are given the following information:

- A random variable follows the normal distribution with mean $\mu$ and standard deviation 3.
- $H_0: \mu = 8$.
- $H_1: \mu = 7$.
- It is required that errors of Type I and II have probabilities of 0.05 and 0.01, respectively.

Calculate the necessary sample size based on the Neyman-Pearson Lemma.

A. Less than 50
B. At least 50, but less than 100
C. At least 100, but less than 150
D. At least 150, but less than 200
E. At least 200
12.

You are given the following information:

- Your company has developed a new training program for claims adjusters to increase their productivity.
- Assume that the number of claims closed follows a normal distribution, with equal variance before and after the training program.
- $H_0$: the number of claims closed is the same before and after training.
- $H_1$: the number of claims closed is not the same before and after training.
- The table below shows the paired results (before and after training) by adjuster.

<table>
<thead>
<tr>
<th>Adjuster ID</th>
<th># Claims Closed Before Training</th>
<th># Claims Closed After Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>13</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>TOTAL</td>
<td>61</td>
<td>86</td>
</tr>
</tbody>
</table>

Calculate the minimum significance level at which you reject $H_0$.

A. Less than 0.1%
B. At least 0.1%, but less than 1.0%
C. At least 1.0%, but less than 2.0%
D. At least 2.0%, but less than 5.0%
E. At least 5.0%
You are given the following information about a process that follows the normal distribution:

- The variance is known and $\sigma^2 = 25$.
- $H_0: \mu = 35$.
- $H_1: \mu = 30$.
- The sample size, $n$, is equal to 16.

Determine the minimum possible Type I error such that the probability of Type II error is no more than 2.5%.

A. Less than 2%
B. At least 2%, but less than 3%
C. At least 3%, but less than 4%
D. At least 4%, but less than 5%
E. At least 5%
14.

You are given the following information about two loss severity distributions fit to a sample of 275 closed claims:

- For the Exponential distribution, the natural logarithm of the likelihood function evaluated at the maximum likelihood estimate is −828.37.

- For the Weibull distribution, the natural logarithm of the likelihood function evaluated at the maximum likelihood estimate is −826.23.

- The Exponential distribution is a subset of the Weibull distribution.

- The null hypothesis is that the exponential distribution provides a better fit than the Weibull distribution.

Calculate the significance level at which one would reject the null hypothesis.

A. Less than 0.5%
B. At least 0.5%, but less than 1.0%
C. At least 1.0%, but less than 2.5%
D. At least 2.5%, but less than 5.0%
E. At least 5.0%
15.

You are given the following information:

- \( f(x; \theta) \) is the pdf of \( X \), where \( \theta \) represents one or more unknown parameters \( \theta \)
- \( \Omega \) is the set of all possible parameters for \( \theta \).
- \( H_0 : \theta \in \omega \) where \( \omega \) is a subset of \( \Omega \)
- \( H_1 : \theta \in \Theta \).
- \( \lambda = \frac{L(\hat{\theta})}{L(\Theta)} \), where the numerator is the maximum likelihood function with respect to \( \theta \) under the null hypothesis.

Determine which of the following are true.

I. \( \lambda \leq 1 \).
II. \( \lambda \) can be less than zero.
III. As \( \lambda \) increases the likelihood of rejecting the null hypothesis increases.

A. I only
B. II only
C. I and II only
D. I and III only
E. II and III only
Ten runners were ranked by judges on their speed (1 = fastest) prior to a race in which they then recorded the following times:

<table>
<thead>
<tr>
<th>Runner</th>
<th>Rank</th>
<th>Time (min:sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>4:45</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>4:50</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4:31</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>4:49</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>5:05</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>4:55</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>5:30</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>4:20</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>4:25</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>5:55</td>
</tr>
</tbody>
</table>

Calculate Spearman’s Rank statistic, $r_s$, for this data.

A. Less than -0.75
B. At least -0.75, but less than -0.25
C. At least -0.25, but less than 0.25
D. At least 0.25, but less than 0.75
E. At least 0.75
For a general liability policy, loss amounts, $Y$, follow the exponential distribution with probability density function:

$$f(y) = \frac{1}{\theta} e^{-y/\theta} \quad \theta = 1000, \quad 0 < y.$$ 

For reinsurance purposes we are interested in the distribution of the median loss amount in a random sample of size 3, which is denoted by $Y_{(2)}$.

Calculate the probability that $Y_{(2)}$ is less than 2000.

A. At least 0.73, but less than 0.78
B. At least 0.78, but less than 0.83
C. At least 0.83, but less than 0.88
D. At least 0.88, but less than 0.93
E. At least 0.93
You are given:

- A tutor claims that students will get more than 89.5 out of 100 questions right on a particular exam if the students use the tutor's service for 15 minutes a day.
- A random sample of 200 previous students was taken.
- No student scored exactly 89.5.
- $H_0$: Students using the service have a mean score of 89.5 on the exam.
- $H_1$: Students using the service have a mean score greater than 89.5 on the exam.
- $H_0$ was rejected at the 5% significance level using the sign test.
- The normal approximation with continuity adjustment is used.

Calculate the minimum number of students that scored more than 89.5 in the sample.

A. 111 or fewer
B. 112
C. 113
D. 114
E. 115 or more
A gun is fired using two different brands of bullets.

- The results of the tests are provided

<table>
<thead>
<tr>
<th>Muzzle Velocity</th>
<th>Rank</th>
<th>Muzzle Velocity</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1011</td>
<td>1</td>
<td>1014</td>
<td>4</td>
</tr>
<tr>
<td>1012</td>
<td>2</td>
<td>1015</td>
<td>5</td>
</tr>
<tr>
<td>1013</td>
<td>3</td>
<td>1016</td>
<td>6</td>
</tr>
<tr>
<td>1020</td>
<td>10</td>
<td>1017</td>
<td>7</td>
</tr>
<tr>
<td>1021</td>
<td>11</td>
<td>1018</td>
<td>8</td>
</tr>
<tr>
<td>1029</td>
<td>12</td>
<td>1019</td>
<td>9</td>
</tr>
<tr>
<td>1030</td>
<td>13</td>
<td>1050</td>
<td>19</td>
</tr>
<tr>
<td>1031</td>
<td>14</td>
<td>1051</td>
<td>20</td>
</tr>
<tr>
<td>1032</td>
<td>15</td>
<td>1052</td>
<td>21</td>
</tr>
<tr>
<td>1035</td>
<td>16</td>
<td>1055</td>
<td>22</td>
</tr>
<tr>
<td>1040</td>
<td>17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1045</td>
<td>18</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- $H_0$: Median

- $H_1$: Median

- The normal approximation is used.

Calculate the smallest value for significance level for which $H_0$ can be rejected using the Mann-Whitney Test.

A. Less than 1%

B. At least 1%, but less than 5%

C. At least 5%, but less than 10%

D. At least 10%, but less than 15%

E. At least 15%
You are given:

- A multiple linear regression model was fit to 20 observations.
- There are five explanatory variables with fitted values for \( \beta_1 \) through \( \beta_5 \).
- The following summarizes the fitted coefficients excluding the intercept:

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>Point Estimate</th>
<th>Standard Error</th>
<th>t-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_1 )</td>
<td>0.020000</td>
<td>0.012000</td>
<td>1.661</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>-0.004950</td>
<td>0.008750</td>
<td>-0.565</td>
</tr>
<tr>
<td>( \beta_3 )</td>
<td>0.216000</td>
<td>0.043200</td>
<td>5.000</td>
</tr>
<tr>
<td>( \beta_4 )</td>
<td>-0.034600</td>
<td>0.115000</td>
<td>-0.301</td>
</tr>
<tr>
<td>( \beta_5 )</td>
<td>-0.000294</td>
<td>0.000141</td>
<td>-2.090</td>
</tr>
</tbody>
</table>

Determine the number of coefficients in the table above for the five explanatory variables that are not statistically different from zero at a significance level of \( \alpha = 10\% \), based on a two-tailed test.

A. 1 
B. 2 
C. 3 
D. 4 
E. 5
21.

You are given the following linear regression model which is fitted to 11 observations:

\[ Y = \beta_0 + \beta_1 X + \varepsilon \]

The coefficient of determination is \( R^2 = 0.25 \).

Calculate the F-statistic used to test for a linear relationship.

A. Less than 1.5
B. At least 1.5, but less than 2.5
C. At least 2.5, but less than 3.5
D. At least 3.5, but less than 4.5
E. At least 4.5
The following two models were fit to 18 observations:

- Model 1: \( Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \varepsilon \)
- Model 2: \( Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_1 X_2 + \beta_4 X_1^2 + \beta_5 X_2^2 + \varepsilon \)

The results of the regression are:

<table>
<thead>
<tr>
<th>Model Number</th>
<th>Error Sum of Squares</th>
<th>Regression Sum of Squares</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>102</td>
<td>23</td>
</tr>
<tr>
<td>2</td>
<td>78</td>
<td>39</td>
</tr>
</tbody>
</table>

Calculate the value of the F-statistic used to test the hypothesis that \( \beta_3 = \beta_4 = \beta_5 = 0 \).

A. Less than 1.30  
B. At least 1.30, but less than 1.40  
C. At least 1.40, but less than 1.50  
D. At least 1.50, but less than 1.60  
E. At least 1.60
23.

You are given the following information:

- The number of claims per year for an individual follows a Poisson distribution with parameter \( \lambda \).
- The parameter \( \lambda \) follows a gamma distribution with parameters \( \alpha = 1 \) and \( \theta = 5 \).
- A randomly selected insured had 0 claims last year.

Calculate the upper bound of the 95% equal-tailed Bayesian credible interval for the posterior distribution of \( \lambda \).

A. Less than 2.2
B. At least 2.2, but less than 2.9
C. At least 2.9, but less than 3.6
D. At least 3.6, but less than 4.3
E. At least 4.3
The annual number of claims for a policy follows the Poisson distribution with mean $\lambda$, which varies by policy. The prior probability density function of $\lambda$ is
\[ h(\lambda) = \lambda e^{-\lambda}, \quad \lambda > 0 \]
In Year 1, three claims are reported for a policy.

Calculate the coefficient of variation (the standard deviation divided by the mean) of the posterior distribution of $\lambda$ for this policy.

A. Less than 0.5  
B. At least 0.5, but less than 1.0  
C. At least 1.0, but less than 1.5  
D. At least 1.5, but less than 2.0  
E. More than 2.0
25.

You are given:

- The number of claims per year for a policyholder follows a Poisson distribution with mean \( \lambda \).
- The mean \( \lambda \) follows a gamma distribution with parameters \( \alpha = 3 \) and \( \theta = 10 \).
- A policyholder had 1 claim last year.

Calculate the mean of the posterior distribution of \( \lambda \).

A. Less than 2.0
B. At least 2.0, but less than 4.0
C. At least 4.0, but less than 6.0
D. At least 6.0, but less than 8.0
E. At least 8.0
<table>
<thead>
<tr>
<th>Question#</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>B</td>
</tr>
<tr>
<td>2</td>
<td>C</td>
</tr>
<tr>
<td>3</td>
<td>A</td>
</tr>
<tr>
<td>4</td>
<td>C</td>
</tr>
<tr>
<td>5</td>
<td>D</td>
</tr>
<tr>
<td>6</td>
<td>B</td>
</tr>
<tr>
<td>7</td>
<td>B</td>
</tr>
<tr>
<td>8</td>
<td>C</td>
</tr>
<tr>
<td>9</td>
<td>D</td>
</tr>
<tr>
<td>10</td>
<td>E</td>
</tr>
<tr>
<td>11</td>
<td>C</td>
</tr>
<tr>
<td>12</td>
<td>E</td>
</tr>
<tr>
<td>13</td>
<td>B</td>
</tr>
<tr>
<td>14</td>
<td>D</td>
</tr>
<tr>
<td>15</td>
<td>A</td>
</tr>
<tr>
<td>16</td>
<td>E</td>
</tr>
<tr>
<td>17</td>
<td>E</td>
</tr>
<tr>
<td>18</td>
<td>C</td>
</tr>
<tr>
<td>19</td>
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