
Applying Credibility Concepts to
Develop Weights for Ultimate Claim

Estimators

Rajesh Sahasrabuddhe, FCAS, MAAA

June 19, 2014 ∗

∗LATEXed on July 19, 2014



In estimating ultimate claim and claim expense amounts, actuaries often rely on estimates
developed using multiple actuarial methods. Combining these estimates is often left to
the actuary’s professional judgment. That judgment generally reflects informed but sub-
jective opinion on the relative stability and responsiveness of various methods and the
reasonableness of the results of those methods.

This paper proposes a more quantitative approach. The approach is based on credibility
concepts which are often used in ratemaking contexts but have yet to find their way into this
particular aspect of estimating unpaid claims and claim expenses. As with the ratemaking
context, credibility is based on the variance of estimators. However the application to
unpaid claim estimates requires a different approach. That approach is the subject of this
paper.
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1. Introduction

1.1. Research Context

The author was not able to locate any prior research on this specific topic. During the
course of preparing this paper, the author identified Rehman & Klugman[RK10] as having
some similarity in underlying concepts - though that paper has a much different application.

The CAS Taxonomy for this paper is as follows:

• Actuarial Applications and Methodologies > Reserving >Management Best Estimate

• Actuarial Applications and Methodologies > Reserving >Reserving Methods

1.2. Objective

Typically1, actuarial estimates of ultimate claims are based on a review of multiple actuarial
indications (such as those based on the chain-ladder and Bornhuetter-Ferguson methods)
and the actuary’s professional judgment. We can think of the final (selected) actuarial
estimate as a weighted average of actuarial indications and expert opinion and/or prior
knowledge. The mathematical description of that process would likely be similar to the
following:

Ĉ = Î ×Z + P × (1− Z) (1)

which we can recognize as being similar to credibility-weighted averages commonly used in
ratemaking contexts.

In the context of estimating ultimate claims2:

C = ultimate claims

Ĉ = an estimator of ultimate claims

Î = a vector of actuarial projections (indications) of C

P = the actuary’s prior estimate of ultimate claims; possibly equal to Ĉt−1

Z = a vector of credibility factors

Z = the sum of the elements of Z

There are several important considerations with respect to these variables:

1This section is based strictly on the author’s observation of common practices and does not imply that
all actuaries use the approach described.

2In this paper, the term “claim” is used rather than “loss” to be consistent with Actuarial Standard of
Practice No. 43, Property/Casualty Unpaid Claim Estimates
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• In Equation (1), we assume that Î, P and, by consequence, Ĉ, are all unbiased3

estimators of C. The author is aware that certain papers challenge this assumption.
Measuring and correcting for bias of actuarial methods is outside the scope of this
paper.

• “Prior” in this paper is not used in the rigorous statistical sense of that term. Rather,
the term refers to an estimate that management or the actuary may be “targeting”
and is based on the author’s observation that, in practice, reasonableness of an esti-
mate is often evaluated relative to some other (benchmark) estimate4. For example,
the implied loss ratios of estimates based on the first evaluation of an experience
period are assessed through reconciliation of those estimates to the loss ratio used in
establishing the premium.

In the usual judgment-based model, “credibility” for method i is then usually assigned
based on the distance between Îi and P . That is:

Zi ∝
1

d(Îi, P )
(2)

Zi = fj

(
1

d(Îi, P )

)
(3)

where d represents a generic difference function such as absolute or squared difference. As
commonly applied, fj might be termed the “actuarial judgment function.” In Figure 1, we
present a visualization of that “actuarial judgment function.”

The objective of this paper is to offer an approach to calculate Z rather than use an
“actuarial judgment function.”

1.3. Outline

The remainder of the paper proceeds as follows:

• Section 2 is a discussion of approaches that are commonly used and the approach
proposed by this paper.

• Section 3 provides the theory and practice of the credibility weighted approach. A
workbook accompanies this report to supplement the reader’s understanding of the
application in practice.

• Section 4 provides a generalized model and summarizes the findings of this paper.

3Or, more precisely, that we are aware of and can adjust for any biases in Î or P .
4As with all generalizations, this of course is not universally true. For example, if there were a known

shock loss, the benchmark may be disregarded.
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Figure 1: The Actuarial Judgment Function

2. Background and Methods

2.1. Credibility in a Ratemaking Context

Actuaries are familiar with the use of credibility in a ratemaking context. In that context,
the goal is to assign predictive value to the experience of a class relative to the predictive
value of the experience of an aggregation of classes. Although there are various models
to estimate this predictive value, credibility, generally, is proportional to the variance
between classes (also referred to as the variance of hypothetical means, VHM ) and inversely
proportional to the average variance within classes (commonly referred to as the expected
value of process variance (EVPV ))5.

2.2. Credibility in a Reserving Context

The extension of credibility to a reserving context may not be immediately clear until
we consider the general definition of the term “credibility.” That is, we need to consider
credibility as a measure of the predictive value, possibly measured on a relative basis, of
an estimator. We are not referring to credibility as calculated under a specific model. In
the approach presented in this paper, credibility for each available actuarial method is

5Though these terms are used in several papers, to the best of the author’s knowledge, they were first
used (or at least popularized) by Philbrick [Phi81].
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developed based on the variance of that method relative to the variance of each of the
other methods.

For the moment, assume that we have two competing estimates, I1 and I2, for C. Then,
the credibility model becomes:

Ĉ = Î1 × Z1 + Î2 × Z2 (4)

There is an important difference between Equation (1) and Equation (4). The latter does
not include the prior estimate. In ratemaking, the prior estimate is considered to the
extent that we cannot assign credibility to an indication(s). In unpaid claim estimation,
we have models (such as the loss ratio or Bornhuetter-Ferguson models) that allow for the
consideration of a “prior” estimate so we need not consider the estimate separately and
explicitly. This paper presents an approach where we assign 100% of the credibility to
available estimates based on the relative variance.

In evaluating variance, we consider the residual, or the difference between the observed
prediction and the “best” prediction. Furthermore, rather than consider the variance of
Ii, we consider the variance of the underlying actuarial method or model i at maturity j.
We denote the observed indication M̂i,j.

Then, the credibility weighted average of estimators can be written as:

M1,j × Z1,j + . . .+Mn,j × Zn,j (5)

Finally, we define credibility in this context as the probability that the error (residual)
of Mi,j is smaller than that of n − 1 competing estimates M1,j . . .Mi−1,j, Mi+1,j . . .Mn,j.
where

∑
Z1,j . . . Zn,j = 1.

2.3. Residual Errors

The proposed approach is based on an analysis of the distribution of residuals (ε) of each
method, Mi, at a particular maturity j. As an illustration of the concept of the variance
of residuals, we consider chain-ladder estimates based on an analysis of a development
triangle. In that situation, we would have a series of observed predictions at 12 months
which are the product of the 12-month claim development factor and previously observed
claims at 12 months for prior experience periods. After normalizing the triangle for differ-
ences between experience periods6, we would then calculate the residuals as the difference
between those predictions and the “best” values. This is only one method for developing
an estimate of the variance of the residuals. We explore the issue further in Section 3.3.1.

6For example, such difference may include those attributable to changes in costs level or exposure volume.
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3. Results and Discussion

Rather than separating theory and practice/example, I have elected to present the the-
oretical underpinnings of the proposed credibility model in the context of a minimally
specified example. I intend for this presentation to demonstrate the practicality of this
approach. This presentation also allows for easier identification of assumptions underlying
the credibility model.

3.1. Proposed Credibility Model

For our minimally specified example, we will assume the following:

• We have two competing methods, the paid chain-ladder (Method 1, M1) and the
reported incurred chain-ladder (Method 2, M2). We are concerned with the estimate
at 12 months maturity. (The maturity is unimportant to this example but it is helpful
to define the context.)

• Assume that ultimate claims (C) are 1,000. This estimate provides a sense of scale
though it is not necessary for our minimally specified example as we are provided the
distribution of residuals. (In a different circumstance, we may have the coefficient
of variation of the residuals. In this case, the estimate of ultimate claims would be
necessary.)

• We assume that the methods are unbiased. Therefore the means of the residuals for
both models are assumed to be 0 (µ(ε1) = µ(ε2) = 0).

• In our example, the paid chain-ladder has more variability in predictions than the
reported incurred chain-ladder. The residual errors are assumed to be normally
distributed with standard deviations of 200 and 300 for the reported incurred chain-
ladder and paid chain-ladder methods, respectively, (s(ε1) = 300; s(ε2) = 200;E[s] =
σ) as presented in Figure 2.

Under our definition, the credibility of the reported incurred chain-ladder is the probability
that the error of M2 (random variable denoted X2) is less than or equal to the error of M1

(random variable denoted X1).

So for any X2 = x2 (where x2 is an observation of X2), we have the following possibilities:

1. |X1| < |x2| (Credibility to Method 1)

2. |X1| > |x2| (Credibility to Method 2)

Given the symmetric distribution centered around 0, for simplicity, we use only the positive
domain of x and consider both tails of the distribution of x1. We use F and f to represent
the distribution and density functions, respectively, of the residuals. We then have the
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Figure 2: Distribution of Residual Errors

following credibility calculation:

Z2/2 =

∫ ∞
0

2 [1− F1(x)] f2(x) dx (6)

In words, Equation (6) states:

“Over the domain of positive values of x (i.e.
∫∞
0

), the credibility assigned
to Method 2 (i.e. Z2) is the probability that the error of Method 1 is greater
than x (i.e. (1− F1(x))) or less than −x (which by symmetry is also equal to
1− F1(x)) given that X2 = x (i.e. f2(x) dx).”

The 2 inside the integral provides consideration for both values of X1 less than
−x2 and greater than +x2. For example, if x2 = 100, we would assign credibility
to Method 2 for X1 probabilistically greater than 100 or X1 probabilistically
less than -100.

The 2 on the left-side of Equation (6) is necessary as our limits of integration
only consider one-half the domain of possible x values.

We should also recognize that if we were evaluating over the domain of negative x values, we
would replace 1−F1(x) with F1(x). This is due to the property of symmetric distributions
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centered at 0 where:

F (−x) = (1− F (x)) x > 0

F (x) = (1− F (−x)) x < 0.

This is further demonstrated in Appendix A, where we provide Equation (6) with separate
terms for values of x that are less than 0 and those greater than 0.

We can then expand Equation (6) as follows:

Z2/2 = 2

∫ ∞
0

f2(x) dx− 2

∫ ∞
0

F1(x)f2(x) dx

Z2/2 = 1− 2

∫ ∞
0

F1(x)f2(x) dx (7)

Z2 = 2− 4

∫ ∞
0

F1(x)f2(x) dx (8)

Equations (7) and (8) are intuitively appealing as they state that credibility is lost when a
competing estimate has a lower error. The constants of 2 and 4 in Equation (8) may seem
disconcerting at first but we should recognize that they are twice what they would be had
we integrated over both positive and negative values of x.

Furthermore, if we consider the limiting case where Method 1 has no error (i.e. it is a
perfect indicator of C) then:

1. F1(0) = 1

2. ∴
∫∞
0
F1(x)f2(x) dx = 1/2

3. ∴ Z2 = 0

We can use the trapezoidal rule to numerically integrate Equation (8). If we apply the
trapezoidal rule over 1,000 evenly-spaced (unit) intervals between 0 and 1,000, we can
calculate the value of the integral to be 0.342. The resulting credibility to Method 2 is
0.630.

We can also reverse the subscripts and calculate the credibility of Method 1 using Equa-
tion (8).

Z1 = 2− 4

∫ ∞
0

F2(x)f1(x) dx

The resulting credibility of Method 1 is 0.379. The sum of these credibilities don’t quite
equal 1 but that is simply the result of the approximation of the numerical integration.
We can address this issue through normalization as presented in Table 1.
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Raw Credibility Normalized Credibility

Method 1 0.379 0.376
Method 2 0.630 0.624

Total 1.009 1.000

Table 1: Two Method Example

3.2. Simulation

We can also use simulation if we want to avoid the effort of numerical integration. We
present the R[R C13] code to estimate credibilities via simulation.

> s e t . seed (12345)
> t r i a l s <− 1000
> pd . dev . e r r o r s <− abs ( rnorm (n = t r i a l s , mean = 0 , sd = 300) )
> rptd . dev . e r r o r s <− abs ( rnorm (n = t r i a l s , mean = 0 , sd = 200) )
> pd . dev . cred <− l ength ( which (pd . dev . e r r o r s < rptd . dev . e r r o r s ) ) / t r i a l s
> rptd . dev . cred <− l ength ( which ( rptd . dev . e r r o r s < pd . dev . e r r o r s ) ) / t r i a l s
> pd . dev . cred
[ 1 ] 0 .375
> rptd . dev . cred
[ 1 ] 0 .625

Alternatively, one could use the integrate function with the following code7.

> f <− f unc t i on ( x ) pnorm(x , 0 , 300) ∗ dnorm(x , 0 , 200)
> i n t e g r a l <− i n t e g r a t e ( f , 0 , I n f ) $ value
> rptd . dev . cred <− 2 − 4 ∗ i n t e g r a l
> rptd . dev . cred
[ 1 ] 0 .6256659

We note that the results of the simulation are quite close to those calculated from numerical
integration.

3.3. Assumptions

The minimally specified model includes several simplifying assumptions that we explore in
this section.

7This code was contributed by Mark Mordechai Goldburd. Mr. Goldburd reviewed this paper for the
CAS 2014 Fall E-Forum
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• We have assumed that the residual errors are normally distributed. Is this reasonable?

• We were provided with the standard errors in the examples in Section 3.1. What
approaches can we use to develop the estimated standard error?

• Can we consider the management’s recorded estimate within this model?

3.3.1. Residual Standard Error

Modeling the distribution of residuals is a complex topic that is outside the scope of this
paper. We should keep in mind that we are more focused on relative errors than absolute
errors. Furthermore, even when we cannot calculate that uncertainty, we should be able to
assign uncertainty based on judgment. That judgment (e.g. the uncertainty / volatility of
the reported loss development method at 12 months is ±200) is more “testable” than the
implicit assignments of credibility to methods based on the “actuarial judgment function.”

Generally, we would expect that the variance for any method would decrease over time
as paid claims are a greater percentage of ultimate claims. In this model, we calculate
credibility separately for each maturity. As such, shifts in credibility weights between
methods will occur due to differences in the rate of decrease in the variance as a function
of maturity.

Further, we would expect that methods that emphasize stability will have lower variances
at early maturities than those that emphasize responsiveness. However, this will depend
on the deviations between the a priori expected ultimate claims and the current best
estimates.

Below, we present one example approach to developing error estimates using the auto$
PersonalAutoIncurred data included in the ChainLadder [GMZ13] package for R.

1. In Table 2, we present the triangle of paid claims and volume-weighted development
factors.

2. In Table 3, we present the indications of ultimate claims based on the paid develop-
ment method and the current valuation of paid claims.

3. In Table 4, we present the indications of ultimate claims based on paid development
factors and historical valuation of paid claims from Table 2.

4. In Table 5, we present the triangle of residuals. Those residuals are calculated as the
difference between the ultimates in Table 4 and those in Table 3.
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Cumulative
Current Development

Origin Claims Factor Ultimates

1 353584 1.000 353584
2 350523 1.001 350874
3 385224 1.005 387150
4 373325 1.011 377432
5 382738 1.028 393455
6 386725 1.060 409928
7 367357 1.128 414379
8 317972 1.282 407640
9 246803 1.647 406485
10 126288 3.278 413972

Table 3: Ultimate Claim Estimates

In Table 5, we also present the standard deviations of the residuals8 for each age that
may be used as a basis to select the standard error of the paid development method
at each of the respective ages. Those standard deviations may be slightly understated
in an absolute sense as our triangle includes the current valuation - which will have
a deviation of 0 under this approach. However, we elected to include that diagonal
to generalize the approach and allow for other estimates of the “best” estimate of
ultimate claims.

This is only one example algorithm to estimate the standard errors for results of an actuarial
method at a particular age. We note that the ChainLadder package includes many useful
functions for developing these estimates and recommend that readers review the vignette
accompanying that package.

3.3.2. Distribution of Residuals

The credibility model presented does not require the use of the normal model to describe
the distribution of errors. Identification of the appropriate model is a complex topic that
is outside the scope of this paper. However, it would seem reasonable to use a model that

8Mr. Goldburd also noted that the standard deviations presented in Table 5 are calculated as sample
standard deviations from an estimated mean. If we assume residuals are centered on zero, it may be
more appropriate to calculate standard deviations as root mean squared distance from 0, with n as
the denominator rather than n − 1, since a degree of freedom is not lost to an estimated mean. This
would not apply to generalizations of the model (such as those presented in the Appendix) and the
calculation of residual variance is not the focus of the paper.
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is symmetric with a zero mode and mean. Rehman & Klugman [RK10] includes discussion
related to the use of a normal distribution to describe reserve variability.

3.3.3. Credibility Assigned to Management Estimates

We can consider the recorded management estimate to simply be another indication. If we
are able to compile a triangle of prior recorded estimates, we can apply a model similar to
that presented above for the paid chain-ladder method. Additionally, review of Rehman
& Klugman [RK10] may be useful in determining a model for describing such errors.

4. Conclusion

In this section, we summarize the findings of the research presented in this paper.

4.1. Principal Finding

In this paper, we have proposed a method for weighting methods that is based on the
uncertainty of the estimate. We recognize that developing measures of that uncertainty is
not a trivial matter.

Equation (6) is the primary finding of working through the minimally specified example.
Equation (6) may be generalized for n methods. The initial generalization is presented
below as Equation (10). That is, the credibility of method n relative to methods 1 . . . n− 1
may be calculated as follows.

Zn/2 =
∫∞
0

2n−1{[1− F1(x)] . . . [1− Fn−1(x)]}fn(x) (9)

Zn =
∫∞
0

2n{[1− F1(x)] . . . [1− Fn−1(x)]}fn(x) (10)

Equation (11) presents the final generalization and the primary finding of this paper.
Specifically that the credibility of method i relative to methods 1 . . . i− 1, i+ 1 . . . n is
calculated as:

Zi =
∫∞
0

2n{[1− F1(x)] . . . [1− Fi−1(x)]

[1− Fi+1(x)] . . . [1− Fn(x)]}fi(x) (11)

4.2. Distribution of Residuals

We acknowledge that determination of the distribution of errors is not trivial. However,
it would seem that assuming a normal distribution would be reasonable. In addition, so
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long as we have a consistent approach to determining errors from the various methods,
we should be able to apply our model. Those “consistent” approaches may include an
approach that assigns uncertainty based on professional judgment.

4.3. Simulation as an Alternative

In practice, using numerical integration to calculate credibility under the proposed model
is not overly difficult. It may also be appealing as setting up the model requires that we
think through issues of estimation uncertainty. In the companion workbook, we present
the calculation for four methods with standard errors 100, 200, 400, and 600. Of course,
as n increases, using simulation to estimate credibilities becomes a more attractive option.
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5.2. Additional R Packages

In addition to those previously cited, the R packages listed below were also used to develop
the model theory and associated documentation.

• reshape2 [Wic07]

• xtable [Dah14]

5.3. Author Biography

Rajesh Sahasrabuddhe is currently a consulting actuary with Oliver Wyman. He has a
Bachelor of Science degree in Mathematics / Actuarial Science from the University of
Connecticut. He is a Fellow of the CAS and a Member of the American Academy of
Actuaries. He has previously served as Chairperson of the CAS Syllabus Committee.
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5.4. Further Research

I welcome the opportunity to collaborate with others on improving and furthering the
research presented in this paper. I can be reached at rajesh1004@gmail.com. My cur-
rent professional contact information is available to CAS members on the CAS website.
Non-members may obtain contact information through the Online Directory of Actuarial
Memberships at https://actuarialdirectory.org.
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Appendix A Expanded Credibility Model

Equation (6) presents a model that is simplified by assuming a symmetric distribution
centered at 0. The model prior to simplification (with the assumption maintained) is as
follows:

Z2 =

∫ 0

−∞
2F1(x)f2(x) dx+

∫ ∞
0

2 [1− F1(x)] f2(x) dx (12)

We could further relax the assumption of symmetry centered at 0. Doing so would produce
the following:

Z2 =

∫ 0

−∞
F1(x)f2(x) dx+

∫ 0

−∞
[1− F1(−x)]f2(x) dx+∫ ∞

0

[1− F1(x)] f2(x) dx+

∫ ∞
0

F1(−x)f2(x) dx (13)

18

Applying Credibility Concepts to Develop Weights for Ultimate Claim Estimators

Casualty Actuarial Society E-Forum, Fall 2014


	Introduction
	Research Context
	Objective
	Outline

	Background and Methods
	Credibility in a Ratemaking Context
	Credibility in a Reserving Context
	Residual Errors

	Results and Discussion
	Proposed Credibility Model
	Simulation
	Assumptions
	Residual Standard Error
	Distribution of Residuals
	Credibility Assigned to Management Estimates


	Conclusion
	Principal Finding
	Distribution of Residuals
	Simulation as an Alternative

	Supplemental Information
	Acknowledgment
	Additional R Packages
	Author Biography
	Further Research

	Expanded Credibility Model



