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## Abstract

The three annual $2 \frac{1}{4} \%$ interest coupons of the Winterthur Insurance convertible bond (face value ChF 4 700) will only be pard out if during their corresponding observation periods no major storm or hall storm on one single day damages at least 6000 motor vehicles insured with Winterthur Insurance. Data for events, where storm or hal damaged more than 1000 insured vehicles, are available for the last ten ycars. Using a constantparameter model, the estumated discounted value of the three WINCAT coupons together is ChF 26329 A conservative evaluation, which accounts for the standard deviation of the estimate, gives a coupon value of CHE 238.25 However, fitting models which admit a trend or a change-pont, leads to substantally higher knock-out probabilaties of the coupons. The estimated discounted valucs of the coupons can drop below the above conservative value, a conservative evaluation as above leads to substantally lower values. Hence, already the model uncertanty is higher than the standard deviations of the used estimators This shows the dominance of the model risk Consistency, dispersion, robustness and sensitivity of the models are analysed by a sımulation study.
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## 1. Introduction

The Swiss insurance company Winterthur Insurance has launched a threeyear subordinated $2 \frac{1}{4} \%$ convertible bond with so-called WINCAT coupons. where CAT is an abbreviation for catastrophe This bond with a face value of ChF 4700 may be converted into five Winterthur Insurance registered shares ${ }^{1}$ at maturity (European-style option) between the 18th and 24th of February 2000 The annual interest coupon of $2 \frac{1}{4} \%$ will not be pard out if on any one calendar day during the corresponding observation period for the coupon at least 6000 motor vehicles insured with Winterthur in Switzerland are damaged by hall or storm (wind speeds of at least $75 \mathrm{~km} / \mathrm{h}$ ) If the number of insured motor vehicles changes by more than $10 \%$, then the knock-out limit of 6000 claims will be adjusted correspondingly.

[^1]Had Winterthur launched an identical fixed-rate convertible bond, then, according to Crédit Suisse First Boston's brochure [3], the coupon rate would have been around $0.76 \%$ lower (approxımately $1.49 \%$ ). In other words, the investor receives an annual yield premum of $0.76 \%$ for bearing a portion of Winterthur's damage-to-vehicles risk This convertible bond is intended as an instrument to diversify portfolios. The Wincat coupons are very sutable for this purpose. because storm and hall damages have only a very small correlation with traditional financtal market risk The Europeanstyle conversion right, however, strongly tues the bond to the financial market. It is the intention of Winterthur Insurance to test the Swiss capital market for such products, make investors acquainted with them, and obtan a partral remsurance through the financial market by securtizing a portuon of its damage-to-vehicles risk.

Within the range of designs of catastrophe bonds, the Winterthur Insurance convertible bond with Wincat coupons "Hall" belongs to the more conservative ones, namely the principal-protected catastrophe bonds. Besides the pure catastrophe bonds, where the coupons and the principal are at risk, another more conservative variant are the deferred catastrophe bonds, where no payment as such is at risk. but the payments may be deferred This gives the issuer of such a bond an interest-free credit in case of a catastrophe

Two guiding principles for specifying the conditions of the Wincat coupons were simplicity and absence of moral hazard. For the purpose of remsurance, it would have been interesting for Winterthur Insurance to include a knock-out limit connected to the total number of clams during an observation period. To reduce moral hazard, damage arising from a natural cause was chosen as the triggering event, and the knock-out limit is thed to the number of clams and not to the capital necessary to pay full indemmity to the insured If an event with at least 6000 clams occurs, then Winterthur Insurance saves the corresponding $2 \frac{1}{4} \%$ coupon interest payment on 3995 million Swiss francs, which makes Chf 8988750 at the corresponding coupon date On the other hand, according to Winterthur Insurance, ChF 3000 have to be paid out per clam on the average for motor vehicles damaged by storm or hall Therefore, when an event with at least 6000 clams occurs, Winterthur Insurance can expect to save up to $50 \%$ by means of the Wincat coupons - a profit from a knock-out event seems extremely unlikely A possible problem with the knock-out limit can be borderline cases of events with about 6000 clams when a few insured do not know the exact date of the damage (because they have been on holiday, for example) A way to moderate the severity of such a problem would be a linear reduction of the coupon interest rate from $2 \frac{1}{4} \%$ to $0 \%$ between 5000 and 7000 clams. However, such a specification would make the product more complex and the statistical analysis for the coupon pricing even more involved

This study was made possible by the willingness of Winterthur Insurance to collect and pubhsh the relevant avalable historical data on the web page
[19] as well as in Credit Suisse First Boston's brochure [3] and thereby to set standards in product transparency, fairness of pricing and investor education. This enables a scientific discussion of such products and their corresponding pricing methodologies, which in turn helps to enhance transparency and acceptance of such products To satisfy this aim and to build up the confidence of investors, the various sources of risk of such new products should be made explicit to avord unpleasant surprises The present paper seeks to make a contribution in this direction with emphasis on education Since convertible bonds are well-established securities in the market, a lot of information concerning Winterthur Insurance is contained in the legally binding prospectus [18], which helps the investor to judge the default risk and the possible profits from the European-style conversion right. However, no information (other than the exact legal specification) for estimating the knock-out probability of the WINCAT coupons is given in this legally binding prospectus; in particular, there is no historical data on the subject in the prospectus Apparently, Winterthur Insurance and Credit Suisse First Boston have been aware of this deficiency, hence their decision to publish [3] and to make the historical data avalable on the web page [19].

This paper will focus on estimating the risk arising from the Wincat coupons, with emphasis on the model risk which is not addressed in [3]. For a discussion of the various disguises of model risk, we refer to [4]. Based on the avaitable historical data, we shall present and work out several models and calculate the discounted value of the Wincat coupons in every case for an easy comparison of the various results For the pricing of the Europeanstyle option for converting the bond into Winterthur Insurance registered shares, we refer to [3]. We should mention here, that the current value of the call option depends on the knock-out probability of the last coupon, because the exercise price of the call option is ether CHF 4805.75 (face value of the bond plus last coupon), if the last coupon is pand, or simply the face value of CHt 4700 , if the last coupon is knocked out

To estimate the risk of the Wincat coupons, a 10 -year history of damage clams is provided in [3] and [19], see Table 1.1. During this period, a total of 17 events with more than 1000 damaged vehicles were registered. Of these events, 15 happened during the summer and two were winter storms. None of these events occurred between 1987 and 1989. Only two of the events, which happened on the 21 st of July 1992 and the 5th of July 1993, caused at least 6000 claims. Without any sophisticated modelling, this suggests a knock-out probability of $20 \%$, i.e., the expectation of the annual coupon payment would be $80 \%$ of the $2 \frac{1}{4} \%$ Wincat coupon, which is an expected annual yield of $1.8 \%$ Of course, as mentioned in [3, p 11], this estimate has little statistical sigmficance.

In Section 2 of this note, we present and briefly discuss the avalable historical data Section 3 contains a critical review of a simple binomal model. In Section 4 we give a review of the constant-intensity model to estimate the discounted value of the Wincat coupons. We discuss several distributions which can be used to obtain an estimate for the probability that
an event causing more than 1000 adjusted claims actually leads to the knockout of the coupon These distributions include the Bernoulh distribution, the Pareto distribution (used in [3]) and finally, as suggested by extreme value theory, the generalised Pareto distribution According to [18] and Winterthurs web page [19], the length of the observation period for the first coupon is not an entire year as assumed in [3]; therefore we recalculate the discounted value of the Wincat coupons also for the cases already considered in [3] In Section 5 we test the constant-parameter model with respect to over-dispersion and time-mhomogeneity. Since the historical data set is small, we can calculate the corresponding probabilities under the null hypothesis exactly and do not need to utilise asymptotic results for these tests.

TABLEII
 During 1987 lys such dvents did not occur Since the number of motor vehicies insurcid with
 of insurid vihici.f. to obtain the nimibre or adiustcd claims

| Year | Date | Evert | Numther of claims | Vehicles insured inder | Adjusted claim, |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1987 |  |  |  | 1248 |  |
| 1988 |  |  |  | 1204 |  |
| 1989 |  |  |  | 1161 |  |
| 1990 | 27 Feb | Stornı | 1646 | 1127 | 1855 |
|  | 30 June | Hall | 1395 |  | 1572 |
| 1991 | 23 June | Hall | 1333 | 1104 | 1472 |
|  | 6 July | Hall | 1114 |  | 1230 |
| 1992 | 21 July | Hall | 8798 | 1098 | 9660 |
|  | 31 July | Hall | 1085 |  | 1191 |
|  | 20 Aug | Hall | 1253 |  | 1376 |
|  | 21 Aug | Hall | 1733 |  | 1903 |
| 1993 | 5 July | Hatl | 6589 | 1099 | 7241 |
| 1994 | 2 June | Hall | 4802 | 1086 | 5215 |
|  | 24 lune | Hall | 940 |  | 1021 |
|  | 18 Iuly | Hall | 992 |  | 1077 |
|  | 6 Aug | Hall | 2460 |  | 2672 |
|  | 10 Aug | Hall | 2820 |  | 3063 |
| 1995 | 26 Jan | Storm | 1167 | 1067 | 1245 |
|  | 2 July | Hal | 1290 |  | 1376 |
| 1996 | 20 June | Hall | 1262 | 1000 | 1262 |

Only the most severe event within an observation period matters for the possible knock-out of a Wincat coupon. In Section 6 we therefore fit a generalised extreme value distribution to the observed yearly maxima

In Section 7 we present and discuss various models with a time-dependent parameter for the number of events with more than 1000 adjusted claims We shall give several reasons why there might be a trend in the data. An investor, who wants to take a possible trend into account, might use one of these models to estımate the discounted value of the Wincat coupons. Alternatively, an investor, who prefers a constant-parameter model, can use one of the trend models to create a stress scenario for risk management. These trend models will lead to substantially lower estimates for the values of the Wincat coupons In the subsequent section we apply a permutation test to most of the trend models to test the null hypothesis, that there is no trend, and we explain why a permutation test is not adequate for the remainıng model with a square-root linear trend.

In contrast to the continuous-trend models, there can also be a sudden change in the expected event frequency Such a change-point model is presented in Section 9

The composite Poisson models discussed in Sections 4-9 make use of the assumption that the event frequency is independent from the event severity, namely the adjusted numbers of clams arising from these events The corresponding trend and change-point models take only a varying event frequency into account The peaks-over-threshold method from extreme value theory, which we use in Section 10, provides a convenient way to model a possible trend in the event frequency as well as in the event severity. However, when choosing only one additional parameter for the timeinhomogeneous extension of the peaks-over-threshold model, then those two trends are coupled.

A short discussion of the various values of the Wincat coupons is given in Section 11; see Table 111 for a comparison The substantally different values indicate that the model uncertainty is the dommating risk for the evaluation of the discounted value of the Wincat coupons

In Section 12 we use a scenario technique to investigate the robustness and sensitivity of the various models with respect to new data. This is done by addıng fictitıous data for the year 1997 to Table 1 1, namely no event for a favourable scenario or a repetition of the four events from 1992 for a stress scenario. The corresponding changes of the estimated coupon values are given in Table 12.1 for the models under consideration.

In the last section we check the consistency of the models and investigate the dispersion of the estimated discounted coupon values by a simulation study. For every fitted model - under the assumption that it describes reality

[^2]correctly - we generate 1000 new random data sets according to the distribution specified by the fitted model These data sets replace the actual observations recorded in Table 1.1, and we use the model to estimate the discounted coupon values based on the random data set In this way we can check whether the model can recover its own features from the simulated data - in particular the mean and the median - and we can see how far the simulated coupon values deviate from the mean. This can help to determine conservative estumates of the coupon values for the models The mean, the median, the standard deviation and the $15.9 \%$-quantil for the various models are listed in Table 12.1 Instructive are also the histograms in Figures 13 I and 13.2. showing the distributions of the estimated coupon values for some selected models

If the knock-out probability $P_{\text {Cat }}$, for the Wincat coupons were known exactly, then a very small risk premium for the investor would suffice, because the investor has the frcedom to invest only a small fraction of the capital in the Winterthur Insurance convertible bond thereby diversifying the risk This small risk premum is the motivation for insurance companes to securitize their catastrophe risk. However, the true knock-out probability $P_{\mathrm{CAI}}$ is not known. Therefore, at varıous places in this paper, we follow the procedure used in [3] and add an estimated standard deviation $\hat{\sigma}\left(P_{\mathrm{CAI}^{\prime}}\right)$ to the estımated knock-out probability $P_{\text {CAr }}$ to obtain a conservative upper estımate, thereby addıng a risk premium for the investor to account for the uncertainty of $P_{\mathrm{C}_{\boldsymbol{\lambda} \tau}}$ We could elaborate on this point by using the entire estimated distribution of $P_{\text {Cat }}$ and tilt it towards hıgher values (the paper [17] by G.G. Venter is interesting in this context). Taking investor-dependent utility functions and the current market price of risk into account, a more profound analysis might be possible than the one sketched above However, since the estumated knock-out probabilities and the corresponding standard deviations will vary substantally with the models used, the model risk should also be taken into account, because is seems to be the dominating one in the present problem. There should be a coherent way to calculate an adequate risk premium which accounts for the variation of the estumated knock-out probability and the corresponding model risk. We leave it to future research to develop a rigorous mathematical basis for this purpose and to apply it to the present problem.

## 2. Presentation and discussion of the data

Whether a Wincat coupon is paid on February 28th depends on the events happening during the corresponding observation period. These observation periods are specified on Winterthur's web page [19], see Table 21 The first observation period is shorter than a year so that there are always four months left between the end of the observation period and the coupon payment date This provides enough time to count the number of claims

TABLE 21
Obslrvation piriousior ilil Wincat Colpo\s according to [ix] and the wibpacit figol Winterthir Insleranct

and to determine whether the corresponding coupon is knocked out In the 10 -year history of damage clams provided in [3] and [19], see Table 1.1, two events are not within the period from February 28th to October 31st. This is relevant for the first coupon, we shall therefore always reduce the knock-out probabilhty for the first coupon in a deterministic way (see Table 3 2) using

$$
\begin{equation*}
P_{C A 1}=1-\left(1-\tilde{P}_{C A 1}\right)^{15 / 17}, \tag{2.1}
\end{equation*}
$$

where $\bar{P}_{(A)}$ denotes here the knock-out probability if the observation period were a full year. Formula (2.1) is motivated by the Poisson models used in following sections. It corresponds to reducing the Poisson parameter by the factor 15/17, see the discussion in the introduction of Section 4 and the one of formula (4.9). By using (2.1), we neglect the fact that the number of events not occurring in the period from February 28th to October 31st is random as well This simplification, however, is suggested by the lack of data and can be justofied by the small influence of this 15/17-correction (ChF 2.21 for $\tilde{P}_{\text {Car }}=20 \%$, for example) when compared with the model uncertanty to be discussed Furthermore, when analysing the adjusted clam numbers, we assume that the two numbers arising from the winter storms come from the same underlying distribution as the numbers arising from the hall storms Agan, this smplifying assumption is suggested by the small historical data set.

The number of claims arising from damage by storm or haul have to be set into relation with the number of vehicles insured with Winterthur in Switzerland The statistical basis is 773600 insured risks per year in 1996 or 744764 insured motor vehicles on April Ist, 1996. Note that many motorcycles are only insured during the summer months. The above numbers include the motor vehicles insured with Neuenburger Schweizerische Allgemeine Versicherungsgesellschaft, which merged with Winterthur Insurance in 1997 The column Vehucles msumed index in Table II gives the number of msured risks in 1996 divided by the number of insured risks for the respective year. The column Adpusted clamis in Table 1.1 contans the clam numbers multiplied with the insured-vehicles index Only events with more than 1000 adjusted clams are shown in Table 1.1, because other historical data is not provided by Winterthur Insurance

If the statistical basis changes by more than $10 \%$, based on the number of insured motor vehıcles on April Ist, then, accordıng to [18, Condition 2(e)], the knock-out himit of 6000 claims will be adjusted accordingly, rounded to the nearest multiple of 100 clams. As the column Vehicles insured inder of Table 1.1 shows, the statistical basis tends to increase, but it seems unlikely that it reaches the adjustment trigger of $10 \%$ within three years without a merger with another insurance company. Apparently, such a scenario slightly increases the risk of the investor On the other hand, there was a recent change in the Swiss legislation concerning the mandatory motor vehicle insurance, and new competitors are becoming active in the motor vehicles insurance market. Thercfore, it is not clear whether a rising trend in the statistical basis will persist. For the further analysis in this paper, we assume that the statistical basis stays constant. It should be kept in mind however, that (depending on the model) the estumated coupon values in Table 11.1 can change by up to CHF 10 of the statistical basis changes by as much as $\pm 10 \%$ already in the first observation period

## 3. A CRITICAL REVIEW OF A binomial model

To extract the relevant information from the historical data given in Table 1.I, we could use a simple model consisting of ten Bernoulli random variables $X_{1987}, X_{1988}$, , $X_{1996}$, where $X_{j}=1$ means that an event with at least 6000 adjusted clams happened in the observation period ending at October 31st of the year $y$. We set $X_{y}=0$ otherwise For the model we assume that these ten random variables are independent and identically distributed We are interested in estimating the probability $p=\mathbb{P}\left(X_{y}=1\right)$. An unbiased estimator of $p$ is the empirical mean

$$
\begin{equation*}
\hat{p}=\frac{1}{10} \sum_{y=1987}^{1996} X_{y} \tag{array}
\end{equation*}
$$

The data of Table 1.1 leads to $\hat{p}=0.2$, because there were two observation periods out of ten where an event with at least 6000 adjusted clams happened Using coupon knock-out probabilities of $P_{\text {CaI }}(1997)=$ $1-(1-02)^{15 / 17} \approx 0179$ for the fiust observation period and $P_{\text {Cat }}(1998)=P_{\text {C'at }}(1999)=02$ for the following two years, and using the interest rate structure of Table 3.1, the discounted value of the three Wincat coupons is calculated in Table 32

Of course, the cstimator in (3.1) can only lead to one of the eleven values In the set $\{0.0,0.1,02, \ldots 0.9,10\}$ Hence, to be realistic, we should not favour any specific value within the interval $[0.15,0.25]$ A recalculation of Table 3.2 with the knock-out probabilties $15 \%$ and $25 \%$ gives CHF 25908 and CHF 229.78, respectively, for the discounted value of the three Wincat coupons.

TABLE 31
Assumptions regarding the intleresi-rate strlcture taken from to the lfro-coupon yifld on Swiss Co\hederation bonds plls a spread of 35 basis points

| Coupon | Interest rate | Discount factor |
| :--- | :---: | :---: |
| 1 | $187 \%$ | 09816 |
| 2 | $233 \%$ | 09550 |
| 3 | $257 \%$ | 09267 |

TABLE 32
Calcllation of tif discountld valul or mif rhrer. Wincar coupons for ihe estimate $\hat{p}=02$ The
 rate and tife discol $\backslash i$ icior is multiplied with rhf probability $\left(1-P_{(A 1}\right)$ that the corresponding coU'PON IS NOI KNOG KEID OUT THE IS I7.CORRECTION ACCORDING FO 2 II WAS APPIILD TO THE KNOCK OUT PROBABILIIY OF IHE. FIRSI COLPON TO IAKE CARE OF ITS SHORTCR OBSERVA FION PERIOD GIVEN IN TABLE 21

| Coupon | Principle | Interevt | Discount factor | $\boldsymbol{P}_{\text {CAt }}$ | Value |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | 4700 | $2 \frac{1}{4} \%$ | 09816 | $179 \%$ | CHF 8525 |
| 2 | 4700 | $2 \frac{1}{4} \%$ | 09550 | $20 \%$ | CHF 8079 |
| 3 | 4700 | $2 \frac{1}{4} \%$ | 09267 | $20 \%$ | CHF 7840 |

Discounted values of the three WINCAT counons
Chf 24444

From a statistical point of view we should also consider the standard deviation of the estimator in (3.1) This will give an impression of the quality of the estimator Since the variance is given by

$$
\begin{equation*}
\sigma^{2}(\hat{p})=\operatorname{Var}\left(\frac{1}{10} \sum_{y=1987}^{1996} X_{y}\right)=\frac{p(1-p)}{10}, \tag{3}
\end{equation*}
$$

we could follow statistical practice and use the estimated value $\hat{p}=02$ for $p$ to obtain an estımate for the varance $\sigma^{2}(\hat{p})$ This would mean to use $\hat{p}(1-\hat{p}) / 10$ as the estimator. In this binomial model, however, a short calculation shows that

$$
\mathbb{E}\left[\frac{\hat{p}(1-\hat{p})}{10}\right]=\frac{10-1}{10} \frac{p(1-p)}{10}
$$

hence we would underestimate the variance in (32) by a factor $9 / 10$ Therefore, we estimate the variance of $\hat{p}$ by the unbiased estımator

$$
\begin{equation*}
\hat{\sigma}^{2}(\hat{p})=\frac{10}{9} \frac{\hat{p}(1-\hat{p})}{10} \tag{3.3}
\end{equation*}
$$

to obtain $\hat{\sigma}(\hat{p})=\sqrt{0208 / 9} \approx 013$ for the standard deviation of $\hat{p}$ For a conservative estımate we may use $P_{\text {Cit }}=\hat{p}+\hat{\sigma}(\hat{p}) \approx 033$ as the knock-out probability. A recalculation of Table 32 with this knock-out probability leads to ChF 205.24. ${ }^{1}$

The empirical mean in (31) is a minmal sufficient estamator for the knockout probability $p$ t/ this model [10, Chapter 1, Problem 17], hence we have done our best within this model. We cannot expect more from this model, because it uses the data of Table 1.1 very mefficiently Already in the first step, the data is reduced to ten yes/no decisions ( 10 bit of information) By taking the mean in (31), this information is further reduced by gnoring the order of the ten yes/no decisions, leading to one out of eleven possible numbers. This is less then 4 bit of information Having gone through this bottleneck, not much can be done with a statistical exammation afterwards

## 4 Composite Poisson models with constant parameter

To extract more data from Table 1.1 than in the previous section, we shall review several composite Poisson models The one in Subsection 4.2 was used for the analysis in [3]. For every calendar day in an observation period there is a slight chance of a major storm or hal storm causing more than 1000 adjusted clams The data of Table 11 as well as common knowledge suggest that this slight chance varies with the season In Switzerland, a storm is more likely to occur in late autumn or winter than in any other season while hal storms usually occur in summer If the dependence between the different days is sufficiently weak, then the Poisson limit theorem suggests that a Poisson random variable might be a good approximation for the number of those events within an observation period, which cause more than 1000 adjusted clams Note that Table 1.I records hal storms for August 20th, 1992, and the following day, hence the assumption of "sufficiently weak dependence" has to be kept in mind Such two-day events can arise artificially from a single storm due to the dividing line at midnıght, or they can arase due to weather conditions favouring a hal storm on two consecutive days The use of a compound Poisson model however, which allows us to model such two-day events conventently, does not seem to be appropriate here, because a single observation is not sufficient for a reliable estimate of the corresponding parameter Concerming Poisson approximation, we refer to Barbour, Holst and Janson [1]

[^3]The seasonal dependence mentioned above is also the reason why we have chosen the exponent $15 / 17$ in the correction formula (21). We think that this exponent based on the avallable data is more approprote than the exponent $2 / 3$ based on the length of the shorter first observation period given in Table 2.1

The Poisson distribution with parameter $\lambda \geq 0$ is defined by

$$
\begin{equation*}
\operatorname{Porsson}_{\lambda}(k)=\frac{\lambda^{k}}{k^{\prime}} e^{-\lambda} \quad \text { for } k \in \mathbb{N}_{0} \tag{4.1}
\end{equation*}
$$

Let the random variable $N_{1}$ describe the number of days within the observation period ending in year $y \in\{1987, \quad 1996\}$ on which more than 1000 adjusted claims arose from damage by storm or hal We assume that these ten random variables are independent and that each of them has a Poisson distribution with the same parameter $\lambda \geq 0$ Since $\mathbb{E}\left[N_{y}\right]=\lambda$, the empirical mean

$$
\begin{equation*}
\lambda_{1000}^{\text {const }}=\frac{1}{10} \sum_{y=1987}^{1996} N_{y} \tag{42}
\end{equation*}
$$

is an unbiased estımator for $\lambda$, which is also sufficient [10, Section 1.9 , Example 16]. Table 1.1 contains $m=17$ events within the $n=10$ observation periods, hence

$$
\begin{equation*}
\lambda_{1000}^{\mathrm{const}}=\frac{m}{n}=\frac{17}{10}=17 \tag{4.3}
\end{equation*}
$$

Figure 41 contains an illustration of the counting data and this empirical mean. Since $\operatorname{Var}\left(N_{y}\right)=\lambda$, the variance of the estimator $\lambda_{1000}^{\text {const }}$ in (4.2) is $\lambda / n$ with $n=10$, hence the estimated standard deviation of $\lambda_{1000}^{c o n h t}$ is

$$
\begin{equation*}
\hat{\sigma}\left(\lambda_{1000}^{\text {const }}\right)=\sqrt{\frac{\lambda_{1000}^{(0 n) t}}{n}}=\sqrt{\frac{m / n}{n}}=\frac{\sqrt{m}}{n}=\frac{\sqrt{17}}{10} \approx 041 \tag{4.4}
\end{equation*}
$$

It remains to determine the probability that an event, which causes more than 1000 adjusted clamms, actually causes at least 6000 adjusted clamms and therefore leads to the knock-out of the corresponding Wincat coupon For this purpose we shall consider a sequence $\left\{X_{k}\right\}_{k \in \mathbb{N}}$ of independent, identically distributed random variables, where $X_{k}$ describes the severity of the $\mathrm{k}^{\text {th }}$ event We always assume that the sequence $\left\{X_{k}\right\}_{k \in \mathbb{N}}$ is independent of $N_{1987}$, . , $N_{1996}$. The random varables $X_{1}, . ., X_{N_{1987}}$ are used to describe the severity of the events in 1987, the variables $X_{N_{1967}+1}, \quad, \quad X_{N_{14,7}+N_{14, ~},}$ those in 1988 and so on In the following subsections we consider three different distributions for the random variables $\left\{X_{h}\right\}_{k \in \mathbb{N}}$.


Figure 41 Observed number of events in the ien obvervation periods November ist to October 31st calusing more thatn 1000 adjusted clams The emprical mean of $\lambda_{\text {loxtel }}^{\text {unind }}=17$ events per observation period
 by (4) The estumated standad devition foi the distribution of the observations is

$$
\left(\lambda_{1(1)=1}^{\prime, 1)}\right)^{1 / 2}=\sqrt{17} \approx 130
$$

### 4.1. Bernoulli distribution for the knock-out events

In this subsection we introduce a simple model to describe events with more than 1000 adjusted clams, which actually cause at least 6000 adjusted claıms, meaning that they lead to a knock-out of the Wincat coupon For this purpose we mtroduce Bernoullı random variables $X_{1}, . ., X_{m}$ for the $m=17$ events, where $X_{k}=1$ means that event number $k \in\{1, . ., m\}$ caused at least 6000 adjusted clams. We set $X_{k}=0$ otherwise We assume that $X_{1}, \quad, \quad X_{m}$ are independent and identically distributed. Proceeding as in Section 3, we can estimate the probability $p_{6000}=\mathbb{P}\left(X_{k}=1\right)$ by the unblased empirical mean

$$
\begin{equation*}
\hat{p}_{0000}=\frac{1}{m} \sum_{k=1}^{m} X_{k} \tag{4.5}
\end{equation*}
$$

The data of Table 11 leads to $\hat{p}_{6000}=2 / m=2 / 17 \approx 0118$. An analysis simular to (32) and (3 3) gives the estimate

$$
\begin{equation*}
\hat{\sigma}\left(\hat{p}_{6000}\right)=\sqrt{\frac{m}{m-1} \frac{\hat{p}_{6000}\left(1-\hat{p}_{6000}\right)}{m}}=\sqrt{\frac{2 / 17 \cdot(1-2 / 17)}{16}} \approx 0.081 \tag{46}
\end{equation*}
$$

for the standard deviation of $\hat{p}_{6000}$.

If $N$ is a random variable with the Poisson distribution given by (4 1) describing the number of events, and if independently of everything else we perform a Bernoulli experiment with success probability $p_{6000} \in[0, \mathrm{I}]$ for each of the $N$ events, then an elementary exercise shows that the resulting number of successful events has a Poisson distribution with parameter $p_{6000} \lambda$. Therefore, under the above assumptions, the number of events per observation period leading to at least 6000 adjusted claıms has a Poisson distribution An estimate for the corresponding Poisson parameter is

$$
\begin{equation*}
\lambda_{6000}^{(m) 1 s t}=\hat{p}_{6000} \quad \lambda_{1000}^{c 011 s t}=\frac{2}{m} \frac{m}{n}=\frac{2}{10}=02 \tag{4.7}
\end{equation*}
$$

The probability that no such event happens, is given by $\exp \left(-\lambda_{6000}^{\text {const }}\right)$, see (4.1) with $k=0$ Hence, the estımated knock-out probability is

$$
\begin{equation*}
P_{\mathrm{CAr}}=1-\exp \left(-\lambda_{6000}^{\mathrm{c} 1 \mathrm{Mst}}\right)=1-\exp (-0.2) \approx 0.181 \tag{48}
\end{equation*}
$$

A recalculation of Table 3.2 with this value of $P_{C A 1}$ leads to a discounted value of ChF 249.93 for the three Wincat coupons

To estimate the knock-out probability of the first Wincat coupon, we have to replace $\lambda_{1000}^{\text {const }}=17 / 10$ from (43) by $\lambda_{1000}^{\text {cont }}=15 / 10$, because only 15 events are recorded in Table 11 for the period from February 28th to October 31st. This leads via (4.7) and (48) to

$$
\begin{align*}
P_{\mathrm{CA} 1} & =1-\exp \left(-\hat{p}_{6000}\right. \\
& \left.\lambda_{1000}^{(\mathrm{O} 11 \mathrm{t}}\right)  \tag{49}\\
& =1-\exp \left(-\frac{2}{17} \frac{15}{10}\right)=1-\exp \left(-\frac{15}{17}\right. \\
0 & 2) \approx 0.162
\end{align*}
$$

which is exactly the same result as the one obtained by applying the correction formula (21) to the result of (48).

The variance of the estimator $\lambda_{6000}^{\prime}$ (nnt is not easily computable from the variances of $\hat{p}_{6000}$ and $\lambda_{1000}^{\text {const }}$, because these two estımators are dependent (knowing $\lambda_{1000}^{\text {(onnt }}$ restricts the set of possible values for $\hat{p}_{6000}$ ) According to our model assumptions however, we have observations from $n=10$ independent Poisson random variables avalable, which describe the number of events in each of the ten observation periods leading to at least 6000 adjusted claims Similar to (4.2) and (4.4), we therefore see that the estimator (4.7) for $\lambda_{6000}^{\text {const }}$ is unbrased and that

$$
\hat{\sigma}\left(\lambda_{6000}^{\text {const }}\right)=\sqrt{\lambda_{6000}^{\text {const }} / n}=\sqrt{02 / 10} \approx 0.141
$$

For a conservative estımate of the knock-out probability we might use

$$
P_{\mathrm{CAI}}=1-\exp \left(-\lambda_{6000}^{\text {const }}-\hat{\sigma}\left(\lambda_{6000}^{\text {conlst }}\right)\right) \approx 1-\exp (-0341) \approx 0289
$$

A recalculation of Table 3.2 with this value of $P_{\text {Cat }}$ leads to CHF 21824 for the discounted value of the thee Wincat coupons

There is a methodical problem with the approach in this subsection so far. We are mainly interested in an unbiased estimator for the knock-out probability $P_{\text {Ciar }}$. The unblasedness of the estimator $\lambda_{6000}^{\text {const }}$ for a model specific parameter is not of primary concern To elaborate on this point, let $N_{6000, n}$ be the number of events with at least 6000 adjusted claims within $n=10$ observation perıods Accordıng to our model assumptıons, $N_{6000, n}$ has a Poisson distribution with parameter $n p \lambda$, where $\lambda$ is the intensity for the number of events per observation period with more than 1000 adjusted claims, and $p=p_{6000}$ is the "success" probability for the following Bernoulls experiment indicating whether actually at least 6000 adjusted claims arise from the event. The estimator (48) corresponds to

$$
\begin{equation*}
P_{\mathrm{CAI}}=1-\exp \left(-N_{6000, n} / n\right) \tag{410}
\end{equation*}
$$

with $n=10$ Calculating the expectation gives

$$
\begin{align*}
\mathbb{E}\left[1-\exp \left(-N_{6000, n} / n\right)\right] & =1-\sum_{k=0}^{\infty} e^{-h / n} \frac{(n p \lambda)^{k}}{k!} e^{-n p \lambda} \\
& =1-\sum_{k=0}^{\infty} \frac{\left(n p \lambda e^{-1 / n}\right)^{k}}{k^{\prime}} e^{-n p \lambda}  \tag{4.11}\\
& =1-\operatorname{cxp}\left(-\left(1-e^{-1 / n}\right) n p \lambda\right)
\end{align*}
$$

which is different from $1-\exp (-p \lambda)$, hence (4.10) is biased. Multıplying $N_{6000, n}$ in (4.10) by the correction factor $\log \left(\frac{n}{n-1}\right)^{n}$ leads to the estımator

$$
\begin{equation*}
P_{\mathrm{CAI}}=1-\left(1-\frac{1}{n}\right)^{N_{\mathrm{ANO}, n}, n} \tag{412}
\end{equation*}
$$

with expectation $1-\operatorname{cxp}(-p \lambda)$ as a calculation simular to (4.11) shows Hence the estimator (4.12) is unbiased. Since $n=10$ and $N_{6000,10}=2$ by Table 1.I, we obtain

$$
\begin{equation*}
P_{\mathrm{CAI}}=1-\left(\frac{9}{10}\right)^{2}=0.19 \tag{4.13}
\end{equation*}
$$

The corresponding recalculation of Table 3.2 gives ChF 247.37 for the discounted value of the three Wincat coupons

For the variance of the estumator in (4.12) we obtain after a short calculation sımilar to (4.11)

$$
\operatorname{Var}\left(P_{\mathrm{C} \Lambda 1}\right)=\mathbb{E}\left[\left(1-\frac{1}{n}\right)^{2 N_{6010} n}\right]-e^{-2 p \lambda}=e^{-2 p \lambda}\left(e^{p \lambda / n}-1\right)
$$

Using the estimate $\lambda_{6000}^{\text {coist }}=0.2$ for $p \lambda$ from (4.7) and $(9 / 10)^{2}$ for $e^{-p \lambda}$ from (4 13), we obtain

$$
\begin{equation*}
\hat{\sigma}\left(P_{C_{A r}}\right)=e^{-p \lambda} \sqrt{e^{p \lambda / n}-1} \approx e^{-p \lambda} \sqrt{p \lambda / n} \approx\left(\frac{9}{10}\right)^{2} \sqrt{002} \approx 0.115 \tag{4.14}
\end{equation*}
$$

A recalculation of Table 3.2 with the conservative knock-out probability $P_{C^{\prime} \text { at }}+\hat{\sigma}\left(P_{C^{\prime} \text { ar }}\right) \approx 0.305$ gives CHF 213.73 for the discounted value of the Wincat coupons.

The estimated standard devation in (414) is slightly smaller than the one in the simple binomial model calculated via (33) This indicates that in our case the composite Poisson model of this subsection leads only to a slight improvement. Indeed, the estimator (413) for the knock-out probability uses only the information that two events within the ten years caused at least 6000 adjusted clams Since the model of this subsection allows these two events to happen in the same year, the estimated knockout probability in (4.13) is $1 \%$ lower than the one in the binomial model. If the two events with at least 6000 adjusted claims had actually happened in the same year and not in consecutive ones, the discrepancy in the estimated knock-out probabilities would be $9 \%$, because the estimate in the binomal model of Section 3 would drop from $20 \%$ to $10 \%$. In this respect the composite Poisson model of this subsection is more robust than the binomial one.

### 4.2. Pareto distribution for the knock-out events

The binomial model of Section 3 and the corresponding composite Poisson model of Subsection 4.1 do not use the adjusted claim numbers recorded in Table 1.1. For the benefit of a better estimate of $p_{6000}$, let us incorporate these numbers into the model. The step function in Figure 4.2 is the empirical distribution function of the adjusted claım numbers from Table I.I. A heavy-taled distribution of common use is the Pareto distribution, its distribution function is given by

$$
\text { Pareto }_{a, b}(x)= \begin{cases}1-(a / x)^{h} & \text { for } x \geq a  \tag{415}\\ 0 & \text { for } x<a\end{cases}
$$

where $a$ and $b$ are strictly positive parameters. The Pareto distribution is used in [3] to model the number of adjusted clams per event given that more than 1000 adjusted clams arise from the event We choose the threshold $a=1000$, because only such events are contamed in Table 1.1. At first glance it might look as if we make a conceptual mistake by fitting the distribution of an apparently integer-valued random variable by a distrubution having a density. However, the involved numbers from the last column of Table 11 are sufficiently large for such an approximation and, in addition, they are actually rounded numbers arising as the product of the number of clams
and the vehicles insured index. Therefore, the use of a continuous distribution function should not cause an intellectual problem (see Section 6 and the end of Section 13 however)

To fit the empirical distribution with a Pareto distribution as in Figure 42 , we need an estimator for the cxponent $b$. If a random variable $X$ has a Pareto distribution with parameters $a$ and $b$, then $Y \equiv \log (X / a)$ satisfies

$$
\mathbb{P}(Y \leq y)=\mathbb{P}\left(X \leq a e^{y}\right)=1-\left(\frac{a}{a e^{l}}\right)^{b}=1-e^{-b y}, \quad y \geq 0,
$$

which means that $Y$ has an exponential distribution with expectation $\mathbb{E}[Y]=1 / b$ Hence, If the independent random varables $X_{1}, ., X_{m}$, with a Pareto distribution given by ( 415 ) describe the adjusted number of clams for the $m$ events, then the random varrables $Y_{1}, \quad ., \quad Y_{m}$ with $Y_{k} \equiv \log \left(X_{k} / a\right)$ are independent and exponentally distributed Therr empirical mean $(1 / m) \sum_{k=1}^{m \prime \prime} Y_{k}$ is an unbiased estimator for $1 / b$ This suggests to estumate $h$ by the reciprocal value

$$
\begin{equation*}
\frac{m}{\sum_{k-1}^{m} Y_{k}}=\frac{m}{\sum_{k-1}^{m \prime \prime} \log \left(X_{k} / a\right)} . \tag{4.16}
\end{equation*}
$$

Another way to derive this estimator is to consider the likelihood function

$$
\begin{equation*}
L_{m}(b)=\prod_{h=1}^{m} \frac{b}{X_{h}}\left(\frac{a}{X_{h}}\right)^{\prime \prime}, \quad b>0 \tag{4.17}
\end{equation*}
$$

which is the product of the denstites of the Pareto distribution (4 15) evaluated at $X_{1}, \quad, X_{m}$. By differentating the logarthm of $L_{m}$, we find that $b$ given by (4.16) maximises $L_{m}$, hence (4 16) is also the maximum-likelihood estimator for $b$

Let us calculate the expectation of the estmator in (416). The sum $\sum_{k=1}^{m} Y_{k}$ has a gamma distribution with parameters $m$ and $b$, meaning that

$$
\mathbb{P}\left(\sum_{h-1}^{m} Y_{h} \leq y\right)=\int_{0}^{y} \frac{b}{\Gamma(m)}(b t)^{m-1} e^{-h t} d t, \quad y \geq 0
$$

This fact is easily proved by an induction on $m$, because the convolution of the exponential densty and the gamma density of parameter $m$ leads to the gamma density of parameter $m+1$ :

$$
\int_{0}^{1} b e^{-b(t-1)} \cdot \frac{b}{\Gamma(m)}(b s)^{m-1} e^{-h t} d \mathrm{~s}=\frac{b}{m \Gamma(m)}(b t)^{m \prime} e^{-h t}, \quad t \geq 0,
$$



Figurl 42 The step function is the empirical distribution of the number of (adjusted) clams per event, given that more than 1000 clams arise from the event Also shown is the fitted Pareto distribution (4 15) with $a=1000$ and $b=b_{i 7}$, where $b_{17} \approx 137$ is the masmum-lihelihood estimate, corrected with the factor $(m-1) / m$ for $m=17$ to eliminate the blas The estumated probabilhty, that an event with at leasi 1000 clams causes at most 6000 clams, is around 0914 Two additional Pareto distributions (dashed curves) illustrate the estimated standard deviation of $\dot{b}_{17}$ The lowed dashed curve corresponds to $b_{17}-\hat{\sigma}\left(\hat{b}_{17}\right) \approx 102$, the upper one to $\hat{b}_{17}+\dot{\sigma}\left(\hat{b}_{17}\right) \approx 173$
and the gamma function satısfies $\Gamma(m+1)=m \Gamma(m)$ Calculating the expectation of (416) for $m \geq 2$ shows that

$$
\begin{align*}
\mathbb{E}\left[\frac{m}{\sum_{k=1}^{m} \log \left(X_{k} / a\right)}\right] & =\int_{0}^{\infty} \frac{m}{t} \frac{b}{\Gamma(m)}(b t)^{m-1} e^{-b t} d t  \tag{418}\\
& =\frac{m b}{m-1} \int_{0}^{\infty} \frac{b}{\Gamma(m-1)}(b t)^{m-2} e^{-b t} d t=\frac{m}{m-1} b
\end{align*}
$$

This means that the estimator in (4.16) underestimates the tall of the Pareto distribution To obtain an unbiased estimator for $b$, we therefore have to use

$$
\begin{equation*}
\hat{b}_{m}=\frac{m-1}{\sum_{k=1}^{m} \log \left(X_{k} / a\right)} \tag{4.19}
\end{equation*}
$$

instead of (4.16). The data from the last column of Table 1.1 leads to

$$
\begin{equation*}
\hat{b}_{17} \approx 137 \tag{420}
\end{equation*}
$$

The Pareto distribution with this value is shown in Figure 42

A calculation smilar to (418) leads to

$$
\begin{equation*}
\operatorname{Var}\left(\hat{b}_{m}\right)=\frac{b^{2}}{m-2} \tag{421}
\end{equation*}
$$

for all $m \geq 3$. Therefore, $\hat{\sigma}\left(\hat{b}_{m}\right)=\hat{b}_{m} / \sqrt{m-2}$ is an unbiased estimator for the standard deviation; using the numerical value from (420) gives

$$
\begin{equation*}
\hat{\sigma}\left(\hat{b}_{17}\right) \approx 137 / \sqrt{15} \approx 035 \tag{422}
\end{equation*}
$$

The Pareto distributions with $\hat{b}_{17} \pm \hat{\sigma}\left(\hat{b}_{17}\right)$ are shown as dashed curves in Figure 42

Using $\hat{b}_{m}$ for the parameter of the Pareto distribution (4.15), we obtam the estimator

$$
\begin{equation*}
\hat{p}_{6000}=1-\operatorname{Pareto}_{1000, \dot{b}_{m}}(6000)=6^{-\dot{b}_{m}} \tag{423}
\end{equation*}
$$

for the probability that an event, which causes more than 1000 adjusted clams, actually causes at least 6000 adjusted clams. The numerical value $\hat{b}_{17} \approx 137$ from $(420)$ leads to

$$
\begin{equation*}
\hat{p}_{6000} \approx 6^{-137} \approx 0.0857 \tag{424}
\end{equation*}
$$

Considering the two Pareto distributions corresponding to $\hat{b}_{17}-\hat{\sigma}\left(\hat{b}_{17}\right) \approx$ 102 and $b_{17}+\hat{\sigma}\left(\hat{b}_{17}\right) \approx 173$ (see Figure 42 ), we obtann via (4.23) the asymmetric interval

$$
\left[6^{-173}, 6^{-102}\right] \approx\left[\begin{array}{llll}
0 & 045, & 0 & 162 \tag{4.25}
\end{array}\right]
$$

around the estimate $\hat{p}_{6000} \approx 00857$ as an indication of the standard deviation. This is an improvement compared to the interval [0037, 0.199] arising from the Bernoulli distribution via (4 6)

Following the approach in [3], we recalculate the estimate (47) for the Poisson parameter $\lambda_{6000}^{6,0 n s t}$ describing the number of knock-oul events per observation period using $\lambda_{1000}^{\text {const }}=1.7$ from (43) and $\hat{p}_{6000} \approx 00857$ from (424) We obtan $\lambda_{6000}^{\text {const }}=\hat{p}_{6000} \cdot \lambda_{1000}^{\text {connt }} \approx 0.1457$ As in (4.8), the estımated knock-out probability is

$$
\begin{equation*}
P_{\mathrm{CAT}}=1-\operatorname{cxp}\left(-\lambda_{6000}^{\text {con151 }}\right)=1-\exp \left(-\hat{p}_{6000} \quad \lambda_{1000}^{\text {const }}\right) \approx 0.1356 \tag{426}
\end{equation*}
$$

A recalculation of Table 32 with this value of $P_{\text {CAt }}$ leads to a discounted value of ChF 263.29 for the three WInCAT coupons

To get a rough estimate of the standard devration of the knock-out probability in (4.26), consider it as a function of the two parameters $\hat{b}_{17}$ and $\hat{\lambda} \equiv \lambda_{1000}^{\text {const }}$

$$
P_{\mathrm{C}_{\mathrm{A} 1}}\left(\hat{b}_{17}, \hat{\lambda}\right)=1-\exp \left(-6^{-\dot{b}_{17}} \hat{\lambda}\right)
$$

Using the approximating plane in $(b, \lambda)$ and thereby neglecting all higher order terms in the Taylor expansion, we get

$$
P_{\mathrm{CA1}}\left(\hat{b}_{17}, \hat{\lambda}\right) \approx P_{\mathrm{CAA}}(b, \lambda)+\frac{\partial P_{\mathrm{C}_{A T}}}{\partial b}(b, \lambda)\left(\hat{b}_{17}-b\right)+\frac{\partial P_{\mathrm{CA1}}}{\partial \lambda}(b, \lambda)(\hat{\lambda}-\lambda)
$$

Since $\hat{b}_{17}$ and $\hat{\lambda}$ are unbiased, we obtain for the variance

$$
\begin{aligned}
\operatorname{Var}\left(P_{\mathrm{CAT}}\left(\hat{b}_{17}, \hat{\lambda}\right)\right) & \approx\left(\frac{\partial P_{\mathrm{CAI}}}{\partial b}(b, \lambda)\right)^{2} \operatorname{Var}\left(\hat{b}_{17}\right)+\left(\frac{\partial P_{\mathrm{CA} 1}}{\partial \lambda}(b, \lambda)\right)^{2} \operatorname{Var}(\hat{\lambda}) \\
& +\frac{\partial P_{\mathrm{CAT}}}{\partial b}(b, \lambda) \frac{\partial P_{\mathrm{CAI}}}{\partial \lambda}(b, \lambda) \mathbb{E}\left[\left(\hat{b}_{17}-b\right)(\hat{\lambda}-\lambda)\right]
\end{aligned}
$$

The two estımators $\hat{b}_{m}$ and $\hat{\lambda}=\lambda_{1000}^{\text {const }}$ are certanly not independent, because the observed number $m$ of events determines $\lambda_{1000}^{\text {ronst }}$ via (43) and the variance of $\hat{b}_{m}$ via (421) However, $\hat{b}_{17}$ and $\hat{\lambda}$ are independent and therefore uncorrelated, meanıng that $\mathbb{E}\left[\left(\hat{b}_{17}-b\right)(\hat{\lambda}-\lambda)\right]$ Evaluatıng the partal derivatıves of the knock-out probability $P_{\text {Cal }}$ at the estimated point ( $\hat{b}_{17}, \hat{\lambda}$ ) instead of $(b, \lambda)$, and using the estimated standard deviations from (4.22) and (4.4) mstead of $\left(\operatorname{Var}\left(\hat{b}_{17}\right)\right)^{1 / 2}$ and $(\operatorname{Var}(\hat{\lambda}))^{1 / 2}$, we obtain the approximation

$$
\begin{align*}
\hat{\sigma}\left(P_{\mathrm{CAT}}\left(\hat{b}_{17}, \hat{\lambda}\right)\right) & \approx \sqrt{\left(\frac{\partial P_{\mathrm{C}_{A T}}}{\partial b}\left(\hat{b}_{17}, \hat{\lambda}\right)\right)^{2} \hat{\sigma}^{2}\left(\hat{b}_{17}\right)+\left(\frac{\partial P_{\mathrm{CAT}}}{\partial \lambda}\left(\hat{b}_{17}, \hat{\lambda}\right)\right)^{2} \hat{\sigma}^{2}(\hat{\lambda})} \\
& \approx 0.086 . \tag{4.27}
\end{align*}
$$

From (426) and (4.27) we obtain $P_{\mathrm{CAT}^{\prime}}\left(\hat{b}_{17}, \hat{\lambda}\right)+\hat{\sigma}\left(P_{\mathrm{CAI}}\left(\hat{b}_{17}, \hat{\lambda}\right)\right) \approx 0221$ as a conservative estimate of the knock-out probability A recalculation of Table 3.2 leads to a discounted value of ChF 238.25 for the three Wincat coupons. Due to these calculations, in [3] the rounded knock-out probability of 0.25 is considered to be a conservative estimate, leading to a discounted value of ChF $229.78{ }^{1}$ This value is supposed to include a risk premium for the investor because the standard deviation of the knock-out probability is added and the result rounded in a conservative way.

Before turming our attention to a generalised Pareto distribution for the knock-out events. let us conclude this subsection with some supplementary considerations concerning the biasedness of the estimators for $p_{6000}$ and $P_{\text {Cal }}$ First note that $\lambda_{1000}^{\text {cont }}$ from (42) and $\hat{b}_{17}$ from (4.19) are unbiased estimators for the two model parameters $\lambda$ and $b$, but this does

[^4]not imply that $\hat{p}_{6000}$ and $P_{C_{\text {CAT }}}$, given by (423) and (426), respectively, are unbiased The arguments leading to the unbiased estımator (4.12) in the case of the Bernoulli distribution for the knock-out probability in Subsection 4.1 suggest that the estimator
\[

$$
\begin{equation*}
P_{C A 1}=1-\left(1-\frac{\hat{p}_{6000}}{n}\right)^{N_{1 U \alpha) \cdot n}}=1-\left(1-\frac{6^{-\hat{b}_{17}}}{n}\right)^{N_{1 \times N \omega n}} \tag{428}
\end{equation*}
$$

\]

is a small improvement, because this would be an unbiased estimator for $P_{\text {CAT }}$ If $\hat{b}_{17}$ were non-random Here the random variable $N_{1000, n}$ denotes the number of events with more than 1000 adjusted claims within the $n$ observation periods. Recall that $N_{1000, n}$ has a Poisson distribution with parameter $n \lambda$ Substituting our estimate $\hat{b}_{17} \approx 137$ from (4.20) and $N_{1000, n}=17$ for the $n=10$ observation periods into (428) leads to $P_{\text {Cat }} \approx 0$ 1361, which gives a discounted value of CHI 26313 for the three Wincat coupons. This is a decrease of only ChF 016 compared to the value arising from (426).

If we consider $N_{1000.10}=17$ as non-random and replace $\hat{b}_{17} \approx 1.37$ from (4.20) by $\hat{b}_{17}-\hat{\sigma}\left(\hat{b}_{17}\right) \approx 1.02 \mathrm{in}$ the estimator (428) to find a conservative estimate, we get $P_{\mathrm{CAI}^{\prime}} \approx 0242$, which via Table 32 leads to ChF 23214 for the discounted value of the three Wincat coupons. Note that this knockout probability is about 0.02 larger than the one obtained from (4.27) and is already very close to the conservatively rounded valuc of 025 from [3].

An examination of the above model reveals that the conditional distribution of the estimator $\hat{b}_{m}$ given $m=N_{1000 n}$ is only specified in the case $N_{1000, n} \geq 2$ Furthermore, (4.21) shows that $\hat{b}_{m}$ does not have a varance unless $m=N_{1000, n} \geq 3$ Hence, the above approach of fitting the empirical distribution of the adjusted clam numbers by a Pareto distribution is applicable only in the case of approprate data sets. Such an a priori exclusion of certan data sets already introduces a bias which suggests that unbasedness for estimators like (4.26) or (428) is a problematical notion. Maybe a notion of conditional unbrasedness would be more approprate This means in our case that one would like to have estimators for $P_{\text {Ciar }}$ such that the conditional expectation given $\hat{p}_{6000} N_{1000 . n} \geq 1$. for example, is the rught one

### 4.3. Generalised Pareto distribution for the knock-out events

In Subsection 4.2, we did not give a theoretical argument in favour of the Pareto distribution in addition to the desire to pick a heavy-tailed distribution. Let us use an idea from extreme value theory to overcome this deficiency. It will turn out that we should use a generalised version of the Pareto distribution defined in (4.15).

Let $X_{1}, \quad, \quad X_{k}$ denote the adjusted number of clams arising from $k$ events We shall assume that $X_{1}, \ldots, X_{k}$ are independent and distributed according to a heavy-taled distribution function We are only interested in those numbers which exceed a certan threshold $a$, which is 1000 in our case. This means we are interested in the excess distribution function

$$
F_{a}(x)=\mathbb{P}\left(X_{1}-a \leq x \mid X_{1}>a\right), \quad x \in \mathbb{R} .
$$

Extreme value theory essentially says the following in our case [6, Section 3 4]. If the original distribution function of $X_{1}, \ldots X_{k}$ is heavy-tailed, then the excess distribution functions $\left\{F_{a}\right\}_{a>0}$ can be better and better approximated (with respect to the supremum norm) by generalised Pareto distributions of the form

$$
G_{\varepsilon, \tau_{u}}(\mathrm{r})= \begin{cases}1-\left(1+\xi x / \tau_{a}\right)^{-1 / \varepsilon} & \text { for } \mathrm{r} \geq 0, \\ 0 & \text { for } \mathrm{r}<0,\end{cases}
$$

as the threshold $a$ tends to infinty Here $\xi$ is a strictly positive ${ }^{1}$ shape parameter and the scale parameter $\tau_{a}>0$ varies with the threshold $a$. This suggests that we should try to fit the empirical distribution function of the observations exceeding the threshold $a$ by a distribution function of the form

$$
G_{a, \xi, \tau}(x)= \begin{cases}1-(1+\xi(x-a) / \tau)^{-1 / \xi} & \text { for } x \geq a  \tag{429}\\ 0 & \text { for } x<a\end{cases}
$$

Note that in the heavy-taled case $\xi>0$, the (shifted) generalised Pareto distribution (4.29) with $\tau=a \xi$ reduces to the Pareto distribution (4 15) with $b=1 / \xi$. Hence, $G_{a, \xi \tau}$ gives us the freedom of the additional scale parameter $\tau$.

Before fitting a generalised Pareto distribution function to the observations, an exploratory data analysis should be done, see [6, Chapter 6], to check the assumption of a heavy-talled distribution and to determine a suitable threshold However, since there are only $m=17$ observations avalable in Table 1.1, there seems to be no point in choosing a higher threshold than $a=1000 \mathrm{in}$ our case, because the historical data set is quite small already. The assumption of a heavy tall is (at least partally) supported by Figure 4.4.

The log-likelihood function for the $m=17$ observations orignating from a generahised Pareto distribution is

$$
\begin{equation*}
l(\xi, \tau)=-m \log \tau-\left(1+\frac{1}{\xi}\right) \sum_{k=1}^{m} \log \left(1+\xi \frac{X_{k}-1000}{\tau}\right), \quad \xi>0, \tau>0 . \tag{4.30}
\end{equation*}
$$

[^5]

Figure 43 The empirical distribution of the number of adjusted claims per event (soldd step function) and the fitted generalised Pareto distribution (sold curve) with threshold a-1000, estumated exponent $t / \xi \approx 138$ and estmated scale parameter $\tau \approx 6607$ The estumated probability that an event with dt least 1000 clams causes at most 6000 clams, is approximately 0924 , and [0813, 0978 ] is an approximate $68 \%$-confidence imterval for this probability The two dashed curves ate generalised Pate distributions chosen such that they indicate the standard devation of the estumated probability for at most 6000 clams

Inserting the data from the last column of Table I 1, we can calculate the maxımum-likelihood estmator $(\hat{\xi}, \hat{\tau})$ numerically, i.e., we can search for the point $(\hat{\xi}, \hat{\tau})$ which maximises / As startung values for the numerical teration procedure, we can choose $\xi=1 / \widehat{b}_{m}$ and $\tau=a / \hat{b}_{m}$, where $\hat{b}_{m}$ is the estimator (419) for the Pareto distribution, or we can use a probability-weighted moment approach (see [6. Section 6.32 and page 358]) to obtan a priori estumates for $\xi$ and $\tau$. We find

$$
\begin{equation*}
\hat{\xi} \approx 07243 \text { and } \hat{\tau} \approx 6607 \tag{431}
\end{equation*}
$$

hence

$$
\begin{equation*}
\hat{p}_{6000}=1-G_{1000, \hat{\xi_{i}} \hat{\tau}}(6000) \approx 1-0.92425=0.07575 \tag{4.32}
\end{equation*}
$$

The corresponding fit of the empirical distribution with a generalised Pareto one is shown in Figures 43 and 4.4. A calculation as in (4.28) gives the estimate

$$
P_{\mathrm{CA}_{\mathrm{A}}}=1-\left(1-\frac{\hat{p}_{6000}}{10}\right)^{N_{11 \times \times 10}} \approx 0121,
$$

which leads via a recalculation of Table 3.2 to a discounted value of Chf 26748.


Fici'ri 44 This is Figure 43 on log-log cale to magnily the mporant part Instead of the debishution functions, the corresponding tall probabilities are shown Pacto distribution functions defined by (4 15) would give straght lines in thi, $\log$-log plot The estumated genetalised-Pareto fit $\lambda \mapsto 1-G_{\text {Ioxu) }}$ - (1) is close to a straghat line because $a \xi / \dot{\tau} \approx 1096$ is quite close to one The estmates $\dot{p}_{\text {anou }} \approx 0022 p_{\text {menus }} \approx 00757$ and $\hat{p}_{\text {tion }} \approx 0187$ are shown This figure supports the model assumption, that the adjusted clam numbers follow a heavy-taled distinbution

For comparison with the earlier results on the standard deviation of $\hat{p}_{6000}$ in the case of the Bernoulh distribution for the knock-out events in (46) and for the corresponding case of the Pareto distribution in (425), we would like to give again an estimate for the standard deviation of $\hat{p}_{6000}$ This does not seem to be possible by analytical means, however Therefore, we prefer to construct an interval $\left[\hat{p}_{6000}^{-}, \hat{p}_{6000}^{+}\right]$around the estimated value $\hat{p}_{6000} \approx 00757$ from (432), which can serve as the region for accepting the null hypothesis $p=\hat{p}_{6000}$ at a $68 \%$-confidence level when using the log-likelihood ratio statistic. We choose the $68 \%$ level, because this is the probability that a normally distributed random variable with mean $\mu$ and vartance $\sigma^{2}>0$ takes its value in the interval $[\mu-\sigma, \mu+\sigma]$ As log-lıkelihood ratio statistic, also called deviance, we use

$$
\begin{equation*}
D(\xi, \tau)=2 l(\hat{\xi}, \hat{\tau})-2 l(\xi, \tau), \quad \xi>0, \tau>0 \tag{433}
\end{equation*}
$$

We want to determine the smallest interval $\left[\hat{p}_{6000}^{-}, \hat{p}_{6000}^{+}\right]$such that

$$
\begin{align*}
& \left\{(\xi . \tau) \in(0, \infty)^{2} \mid D(\xi, \tau) \leq \chi_{2,032}^{2}\right\}  \tag{434}\\
& \subset\left\{(\xi ; \tau) \in(0, \infty)^{2} \mid 1-G_{1000, \xi, \tau}(6000) \in\left[\hat{p}_{6010}^{-}, \hat{p}_{0000}^{+}\right]\right\}
\end{align*}
$$

where $\chi_{2032}^{2} \approx 230$ denotes the $32 \%$-quantile of the chı-squared distribution with two degrecs of freedom. In other words: We are looking for the smallest probability $\hat{p}_{6000}^{-}$and the largest probability $\hat{p}_{6000}^{+}$, which can arise from generalised Pareto distributions with parameters $(\xi, \tau)$ close to $(\hat{\xi}, \hat{\tau})$ in the sense that the deviance $D(\xi, \tau)$ does not exceed the $32 \%$-quantule $\chi_{2.032}^{2}$ of the $\chi_{2}^{2}$-distribution. This choice for the upper bound of the deviance $D(\xi, \tau)$ is based on the asymptotic normality of the maxımum-likelihood estımators, see for example [10, Sectıon 8.8] According to [12, Appendix A], the approximation of the distribution of the deviance by the chi-squared distribution is often quite accurate for small numbers of observations, even when the normal approximation for the parameter estimates is unsatisfactory. When compared to methods using the second derivatives of the loglikelihood function at the estimated point $(\hat{\xi}, \hat{\tau})$, the $\log$-likelihood ratio statistic has the advantage of being able to give asymmetric confidence intervals and thereby being less prejudiced. This is useful in our case, because we don't want to obtan negative estimates for $\hat{p}_{6000}^{-}$, for example It should be kept in mind that (4.34) is in general a strict inclusion, hence $\left[\hat{p}_{6000}^{-}, \hat{p}_{6000}^{+}\right]$ cain correspond to a higher confidence level than $68 \%$. This is problematical for larger numbers of parameters, because the confidence intervals get too large Bootstrap methods are an alternative in this case

Note that the interval $\left[\hat{p}_{6000}^{-}, \hat{p}_{6000}^{+}\right]$in (4.34) docs not depend on the parametrisation arising from $(\xi, \tau) \mapsto G_{1000 \xi, \tau}$ in (4.29). We can use this observation to change to an advantageous parametrisation which reduces the amount of numerical calculations necessary to determme the above acceptance interval Since the equation $p=1-G_{1000, \xi, \tau}(6000)$ can be solved for $\tau$ yielding

$$
\tau(\xi, p)=\frac{5000 \xi}{p^{-\xi}-1},
$$

we can use $p$ itself as a parameter by changing the parametrisation from (429) to $(\xi, p) \mapsto G_{1000, \xi \tau(\xi p)}$ Rewriting the inclusion (4.34) with this parametrisation yıelds $\left\{(\xi, p) \in(0, \infty) \times(0,1) \mid D(\xi, \tau(\xi, p)) \leq x_{2.032}^{2}\right\} \subset(0, \infty) \times\left[\hat{p}_{6000}^{-}, \hat{p}_{60100}^{+}\right]$ Numerical calculations lead to $\left[\hat{p}_{6000}^{-}, \hat{p}_{6000}^{+}\right] \approx[0022,0187]$, the corresponding exponents $\hat{\xi}^{-} \approx 0355772$ and $\hat{\xi}^{+} \approx 1396$ are the only ones with a deviance less or equal to the quantule $\chi_{2,032}^{2}$. The shifted generalised-Pareto distribution functions

$$
x \mapsto G_{1000, \hat{\xi}, \hat{\tau}}(\gamma) \quad \text { with } \quad \hat{\tau}^{-}=\tau\left(\hat{\xi}^{-}, \hat{p}_{6000}^{-}\right) \approx 620.3
$$

and

$$
x \mapsto G_{1000, \hat{\xi}^{+}, \hat{\tau}^{+}}(\lambda) \quad \text { with } \quad \hat{\tau}^{+}=\tau\left(\hat{\xi}^{+}, \hat{p}_{6000}^{+}\right) \approx 7406
$$

are shown in Figures 4.3 and 4.4. If we consider the number $N_{1000,10}=17$ as non-random and use $\hat{p}_{6000}^{+} \approx 0.187 \mathrm{mstead}$ of $\hat{p}_{6000}$, a calculation as in (4.28) leads to the conservative estimate $P_{\mathrm{CA}} \approx 0.274$ A recalculation of Table 3.2 gives a discounted value of ChF 222.75 for the three Wincat coupons

## 5. Testing the constant-parameter Poisson model

### 5.1. Testing for over-dispersion

In Section 4 the number of events with at least 1000 adjusted claıms per observation period is modelled by ten independent random variables $N_{y}$ for the years $y \in\{1987, \ldots, 1996\}$, each one having the same Poisson distribution (4.1) with parameter $\lambda \geq 0$. Since the expectation and the vartance of the Poisson distribution are equal to the parameter $\lambda$, the empirical mean $\lambda_{1000}^{\text {const }}$ of $N_{1987}, \ldots, N_{1996}$ was used in (42) as an unblased estimator for the expectation and the variance However, if we don't want to rely on the assumption of a Poisson distribution when investigating the variance (but keep the assumption that $N_{1987}$, .., $N_{1996}$ are independent and identically distributed), then we should estimate the variance $\sigma_{N}^{2}=\operatorname{Var}\left(N_{\mathrm{r}}\right)$ by the unbiased estimator

$$
\hat{\sigma}_{N}^{2}=\frac{1}{9} \sum_{y=1987}^{1996}\left(N_{y}-\hat{\mu}_{N}\right)^{2} \quad \text { with } \quad \hat{\mu}_{N}=\frac{1}{10} \sum_{y=1987}^{1996} N_{y} .
$$

The data of Table 1.1 leads to $\hat{\sigma}_{N}^{2}=2.9$, which yields the standard deviation

$$
\begin{equation*}
\hat{\sigma}\left(\hat{\mu}_{N}\right)=\sqrt{\hat{\sigma}_{N}^{2} / 10}=\sqrt{29} / 10 \approx 0.54 \tag{5.1}
\end{equation*}
$$

for the empirical mean $\hat{\mu}_{N}$ of $N_{1987}, \ldots, N_{1996}$ Note that $\hat{\sigma}_{N}^{2}=2.9$ is quite a bit larger than $\lambda_{1000}^{\text {const }}=1.7$ from (43). This observation rases the question whether the data of Table 1.1 exhibits over-dispersion, meaning in our case that the variance of $N_{1987}, \quad ., N_{1996}$ is actually larger than the mean. Such an over-dispersion can arise. for example, from a Poisson parameter $\lambda$ which is itself a random variable. In the present case, global weather conditions could have determined different values for $\lambda$ in the ten observation periods. See, e.g., [12] for a discussion of over-dispersion

To investigate this question of over-dispersion. let us consider the possibility that a large variance as above, namely $\hat{\sigma}_{N}^{2} \geq 2.9$, happened by chance This means that we want to calculate the conditional probability $\mathbb{P}\left(\hat{\sigma}_{N}^{2} \geq 29 \mid \hat{\mu}_{N}=1.7\right)$ under the null hypothesis that $N_{1987}, \quad, \quad N_{1996}$ are independent and distributed according to (4.1) with an unknown Poisson parameter $\lambda>0$ The small number of observations and therr small values make it feasible to calculate the above conditonal probability exactly

Under the null hypothesis, the sum $N_{1987}+\ldots+N_{1996}$ has a Poisson distribution with parameter $10 \lambda$ and we obtain

$$
\begin{align*}
& \mathbb{P}\left(N_{v}=n_{3} \text { for every } y \in\{1987, \quad, 1996\} \mid \hat{\mu}_{N}=1.7\right) \\
& =\left(\prod_{v=1987}^{1996} \frac{\lambda^{\prime \prime} n_{y}}{n_{y}!} e^{-\lambda}\right) / \frac{(10 \lambda)^{17}}{17^{1}} e^{-10 \lambda}=\frac{17!}{10^{17}} \prod_{y=1987}^{1996} \frac{1}{n_{y}^{\prime}} \tag{52}
\end{align*}
$$

for every tuple $\left(n_{1987}, \quad, n_{1996}\right) \in \mathbb{N}_{0}^{10}$ with $n_{1987}+.+n_{1996}=17$. Note that the conditional probability in (5.2) does not depend on the unknown parameter $\lambda>0$ For every tuple in (5.2), there are

$$
\frac{10^{\prime}}{\prod_{i=0}^{17}\left(\#\left\{y \in\{1987, \quad, 1996\} \text { with } n_{y}=1\right\}\right)^{\prime}}
$$

different rearrangements of the tuple; all of these lead to the same probability in (5.2) A small program, ' which considers all possible tuples for (5.2) satisfying $n_{y+1} \leq n_{y}$ for all $y \in\{1987, \ldots, 1995\}$, finds 267 such tuples and yields

$$
\begin{equation*}
\mathbb{P}\left(\hat{\sigma}_{N}^{2} \geq 29 \mid \hat{\mu}_{N}=17\right) \approx 00889 \tag{53}
\end{equation*}
$$

While this one-sided test does not show a significant devation from the Poisson distribution on the $5 \%$-level, it is certainly more conservative to use the standard deviation $\hat{\sigma}\left(\hat{\mu}_{N}\right) \approx 054$ from (5.1) instead of $\hat{\sigma}\left(\lambda_{\text {1000 }}^{c o n t}\right) \approx 0.41$ from (4.4) to take the possibility of over-dispersion into account. Combining this result with the fitted Pareto distribution for the knock-out events (see Subsection 4.2), the analogue of (427) for the approximation of the standard deviation of the knock-out probability gives $\hat{\sigma}\left(P_{C_{1}}\left(\hat{b}_{17}, \hat{\lambda}\right)\right) \approx 00893$. Together with $(426)$ we obtain $P_{\mathrm{C}_{\mathrm{AI}}}(\hat{b}, \hat{\lambda})+\hat{\sigma}\left(P_{\mathrm{C}_{A 1}}(\hat{b}, \hat{\lambda})\right) \approx 0225$ as a conservative estimate of the knock-out probability A recalculation of Table 3.2 leads to a conservative discounted value of CHF 237.15 for the three WINCAT coupons. This is only CHF 110 below the conservative value ChF 238.25 derived from (427).

It is possible to test the assumption of a Poisson distribution further by choosing an explicit alternative like a negative binomial distribution and considering the corresponding Neyman-Pearson test. In addition, we could choose a preferred measure of discrepancy for distributions and apply model selection criteria to come to a decision about the underlying distribution. In this paper, however, we want to pursue a different route, namely a possible determunistic time-inhomogeneity of the distribution of the numbers $N_{1987}$, , $N_{1996}$ of events per observation period Concerning model selection in the case of independent and identically distributed random

[^6]variables, we therefore refer the reader to [11]. in particular to [11, Example 4.4 3], where the Poisson and the negative binomal distribution are the alternatives.

### 5.2. Testing for time-inhomogeneity

When looking at Figure 41 which shows the number of events in the ten observation periods causing more than 1000 claıms, we can ask whether there is something special about the order of the ten observations; in particular, whether the assumption of an identical distribution for the random variables $N_{1987}, \quad, N_{i 996}$ is justified.

Starting from ( $0,0,0,1,1,2,2,2,4,5$ ), namely the ten observations in increasing order, we need 38 successive transpositions of adjacent entries of the tuple to rearrange it in decreasing order To rearrange the observed tuple $(0,0,0,2,2,4,1,5,2,1)$ into decreasing order, we need 28 successive transpositions of adjacent entries

$$
\begin{array}{rlr}
(0.0,0,2,2,4,1,5,2,1) & \rightarrow(2,2,4,1,5,2,1,0,0,0) & 21 \text { transpositions } \\
& \rightarrow(2,2,4,5,2,1,1,0,0,0) & 2 \text { transpositions } \\
& \rightarrow(4,5,2,2,2,1,1,0,0,0) & 4 \text { transpositions }  \tag{54}\\
& \rightarrow(5,4,2,2,2,1.1 .0,0,0) & 1 \text { transposition }
\end{array}
$$

Since the number of 28 transpositions is well above the half of 38 , we can use this observation for a permutation test to find out whether the data shows a tendency to be arranged in increasing order

Under the assumption that the ten observations are given by ten exchangeable, $\mathbb{N}_{0}$-valued random varuables $N_{1987}$, ., $N_{1996}$ every permutation of the ten observations has the same probability If $N_{1987}, \ldots N_{1996}$ are independent and identically distributed, then exchangeability follows For every one of the

$$
\begin{equation*}
\frac{10!}{3^{!} 3!2^{1}}=50400 \tag{55}
\end{equation*}
$$

different permutations of the ten obscrvations, we can count the required number of successive transpositions of adjacent entries to obtain the decreasing order given by the tuple (5,4,2,2,2,1,1,0,0,0). This number is always between zero and 38 . Figure 5.1 shows the resulting distribution function of this number

Under the null hypothesis where all permutations of the ten observations have the same probability, only for 2953 permutations out of 50400 , about $586 \%$ of them, 28 or more transpositions of adjacent entries are needed to reach the decreasingly ordered tuple (If there were a substantially higher number of permutations than 50400 , then a sutable number of random permutations would have to be generated in order to get an estımate for this percentage.)


Figure 51 Distribution function of the number of successive transpositions of adjacent entries necessary to order d random permutation of the ten observations into decreasing order For the observed data, 28 transpositions are necessary At least 28 transpositions are necessary for about $586 \%$ of all permutations

Note that for the permutation test of this subsection we do not assume that the distribution of $N_{1987}, \ldots, N_{1996}$ lies in a certain class; in particular, the test is parameter-free Furthermore, the test does not depend on the actual numbers but merely on their relative order or ranks; an observation lıke $(0,0,0,3,3,4,1,7,3,1)$ would give the same test result. For such a distribution-free test and just ten observations, $5.86 \%$ is a remarkable result. However, as we can see from (54), it is mannly caused by the position of the three zero observations.

## 6. Fitting a generalised extreme value distribution

For a knock-out of a Wincat coupon, only the most severe event within the corresponding observation period matters. We can use extreme value theory to model this event directly. The theoretical background for this approach is the Fisher-Tippett theorem (see for example [6, Theorem 3.2.3]), which identifies all possible limit distributions for properly scaled maxima $M(n)=\max \left\{X_{1}, \ldots, X_{n}\right\}$ of independent, identically distributed random variables $X_{1}, \ldots, X_{n}$ as $n \rightarrow \infty$. If the distrıbutions of the properly scaled maxima do converge, then the limiting distribution is either a Fréchet, a Weıbull or a Gumbel distribution In the following we use the Jenkinson-von Mises representation of these extreme value distributions, see [6, Definition 3.4.1]. Let $\mu \in \mathbb{R}$ denote the location parameter, $\tau>0$


Figisti 61 The censored empirical distabution function of the number of adjusted clams of the most severe event per year (sold step function) and the fitted generalised extreme value distribution (solid curve) with estundted exponent $1 / \hat{\xi} \approx 1316$, scale parameter $\dot{\tau} \approx 1008$ and locaton parameter $\hat{\mu} \approx 1168$ The estumded probabilty, that no knock-out event occurs withn one year. is approximately 0876 The two dashed curves. derived from 1000 bootstrap samples, indicate $68 \%$-confidence intervals for the fitted generalised exireme valuc distribution
the scale parameter and $\xi \in \mathbb{R}$ the shape parameter. In the case $\xi>0$, which corresponds to the Frechet distribution, we define the distribution function $H_{\mu, \xi, T}$ by

$$
H_{\mu} \xi, r(x)= \begin{cases}\exp \left(-(1+\xi(x-\mu) / \tau)^{-1 / \xi}\right), & \text { if } 1+\xi(x-\mu) / \tau>0 \\ 0, & \text { otherwise }\end{cases}
$$

In the case $\xi<0$, which corresponds to the Weibull distribution, we define simularly

$$
H_{\mu \xi \tau}(\mathrm{r})=\left\{\begin{array}{lc}
\exp \left(-(1+\xi(x-\mu) / \tau)^{-1 / \xi}\right), & \text { if } 1+\xi(x-\mu) / \tau>0 \\
1, & \text { otherwise } .
\end{array}\right.
$$

With the above representation, the Gumbel distribution

$$
H_{\mu^{\prime} 0 \tau}(x)=\exp (-\exp (-(x-\mu) / \tau)), \quad x \in \mathbb{R},
$$

for the case $\xi=0$ is actually the limit of $H_{\mu, \xi, \tau}$ as $\xi \rightarrow 0$
When fitting the generalised extreme value distribution $H_{p, \xi, \tau}$ with $\mu, \xi \in \mathbb{R}$ and $\tau>0$ to the observed maxima given in Table 11, we have to
cope censored data. The most severe events of the years 1987-1989 are not given because they caused less than 1000 adjusted claims (assuming that there were damages caused by storm or hall at all). Next, when we want to use the maximum-likelihood method to estimate the parameters $\mu, \xi$ and $\tau$, we encounter another problem The density of $H_{\mu, \xi, \tau}$ is unbounded for $\xi<-1$ and $x \nearrow \mu-\tau / \xi$.

Both problems can be solved by discretizing the distribution $H_{\mu, \varepsilon_{1}, 7}$. The censored data for the years 1987-1989 corresponds to three observations in the interval $(0,1000]$ The most severe events in the years 1990-1996 are adjusted clamm numbers which correspond to intervals of the form ( $n, n+1$ ] with an integer $n \geq 1000$ (at least approximately, ignoring that the vehicles insured index in Table 1.1 is not always exactly one). This suggests the likelihood function

$$
L(\mu, \xi, \tau)=\left(H_{\mu, \xi, \tau}(1000)-H_{\mu, \xi, \tau}(0)\right)^{3} \times \prod_{y=1990}^{1996}\left(H_{\mu, \xi, \tau}\left(M_{y}+1\right)-H_{\mu, \xi \tau}\left(M_{y}\right)\right)
$$

with $\mu, \xi \in \mathbb{R}$ and $\tau>0$, where $M_{1990}, . ., M_{1996}$ denote the yearly maxima from Table 11. The numerical iteration procedure applied to the loglikelihood function leads to the maxımum-likelihood estımates $\hat{\mu} \approx 1168$, $\hat{\xi} \approx 0.760$ and $\hat{\tau} \approx 1008$; the corresponding fit is shown in Figure 61. These values lead to an cstimated knock-out probability of only $P_{\text {CAT }}=1-H_{\mu, \xi, \hat{\gamma}}(6000) \approx 12.4 \%$, because the fitted distribution is well above the empirical one at 6000 in Figure 6.1 A recalculation of Table 32 gives a discounted value of CHF 266.62 for the three Wincat coupons. For further background on parameter estimation for the generalised extreme value distribution, see $[6$, Section 6.3] and the references given there.

It would be unreasonable to insist on estimates for $\mu, \xi$ and $\tau$ giving a generalised extreme value distribution with support in $[0, \infty)$, because $H_{\dot{\mu}, \dot{\xi}, \tilde{\tau}}(0) \approx 68 \quad 10^{-8}$ is already a very good approximation of zero, the true distribution is almost certaunly not in the family $\left\{H_{\mu, \xi, \tau} \mid \mu, \xi \in \mathbb{R}, \tau>0\right\}$, and a good fit at this end of the distribution, where the data is censored anyway, is not our primary concern.

To estimate the $68.3 \%$-confidence intervals in Figure 6.1, we use the bootstrap method; see e g. [5] for an introduction. We take 1000 bootstrap samples $\left(M_{1987}^{*}, M_{1996}^{*}\right)$, where for each component the values $M_{1990}, \ldots, M_{1996}$ have probability $1 / 10$ of being chosen, and with probability 3/10 we take a censored observation For each bootstrap sample we calculate the correspondıng maxımum-lıkelıhood estımate $\left(\hat{\mu}^{*}, \hat{\xi}^{*}, \hat{\tau}^{*}\right)$. This gives 1000 bootstrap values for $H_{\hat{\mu}^{\bullet}, \hat{\xi}^{*}, \hat{\tau}^{*}}(x)$, we take the 159 th and the 84 lst largest values as boundaries for a $683 \%$-confidence interval for $H_{\hat{n}, \hat{\xi}, \hat{r}}(x)$. The estımated $68.3 \%$-confidence interval for the above knock-out probability is [0046, 0 198], the conservative estimate $P_{\text {CAI }}=0.198$ leads to a discounted value of ChF 24517 for the three Wincat coupons.

The model of this section has a drawback in our case: While we explicitly use the absence of recorded events in 1987-1989, we are partially discarding 10 of the 17 adjusted claim numbers given in Table 1 1, we only implicitly use that they do not exceed the corresponding maxima

## 7. Composite Poisson models with a time-dependent parameter

The constant-parameter composite Poisson models of Section 4 are static ones They give equal weight to every recorded event and. by construction, do not allow to discover a trend in the data. Every redistribution of the 17 events in Table 1.1 to the ten observation periods would lead to the same result for the coupon values (if we disregard the 15/17-correction in Table 3.2). However, the tests for over-dispersion and time-inhomogeneity from Subsections 51 and 5.2 suggest - although not significantly on the $5 \%$ level but very close - to consider the possibility of a tıme-dependent distribution Such a deterministic time-dependence can account for the tendency of over-dispersion considered in Subsection 5.1, it doesn't need to be a randomly varying Poisson parameter as mentioned in Subsection 5.1. In particular, an investor might want to take a possible trend into account when estimating the discounted value of the Wincat coupons. Even when a constant-parameter model is preferred for pricing the Wincat coupons, a model capable to accommodate a possible trend can be useful for risk management, because model risk can be an important risk factor. In Section 8 , we shall test for the existence of a trend within most of these models we are considering below There are several reasons why there might be a trend, for example:

- The variability of the weather could change, due to human influence (increased $\mathrm{CO}_{2}$-part in the atmosphere) or solar activity (11-year cycle of sun spots), for example.
- Winterthur might increase its market share in other regions like the French or Italian speaking parts of Switzerland; this can happen in particular when Winterthur merges with another insurance company (like merging with Neuenburger Schweizerische Allgemeine Versicherungsgesellschaft in 1997, for example). Due to the Swiss Alps, the local climate is in general quite different in different regions of Switzerland, so a change in Winterthur's engagement in a particular region can considerably increase or decrease the company's exposure to storm or hal damages
- Severe damage caused by hall is a local event. If the density of motor vehicles insured with Winterthur increases (due to more cars per inhabitant, more inhabitants per area or a greater market share of Winterthur Insurance within an area), then more insured motor vehicles are likely to be damaged in every single event
- The relation of the number of cars to the number of motor-cycles within Winterthur's insurance portfolio of motor vehicles might change.
- The habits of the insured might change They mught buy a second or third car for the family without buildng or renting an additional garage to protect the car in case of bad weather. Or the insured are better off financtally and they can afford the deductible, hence they take chances and don't drive the car to a secure place in case of a storm/hall forecast.
- Motor vehicles might get more or less susceptible of haul damage, because the material changes (different kinds of steel, aluminium, different coats of lacquer, for example) or the thickness of the automobile body sheet changes (a thicker sheet can give more protection in case of an accident. a thinner sheet reduces weight and thereby fuel consumption)

In any case - whatever the particular reason - it is a reasonable idea to consider a model which is flexible enough to take a possible trend in the data into account as long as such a possible trend can not be ruled out by additional information concerning all the points mentioned above (and the ones we have not thought of).

When modelling low-frequency event risks, the scarcity of the available statistical data is a typical problem. If one wants to follow a kind of Bayesian approach, it is desirable to take additional information into account when selecting a model (see [13, Section 6] for such a case study of the correlation of wind storm losses of the Swedish insurance group Lansforsakringar with wind speed data provided by the Swedish Meteorological and Hydrological Institute). For a fair and transparent pricing of financial products, such information should etther be public or should be published together with the introduction of the financial product. For the pricing of the Wincat coupons, such additional information besides the historical data of Table 1.1 is contaned in the study [21] of Winterthur Insurance This study, as well as the publicly avalable report [14], for example, provide information on the varrability of the weather; they also describe the development of hall storms, the different frequency of hall storms in the various parts of Switzerland, and the properties of hailstones (size, shape, speed) that cause damage to motor vehicles. The study [21] also points out that damages to agriculture and motor vehicles are mannly caused by different types of hall storms: damage to motor vehicles requires a large momentum of the hallstones (large product of mass and speed), while damage to agriculture can already be caused by small but numerous hailstones. This indicates that the extensive statistical data collected from insured damages to agriculture since 1881 is of limited use when estimating a possible trend in the frequency or severity of damages to motor vehicles caused by hal Also in the report [14], the severity of hail storms is measured by the number of communttes reporting damages to agriculture

In the following subsections we shall use, for every year $y \in\left\{1987, . .\right.$, 1996\}, a random varlable $N_{y}$ describing the number of calendar days within the observation period ending in year $y$, during which more than 1000 adjusted claims are caused by storm or hatl. We assume that
these random variables are independent and that every $N_{y}$ has a Poisson distribution given by (4.1), but with a parameter $\lambda(y)$ depending on the year $y \in\{1987, \ldots, 1996\}$. For the purpose of nicer graphics, we shall treat $y$ as a continuous variable within the figures. We shall discuss five different chorces for the dependence $y \mapsto \lambda(y)$.

### 7.1. Linear trend of the parameter

To start with the apparently simplest dependence, we assume that the Porsson parameter for the number of events with more than 1000 adjusted claims depends linearly on the year $y$, namely

$$
\begin{equation*}
\lambda_{\alpha \beta}(y)=\alpha+\beta(y-1987) \tag{7.1}
\end{equation*}
$$

where we subtract 1987 to get reasonable numbers for $\alpha$. When using (7.I), we have to make sure that $\lambda_{0, \beta}(y) \geq 0$ for all years under consideration. This will certainly be the case when $\alpha, \beta \geq 0$. The corresponding likelihood function arising from the ten observations $N_{1987}, \ldots, N_{1996}$ is

$$
\begin{equation*}
L(\alpha, \beta)=\prod_{y=1987}^{1996} \operatorname{Polsson}_{\lambda_{1},(y)}\left(N_{y}\right) \tag{7.2}
\end{equation*}
$$

with the Poisson distribution given by (41) and the parameter $\lambda_{\alpha, \beta}(y)$ as in (71) When trying to calculate the maximum-likelihood estimators for $\alpha$ and $\beta$ numerically, it turns out that for the given data there is no simultaneous solution of

$$
\begin{equation*}
\frac{\partial}{\partial \alpha} L(\alpha, \beta)=0 \quad \text { and } \quad \frac{\partial}{\partial \beta} L(\alpha, \beta)=0 \tag{7.3}
\end{equation*}
$$

satısfying $\alpha \geq 0$. As a pragmatic approach, let us set $\alpha=0$. This means we consider the spectal case where the Poisson parameter $\lambda_{\beta}(y)$ depends on $\beta$ in the form $\lambda_{\beta}(y)=\beta(y-1987)$ In this case the equation $\frac{\partial}{\partial!} \log L(0, \hat{\beta})=0$ for the maximum-likelihood estimator $\hat{\beta}$ can be solved explicitly, leading to

$$
\begin{equation*}
\hat{\beta}=\frac{\sum_{y=1988}^{1996} N_{y}}{\sum_{j=1988}^{1996}(y-1987)}=\frac{1}{45} \sum_{y=1988}^{1996} N_{y}=\frac{17}{45} \approx 0378 \tag{74}
\end{equation*}
$$

The corresponding stratght line is shown in Figure 7 1. Extrapolation to the years 1997-1999 gives the estimated values for $\lambda_{\beta j}(y)$ contaned in Figure 71 and Table 7.1. Using these extrapolated Poisson parameters and the conditıonal probability $\hat{p}_{6000} \approx 0.0757$ from (4.32), which was estımated by a generalised Pareto distribution, the knock-out probabilities can be calculated as in (4.26) by the formula

$$
\begin{equation*}
P_{\mathrm{CAT}^{\prime}}(y)=1-\exp \left(-\hat{p}_{6000} \cdot \lambda_{\dot{\beta}}(y)\right) \tag{75}
\end{equation*}
$$



Figleri 7 I Observed number of events causing mote than 1000 adjusted claims A linear fit of the intensity $\lambda_{1}(y)=\beta(y-1987)$, using the maximum-likelihood method lads to $\hat{\beta}=17 / 45 \approx 0378$ The increasing dashed lines induate this estimated standard deviation of $\lambda_{1}\left(y^{\prime}\right)$ This model has a problem with the years up to 1987 and it ceitanly underestimates the standard deviation in the first years
for $y \in\{1997,1998,1999\}$. The results are given in the fourth column of Table 71 Applying the $15 / 17$-correction of (2 1) to $P_{\text {Cat }}(1997)$ and inserting the resulting coupon-dependent knock-out probabilites into Table 3.2, a recalculation of this table leads to the discounted values of the three WINCAT coupons. These values are given in the last column of Table 71 . The sum of these discounted values of the three Wincat coupons is Chf 22388

To estimate the standard deviation of the Poisson parameter $\lambda_{\dot{\beta}}(y)$, note that $\operatorname{Var}\left(N_{y}\right)=\lambda_{\beta}(y)=\beta(y-1987)$ for every one of the independent random variables $N_{1987}, N_{1996}$ in this model. By (7.4),

$$
\operatorname{Var}(\hat{\beta})=\frac{1}{45^{2}} \sum_{y=1988}^{1996} \operatorname{Var}\left(N_{y}\right)=\frac{\beta}{45^{2}} \sum_{y=1988}^{1996}(y-1987)=\frac{\beta}{45}
$$

Using (7.4), this leads to $\hat{\sigma}\left(\lambda_{\hat{\beta}}(y)\right)=\hat{\sigma}(\hat{\beta})(y-1987)$ with $\hat{\sigma}(\hat{\beta})=$ $\sqrt{17 / 45} \approx 00916$.

This model with a linear trend in the Poisson parameter $y \mapsto \lambda_{\beta}(y)$ has a severe problem with the year 1987, because the estimate $\lambda_{\hat{\beta}}(1987)=0$ is certainly wrong. The estımated standard deviations for the years 1987-1989, as shown in Figure 7.1, are quite unrealistic, too Model predictions for the years before 1987 are impossible, because negative values for $\lambda_{\bar{\beta}}(y)$ are
unacceptable. In the following subsections we shall discuss models which do not have these deficiencies.

TABLE 71
Calculafion of thediscounied value or ihe ihrel Winc at coupons in the casco of a binfar dependence $\lambda_{1}(y)=\beta(y-1987)$ of the poisson parameter The Poisson parameiers $\lambda_{\text {, }}(y)$ are thit: catrapolated values from Figure 71 The conditional probability $\dot{p}_{\text {ghing }}$ for a knock-out lven g given

 1517-CORRECTION PROA (2 I) FOR IHE SHOR TLR I-IRST OBSERVATION PERIOD

| Year ${ }^{\text {r }}$ | $\lambda_{3}(y)$ | $\hat{p}_{(0)}(\underline{1})$ | $\mathrm{P}_{\mathrm{C}_{\wedge}( }(\boldsymbol{y})$ | Coupon value |
| :---: | :---: | :---: | :---: | :---: |
| 1997 | 378 | 00757 | 249\% | Chi 8064 |
| 1998 | 416 | 00757 | 27\% | Chf 7372 |
| 1999 | 453 | 00757 | 29\% | Chf 6952 |
| Discounted value of the three Wincat coupons |  |  |  | Che 22388 |

### 7.2. Log-linear trend of the parameter

To avord the problem of negative Poisson parameters, let us consider the prıme example of a model where this cannot occur, namely a generalised linear model with the log-linear dependence

$$
\begin{equation*}
\lambda_{\alpha, \beta}(y)=\exp (\alpha+\beta(y-19915)), \quad \alpha, \beta, y \in \mathbb{R} \tag{7.6}
\end{equation*}
$$

We subtract 19915 from $y$ in order to get approximately orthogonal parameters, meaning that the maximum-likelihood estimators for $\alpha$ and $\beta$ have only a small correlation (for the notion of orthogonal parameters, see e g. [2, p. 182-185]) This parametrisation is also useful in Section 8, because it introduces a symmetry which reduces the computational effort for the permutation test. The log-likelihood function for this model arısing from (72) with $\lambda_{a, \beta}(y)$ as in (7.6) is given by

$$
\begin{equation*}
l(\alpha, \beta)=\sum_{y=1987}^{1996}\left(N_{y}(\alpha+\beta(y-19915))-e^{\alpha+\beta(y-19915)}-\log N_{y^{\prime}}\right) \tag{7}
\end{equation*}
$$

The maxımum-lıkelıhood estımates for $\alpha$ and $\beta$, calculated numerically, are

$$
\begin{equation*}
\hat{\alpha} \approx 0.406 \text { and } \hat{\beta} \approx 0.176 \tag{7.8}
\end{equation*}
$$

The corresponding curve $y \mapsto \lambda_{\dot{\alpha}, \hat{\beta}}(y)$ is shown in Figure 7.2. It approximates quite well within the time span 1987-1996. The extrapolated values of the Poisson parameter $\lambda_{\bar{i}, \dot{\beta}}(y)$ for the years 1997-1999 can be read off from Figure 7.2. A recalculation of Table 7.1 with these numbers leads to


Figure 72 Log-linear dependence $\lambda_{n},(y)=\operatorname{cxp}(\alpha+\beta(y-19915)$ ) of the Poisson parameter The maximum-likethood method leads to $\hat{\alpha} \approx 0406$ and $\beta \approx 0$ 176, the result is shown as a solid curve together with the extrapolation The dashed precewise linear curves indicate for every year $v$ the estamated sandard devation of $\lambda_{a},(\cdot)$ as derived fiom the log-likelhood ratios statistic The uncertanty of the extrapolated valucs is very large for the years 1997-1999
the knock-out probabilities $25.9 \%$ (without 15/17-correction), $30 \%$ and $34.7 \%$ for the three Wincat coupons and a discounted value of ChF 21437.

For calculating the maxımum-likelihood cstımates (7.8), we needed approprate starting values for the numerical iteration procedure. We took $\alpha_{0}=\log \lambda_{1000}^{\text {const }}=\log 17 / 10 \approx 053$ with $\lambda_{1000}^{\text {const }}$ from (4.2) This value for $\alpha$ is the correct chorce in the constant-parameter case $\beta=0$. For $\beta$ we used the following heuristic: The approximating tangent of $y \mapsto \lambda_{a_{0}, \beta}(y)$ at the middle $y=1991.5$ of the interval $[1987,1996]$ is $\lambda_{\alpha_{0} \beta}^{\text {tang nt }}(y)=e^{\alpha_{11}}+\beta e^{\mathrm{o}_{0}}(y-19915)$ with $e^{\alpha_{0}}=17 / 10$ The optımal $\beta$ for the least-squares fit of this tangent to the data $N_{1987}, . ., N_{1996}$ has to satusfy

$$
\frac{\partial}{\partial \beta} \sum_{y=1987}^{1996}\left(N_{y}-\lambda_{a_{0}, \beta}^{\mathrm{tangcm}}(y)\right)^{2}=0
$$

This linear equation in $\beta$ is solved by

$$
\beta_{0}=\frac{\sum_{y=1987}^{1996} N_{y}(y-1991.5)}{e^{\alpha_{0}} \sum_{y=1987}^{1996}(y-1991.5)^{2}}=\frac{94}{561} \approx 0.168
$$

To obtan an estimate for the standard deviation of the estımated Poisson parameter $\lambda_{\hat{o}, \hat{\beta}}(y)$ for every year $y \in\{1987,1999\}$, we use the log-
likelıhood ratio statistic, which we already applied in Subsection 4.3. Similarly to (4.33), we define the log-lıkelihood ratio statistic or deviance by $D(\alpha, \beta)=2 l(\hat{\alpha}, \hat{\beta})-2 l(\alpha, \beta)$ for $\alpha, \beta \in \mathbb{R}$. Corresponding to (4.34), for every year $\tilde{y} \in\{1987, ., 1999\}$, we want to determine the smallest $68 \%$ confidence interval $\left[\lambda_{\bar{j}}^{-}, \lambda_{j}^{+}\right] \subset(0, \infty)$ such that

$$
\begin{equation*}
\left\{(\alpha, \beta) \in \mathbb{R}^{2} \mid D(\alpha, \beta) \leq \chi_{2,032}^{2}\right\} \subset\left\{(\alpha, \beta) \in \mathbb{R}^{2} \mid \lambda_{\alpha \beta}(\tilde{y}) \in\left[\lambda_{\bar{y}}^{-}, \lambda_{j}^{+}\right]\right\} \tag{79}
\end{equation*}
$$

Solving equation (7.6) for $\alpha$ yields $\alpha_{\tilde{y}}(\beta, \lambda)=\log \lambda-\beta(\tilde{y}-1991.5)$ With this reparametrisation, the inclusion (7.9) reduces to

$$
\left\{(\beta, \lambda) \in \mathbb{R} \times(0, \infty) \mid D\left(\alpha_{j}(\beta, \lambda), \beta\right) \leq \chi_{2,032}^{2}\right\} \subset \mathbb{R} \times\left[\lambda_{j}^{-}, \lambda_{j}^{+}\right]
$$

The numerical results are shown in Figure 7.2 as dashed piecewise linear curves.

The results in Figure 7.2 for the years 1987 up to 1996 look quite satisfactory, although the $68 \%$-confidence intervals are larger than the estimated standard deviation $\hat{\sigma}\left(\lambda_{1000}^{\text {const }}\right)$ in the constant-parameter model, see Figure 4.1. (However, since the inclusion (7.9) is strict in general, we may have slightly overestımated the size of the confidence intervals here.) In Figure 72 , the upper $68 \%$-confidence bounds $\lambda_{1997}^{+}, \lambda_{1998}^{+}$and $\lambda_{1999}^{+}$for the future observation periods show a large uncertanty of the estimates. Of course, the small size of the historical data set is partially responsible for this uncertainty. The main contribution, however, comes from the log-linear model itself, because it blows up the unavordable uncertanty of the maximum-likelihood estımators $\hat{\alpha}$ and $\hat{\beta}$ in an exponential way. This loglinear model is already a very pessimistic one with respect to the future development of the event frequency. Due to the exponential amplification of the estimator uncertainty, the log-linear model is certanly not the favourite one for calculating a conservative estimate for the value of the Wincat coupons.

### 7.3. Square-root linear trend of the parameter

To avord the possibly negative Poisson parameters of the linear model from Subsection 71 and the very pessimistic perspective of the future event frequency in the log-linear model from Subsection 7.2, we want to consider the usual root-linear model

$$
\lambda_{\sigma, y}(y)=(\alpha+\beta(y-19915))^{2}, \quad \alpha, \beta, y \in \mathbb{R}
$$

Along the lines of the previous subsection, we obtain Figure 7.3 A recalculation of Table 7.1 leads to the knock-out probabilties $27.8 \%$ (without $15 / 17$-correction), $314 \%$ and $35 \%$ for the WinCAT coupons and a discounted value of CHF 210.86

Incidentally, note that the maximum-likelihood estimators $\hat{\alpha}$ and $\hat{\beta}$ are not uniquely defined in this square-root linear model: If $(\hat{\alpha}, \hat{\beta})$ maximises the likelihood function, then so does $(-\hat{\alpha},-\hat{\beta})$ The starting values for $\alpha$ and $\beta$
determine which of these solutions is found by the numerical iteration procedure.

In this square-root linear model, the estimated Poisson parameter drops to zero between 1983 and 1984 and increases in the more distant past. This model deficiency, however, is not of great importance for the extrapolation into the future. A more important problem is, as in the log-linear model of Subsection 7.2, the built-in pessımistic perspective of a future quadratic growth of the event frequency. In the next subsection we shall present a model which is better tallored for the extrapolation of the estımated Poisson parameter in our case.


Figure 73 Root-linear dependence $\lambda_{11},(\nu)=(\alpha+\beta(y-19915))^{2}$ of the Poisson parameter The maximum-likelihood method leads to $\hat{a} \approx 123$ and $\hat{\beta} \approx 0154$ These evtumates give the solid curve and the extrapolated values The $68 \%$-confidence bound are andicated by the dashed precewise hear curves

### 7.4. Modified-linear trend of the parameter

To avoid the problems of negative Poisson parameters and too pessımistic perspectives of the future event frequency, we want to consider the dependence

$$
\begin{equation*}
\lambda_{o, \beta}(y)=\log (1+\exp (\alpha+\beta(y-19915))), \quad \alpha, \beta, y \in \mathbb{R} . \tag{7.10}
\end{equation*}
$$

We shall call it modified linear, because $y \mapsto \lambda_{n, \beta}(y)$ is approximately linear for $\alpha+\beta(y-19915) \gg 0$ and the graph bends smoothly for $\alpha+\beta(y-1991.5) \approx 0$ to avold negative values The number one in (7.10) arises from this restriction, another value, let us call it $\gamma$, would lead to the
asymptotıc value $\log \gamma$ when $\alpha+\beta(y-19915) \ll 0$. Maxımum-likelihood estimators and $68 \%$-confidence intervals are calculated with the procedures outlined in Subsections 7 I and 72 . The results are shown in Figure 7.4, the maxımum-lıkelihood estimates are $\hat{\alpha} \approx 1.36$ and $\hat{\beta} \approx 0.521$ Figure 7.4 also shows that the estimator uncertanty is amplified only in a linear way. A recalculation of Table 7.1 with the extrapolated values of the Poisson parameter from Figure 74 lead to the knock-out probabilities 27.4\% (without 15/17-correction), $30.2 \%$ and $329 \%$ for the three Wincat coupons and a discounted value of CHF 214.44.


Figire 74 Observed number of events with more than 1000 adjusted claims together with a moditied-linear fit of the Poisson parameter for such events using $\lambda_{a},(y)-\log (1+\exp (a+\beta(y-19915)))$ The maximum-likelihood method leads to $\dot{i} \approx 136$ and $\hat{\beta} \approx 0521$ The dashed precewise linear curves indicate the estmatited $68 \%$-confidence interval for $\lambda_{n \prime}\left(y^{\prime}\right)$ as derived from the log-ikelihood ratio statistic The uncertanty of the estimates gows only linearly

### 7.5. Smooth transition of the parameter

The models from the previous subsections can be criticised in the sense that an extrapolation far into the future gives unreasonable results. Of course, such a far-reaching extrapolation should not be done in the current case with just ten observations, and the models of the previous subsections were not chosen for this purpose. If future observations would confirm an increasing trend of the strength estimated in the previous subsections, then Winterthur Insurance would have a strong incentive to introduce preventive measures. Notice that the WINCAT coupons provide a reinsurance on the financial market for only half the amount necessary for the adjustment of damages
arising from just one event per observation period with at least 6000 adjusted claıms. Hence, let us also consıder a model for a smooth transition between two limiting intensities, where the speed and the direction of the transition is measured by a parameter $\beta$. While zero is certainly a natural lower limit for the intensities, there is some ambiguity for the upper bound. A plausible ad hoc choice based on the data is the largest observation. To avord an exponentially fast convergence to the limsting values, we do not propose a scaled version of the normal or the logistic distribution function but take a scaled version of the Cauchy distribution function instead

$$
\begin{equation*}
\lambda_{\alpha-\beta}(y)=5\left(\frac{1}{2}+\frac{1}{\pi} \arctan (\alpha+\beta(y-1991.5))\right), \quad \alpha, \beta, y \in \mathbb{R} \tag{7.11}
\end{equation*}
$$

Maxımum-lıkelıhood estımators and $68 \%$-confidence intervals are calculated with the procedures outlined in Subsections 7.1 and 72 . The results are shown in Figure 7.5, the values of the estimators are $\hat{\alpha} \approx-0466$ and $\hat{\beta} \approx 0.442$. A recalculation of Table 7.1 with the extrapolated values of the Poisson parameter from Figure 75 lead to the knock-out probabilities $27.5 \%$ (without $15 / 17$-correction), $282 \%$ and $28.7 \%$ for the three Wincat coupons and a discounted value of ChF 220.53


Figlri: 75 A smooth transition of the Poisson parameter according to (7 II) The possible range of the parameter is determined by the smallest and largest observed value, respectively The maximum-likelihood method leads to $\hat{\kappa} \approx-0466$ and $\hat{\beta} \approx 0442$ The dashed piecewise linear curves indicate the esumated $68 \%$ confidence intervals for $\lambda_{a},(y)$ as derived from the log-likelihood ratio statistic These intervals clearly show the artifictal restriction of the range of the Poisson parameter

The drawback of this model is illustrated by the $68 \%$-confidence intervals given in Figure 7.5. For the years 1990-1994, they are considerably larger than the ones in Figure 74, and starting from 1991, one clearly sees the influence of the artificial model assumption about the upper bound.

## 8 Testing for a positive trend in the Poisson parameter

For the various models with a time-dependent Poisson parameter discussed in Section 7, it is of interest to check whether the additional parameter $\beta$ for modelling a trend is significantly different from zero For this purpose we shall assume that there is no trend in the data, and try to determine the probability that the estımated trend parameter $\hat{\beta}$ takes values which are at least as large as the observed one

The model with a linear trend in the Poisson parameter given by (7 1) has a serıous deficiency with respect to the positivity of the Poısson parameter as pointed out in Subsection 7.1. However, we can test whether the observations $N_{1987}, \ldots, N_{1996}$ exhibit a linear dependence on the year of the observation period. For this test, as for the one in Subsection 5.2, we assume that $N_{1987}, \quad, N_{1996}$ are exchangeable so that every permutation of the ten observations has the same probability. We do not assume that $N_{1987}, ., N_{1996}$ are independent or that they have a Poisson distribution. For every permutation $\pi$ of the ten years 1987, .., 1996, which gives a different sequence of observations, we calculate the value of

$$
\begin{equation*}
\varphi(\pi)=\sum_{y=1987}^{1996} N_{\pi(y)}(y-1991.5) \tag{81}
\end{equation*}
$$

This test statistic has a symmetric distribution under the above null hypothesis and attans all 88 possible values of the form $k+\frac{1}{2}, k \in \mathbb{Z}$, between -43.5 and 43.5 . When the permutation $\pi$ is the identity id, then $N_{\pi(1987)}, \ldots, N_{\pi(1996)}$ are given by the observed values ( $0,0,0,2,2,4,1,5,2$, 1) and we obtain $\varphi(1 \mathrm{~d})=23.5$. Working through all 50400 different permutations from (5.5), it turns out that for 3726 of them, about $739 \%$, the value of $\varphi(\pi)$ is larger or equal to $\varphi(1 \mathrm{~d})=23.5$. (Due to symmetry, it suffices to consider only one half of these permutations in our case. If there were a substantially higher number of permutations, then a suitable number of random permutations would have to be generated)

For the remaining tests of this section we assume that $N_{1987}, \ldots, N_{1996}$ are independent and identically distributed according to a Poisson distribution, meaning that the trend models are correct with $\beta=0$. This no-trend assumption implies in particular that every permutation $\pi$ of $N_{1987}, \ldots, N_{1996}$ has the same probability. The maxımum-likelıhood estımator $\hat{\beta}_{\pi}$ corresponding to $N_{\pi(1987)}, . ., N_{\pi(1996)}$ via one of the trend models is then a function of the random permutation $\pi$, and we can determıne the percentage of all permutations which lead to a value of $\hat{\beta}_{\pi}$ larger or equal to the observed value for $\hat{\beta}_{1 \mathrm{~d}}$.

The model with the log-linear trend (76) of the Poisson parameter is not more sensitive to permutations than the test statistic (8.1): For a permutation $\pi$ of the years 1987-1996 we can define the log-likelihood function $I_{\pi}$ similarly to (77) by

$$
l_{\pi}(\alpha, \beta)=\sum_{y=1987}^{1996}\left(N_{\pi(v)}(\alpha+\beta(y-1991.5))-e^{\alpha+\beta(y-19915)}-\log N_{\pi(y)}!\right)
$$

for $\alpha, \beta \in \mathbb{R}$. Using (8.1) and the associativity of summation to rewrite $I_{\pi}(\alpha, \beta)$, we see that

$$
l_{\pi}(\alpha, \beta)=\beta \varphi(\pi)+\sum_{y=1987}^{1996}\left(\alpha N_{y}-e^{\alpha+\beta(y-19915)}-\log N_{v}!\right)
$$

which means that all the dependence of the log-likelihood function $l_{\pi}$ on the permutation $\pi$ is contaned in the test statistic $\varphi(\pi)$ and no new information can be obtained by calculating the maximum-likelihood estımator $\hat{\beta}_{\pi}$, corresponding to $I_{\pi}$.

A simular permutation test for the model from Subsection 73 with a square-root linear trend of the Poisson parameter is meaningless. As already noted in Subsection 7.3, if $(\hat{\alpha}, \hat{\beta})$ maxımises the likelihood function, then so does $(-\hat{\alpha},-\hat{\beta})$ Hence we should only consider the absolute value of the estimator $\hat{\beta}$. Furthermore, a large value such as $|\hat{\beta}| \approx 02486$ for the maxımum-likelıhood estımator arises from an increasing tuple like ( $0,0,0,1,1,2,2,2,4,5$ ) and also from a decreasing tuple like $(5,4,2,2,2,1,1,0,0,0)$ An even larger value of $|\hat{\beta}| \approx 04535$ arises from a " $U$-shaped" tuple like (5, 2, 1, 1, 0, 0, 0, 2, 2, 4) A corresponding " $\cap$-shaped" tuple like $(0,1,2,2,5,4,2,1,0,0)$ gives $|\hat{\beta}| \approx 0047$ however. Therefore, large values of $|\hat{\beta}|$ are not equivalent to a large "rate of change" in the tuple. Nonetheless, for the curious reader: About $247 \%$ of all permutations result in $|\hat{\beta}| \geq 0154$.

We can use the permutation test to challenge the no-trend hypothesis within the modified-linear trend model. For every permutation $\pi$ of the 50400 ones, which lead to different sequences of the ten observations, we determine the estimator $\hat{\beta}_{\pi}$ which maximises the corresponding loglikelıhood function

$$
\begin{equation*}
l_{\pi}(\alpha, \beta)=\sum_{y=1987}^{1996} \log \left(\text { PoIsson }_{\lambda_{\mu},(y)}\left(N_{\pi(y)}\right)\right) \tag{8.2}
\end{equation*}
$$

with $\lambda_{\mathrm{a}, \xi}(y)$ given by (7.10). The corresponding distribution function for $\hat{\beta}$, viewed as a random variable depending on $\pi$, is given in Figure 8 1. Note that $\hat{\beta}$ is quite sensitive to the permutations, because - except close to zero the distribution function in Figure 8.1 looks "smooth" compared to the one in Figure 51 or the one with 88 jumps which would arise from the test statıstic (8.1) The probability under the no-trend assumption for $\hat{\beta} \geq 0.52$ is about $166 \%$, which is quite significant


Figlere 81 Disiribution function of the estimated trend parameter $\hat{\beta}$ in the modified-linear model under the assumption that there is no trend, 1 c , all permutations of the ten observations have the same probability Under this assumption the probability for $\hat{\beta} \geq 052$ is about $166 \%$

For the permutation test in the model with a smooth transition of the Poisson parameter, we also determıne, for every permutation $\pi$, the estimator $\hat{\beta}_{\pi}$, which maximises the log-likelihood function (8.2) with $\lambda_{o, \beta}(y)$ given by (7.11). The corresponding distribution function looks similar to the one in Figure 8.1 in the sense that it is "smooth" and therefore sensitive to the permutations. There are 1504 permutations of the 50400 different ones, about $2.98 \%$ of them, which lead to a maxımum-likelihood estımate $\hat{\beta} \geq 0442$ Again, the result is quite significant for the small data set.

Note that the various trend models "measure trend" by the parameter $\beta$ in different ways, therefore it is no surprise that the test results depend on the used model. More explicitly, every model defines a map $\pi \mapsto \hat{\beta}_{\pi}$ on the set of all permutations of the ten observations, and if $\hat{\beta}_{\tau} \leq \hat{\beta}_{\pi^{\prime}}$ for two permutations $\pi$ and $\pi^{\prime}$ in one trend model, then the corresponding inequality does not need to hold for the maxımum-likelihood estımators in another trend model

## 9. Composite Poisson model with a change-point

The models in Section 7 allowed to take a contmuously changing Poisson parameter into account by choosing a non-vanıshıng trend parameter $\beta$ By extrapolating far enough into the future, these models - with the exception
of the smooth-transition model of Subsection 75 - lead to extrapolated values of the Poisson parameters which are larger than any value observed so far. Since the Poisson parameter is equal to the mean of the corresponding Poisson distribution, such large values might not be desirable or might be too pessimistic While it is desirable that more recent observations have a greater influence than older observations for estımatıng the value of the WINCAT coupons, new observations can have a considerable impact on these estimated values when one of the models of Section 7 is chosen; see Section 12 for a more detaled discussion. If one is willing to accept a discontinuously changing Poisson parameter, then a compromise between the constant parameter models of Section 4 and the trend models of Section 7 can be considered, namely a model with a change-point in the Poisson parameter.

Let $y_{c} \in\{1988, . ., 1996\}$ be the year of the parameter change The corresponding likehhood function arising from the ten observations $N_{1987}, \ldots, N_{1996}$ is

$$
\begin{equation*}
L\left(y_{c}\right)=\prod_{y=1987}^{v_{c}-1} \text { Poisson }_{\lambda_{0}\left(y_{c}\right)}\left(N_{y}\right) \times \prod_{v=y_{i}}^{1996} \operatorname{PoIsson}_{\lambda_{1}\left(v_{t}\right)}\left(N_{y}\right) \tag{9.1}
\end{equation*}
$$

where

$$
\lambda_{0}\left(y_{c}\right)=\frac{1}{y_{c}-1987} \sum_{y=1987}^{y_{1}-1} N_{y} \quad \text { and } \quad \lambda_{1}\left(y_{c}\right)=\frac{1}{1997-y_{c}} \sum_{y=y_{c}}^{1996} N_{y}
$$

are the (maximum-likelihood) Poisson parameter estimators arising from the observations before and after the change-point For $y_{c}=1987$, which means that there is no change-point in the observed data, we omit the first product in (9.1) For the $\log$-likelihood function $l\left(y_{l}\right)=\log L\left(y_{c}\right)$, we get

| $y_{c}$ | $I\left(y_{c}\right)$ |
| :---: | :---: |
| 1988 | -1623 |
| 1989 | -1423 |
| 1990 | -1196 |


| $y_{\mathbf{c}}$ | $I\left(y_{c}\right)$ |
| :---: | :---: |
| 1991 | -1469 |
| 1992 | -1552 |
| 1993 | -1745 |


| $y_{c}$ | $t\left(y_{c}\right)$ |
| :---: | :---: |
| 1994 | -1694 |
| 1995 | -1799 |
| 1996 | -1784 |

and $l(1987)=-18.02$, if there is no change-point. Clearly, the choice $y_{c}=1990$ by far maximıses the log-likelihood, leadıng to $\lambda_{0}(1990)=0$ and $\lambda_{1}(1990)=17 / 7 \approx 243$, see Figure 9.1. Of course, the estimate $\lambda_{0}(1990)=0$ cannot be the true value and this might be considered a model deficiency. However, only the Poisson parameter $\lambda_{1}(1990)$ for the observations after the jump is of interest for the extrapolation and the estimate of the knock-out probability $P_{C A 1}$ This also means that all observations before the changepoint are ignored for the extrapolation. Using $\hat{p}_{6000} \approx 00757$ from (4.32), we obtain similarly to (4.7) and (4.8) that

$$
P_{\mathrm{CAT}}=1-\exp \left(-\hat{p}_{6000} \lambda_{1}(1990)\right) \approx 0.1680
$$



Figure 91 A model whth a change-point in the Poisson parameter A change from $\lambda_{0}=0$ to
$\lambda_{1}=17 / 7 \approx 243$ between 1989 and 1990 maximuses the likelihood The dashed lines indicate the estimated standad devidions of the Polson parameters disregarding the uncertanty arising from the estumate of the location of the change-point

A recalculation of Table 3.2 gives a discounted value of CHF 253.80 for the Wincat coupons Using an analogue of (4.28) leads to $P_{\text {Ciat }} \approx 0.1689$ and Chf 253.56.

For the standard deviation of $\lambda_{1}(1990)$ indicated by the dashed lines in Figure 9.1, we take an estimate simular to (4.4), namely

$$
\hat{\sigma}\left(\lambda_{1}(1990)\right)=\sqrt{\lambda_{1}(1990) / 7}=\sqrt{17} / 7 \approx 0.59
$$

A simılar estımate for $\lambda_{0}(1990)$ does not lead to a meanıngful result, because $\lambda_{0}(1990)=0$. The log-likelihood ratio statistic does not seem to be suitable here, because the application of asymptotic results to just three observations is questionable Lookıng for the largest Poisson parameter $\lambda$ such that the likelihood for the joint occurrence of the three independent events $N_{1987}=0$, $N_{1988}=0$ and $N_{1989}=0$ is $68 \%$, we get $\exp \left(-3 \hat{\sigma}\left(\lambda_{0}(1990)\right)\right)=0.68$, which gives $\hat{\sigma}\left(\lambda_{0}(1990)\right) \approx 0.13$. However, the smallest possible observation for $\lambda_{0}(1990)$ besides zero is $1 / 3$, hence we should take at least $\hat{\sigma}\left(\lambda_{0}(1990)\right)=1 / 3$. This is also the smallest value besides zero, which we can get by the formula $\sqrt{\lambda_{0}(1990) / 3}$ similarly to (4.4).

Note that the two estimates $\hat{\sigma}\left(\lambda_{0}(1990)\right)$ and $\hat{\sigma}\left(\lambda_{1}(1990)\right)$ do not incorporate any uncertainty about the location of the change-point While
asymptotic results for confidence regions of change-point estumates based on likelihood ratio tests are avallable, see e.g. [9] and [22], it is problematical to apply these to the present short sequence with a priori unknown $\lambda_{0}$ and $\lambda_{1}$, in particular since the log-likelihood function gives such a clear-cut answer for the location of the change-point here

## 10. Peaks-over-threshold method

The composite Poisson models discussed in Sections 4, 5 and 7-9 make an a priori distinction between the event frequency and the event severity, which is the adjusted number of clams arising from these events. This distinction allows to choose from a selection of constant-parameter and tume-dependent parameter models for the event frequency and, independently, to choose a distribution for the event severity: the Bernoulli distribution, the Pareto distribution and the generalised Pareto distribution have been discussed in Section 4.

So far we fitted several Poisson models with a tume-dependent parameter to the observed event frequencies It is an obvious idea to consider also a time-dependent distribution for the event severity; most of the arguments given at the beginning of Section 7 can be used to support this idea. However, there is also the aim of parameter parsimony and the danger of overfitting With the present small historical data set. this danger probably becomes real when we try to estimate trend parameters for the event frequency and the event severity separately. If we tear down the wall between event frequency and severity, then there is a threeparameter model avallable, which incorporates the for theoretical reasons desirable generalised Pareto distribution for the event severity and the Poisson distribution for the event frequency The Poisson distribution is also backed up by extreme value theory, because the point process of exccedances over thresholds, in an approprate set-up, converges weakly to a time-homogeneous Poisson point process as the threshold increases and the time is rescaled accordingly to keep the expected number of exceedances constant, see [6, Theorem 5.3.2]. By allowing a trend in one of the three parameters, which requires a fourth parameter. we can model a possible time-inhomogenety in both distributions. Note that such a joint model for event frequency and severity might better account for the two events in 1994 which just pierced the threshold of 1000 adjusted clams.

The original continuous-time model is called peaks-over-threshold model and we shall give a brief outline adapted to the present problem below. For a more detaled discussion, see [6, Chapter 6.5] for example This peaks-overthreshold model is also used in a case study of wind storm losses encountered by a Swedish insurance group, see H. Rootzén and N. Tajvidi [13], their fifth section is devoted to trend detection.

Consider a Poisson point process on the set $\{1987, \ldots, 1996\} \times \mathbb{R}$ with an intensity measure $\Lambda_{\mu \xi, \tau}$ which is unıquely determined by

$$
\begin{equation*}
\Lambda_{\mu, \xi, \tau}(\{y\} \times(x, \infty))=\left(1+\xi \frac{x-\mu}{\tau}\right)_{+}^{-1 / \xi}, x \in \mathbb{R}, y \in\{1987, \ldots, 1996\} \tag{101}
\end{equation*}
$$

where $\tau$ and $\xi$ are strictly positive model parameters and $\mu \in \mathbb{R}$ denotes a location parameter If $\xi(x-\mu) \leq-\tau$, then the rıght-hand side of (10.I) has to be interpreted as infinity. The value

$$
\begin{equation*}
\Lambda_{\mu} \xi_{,}(\{y\} \times(a, \infty))=\left(1+\xi \frac{a-\mu}{\tau}\right)_{+}^{-1 / \xi} \tag{10.2}
\end{equation*}
$$

is the Poisson parameter for the number of events exceeding the threshold $a$ in the observation period ending in year $y$. All events for which the number of adjusted claims exceeds the threshold of $a=1000$ are recorded in Table 1 1. Of course, the model parameters should be chosen such that the Poisson parameter in (10.2) is finite, which is equivalent to $\xi(a-\mu)>-\tau$. For $x \geq a$, the ratio of the Poisson parameters from (10.1) and (10.2) is

$$
\begin{equation*}
\frac{\Lambda_{\mu, \xi, \tau}(\{y\} \times(x, \infty))}{\Lambda_{\mu, \tau}(\{y\} \times(a, \infty))}=\left(1+\xi \frac{x-a}{\tau_{a}}\right)^{-1 / \xi} \quad \text { with } \quad \tau_{a}=\tau+\xi(a-\mu) \tag{10.3}
\end{equation*}
$$

This ratio is the conditional probability for a Poisson point to lie in the subset $\{y\} \times(x, \infty)$ given that it les in $\{y\} \times(a, \infty)$. It is also the expected number of points in $\{y\} \times(x, \infty)$ divided by the expected number of points in $\{y\} \times(a, \infty)$. As the right-hand side of (10.3) shows, the conditional probability is the tall $1-G_{a, \xi \tau_{u}}(x)$ of a shifted generalised Pareto distribution of the form (429).

The above calculation shows that the points-over-threshold model is structurally stable with respect to an increase in the threshold $a$; according to (10.2) and (10.3) we just get different Poisson and scale parameters. This stability can be used to determine an appropriate threshold by exploratory data analysis; due to our small historical data set, we do not attempt such an analysis here. Note that we have chosen the set \{1987, .., 1996\} instead of a ten-year interval because we want to refrain from modelling a seasonal dependence of the storm and hail damages.

As an abbreviation for the Poisson parameter from (10.2), let $V(x ; \mu, \xi, \tau)$ denote the right-hand side of (10.1) for all $\xi, \tau>0$ and $\mu, x \in \mathbb{R}$ satisfying $\xi(x-\mu)>-\tau$, and let $\nu(x, \mu, \xi, \tau)=-(\partial / \partial x) V(x, \mu, \xi, \tau)$. The function

$$
[a, \infty) \ni x \mapsto \frac{v(x ; \mu, \xi, \tau)}{V(a, \mu, \xi, \tau)}=\frac{1}{\tau_{a}}\left(1+\xi \frac{x-a}{\tau_{a}}\right)^{-1-1 / \xi}
$$

is the $(-\partial / \partial x)$-derivative of (10.3) and therefore the density of the shifted generalised Pareto distribution $G_{a, \xi, \tau_{u}}$ on $[a, \infty)$, see (4.29).

To take a time-inhomogenetty into account, we first consider a linear dependence of the location parameter given by

$$
\begin{equation*}
\mu_{\alpha, \beta}(y)=\alpha+\beta(y-19915), \quad \alpha, \beta, y \in \mathbb{R} . \tag{10.4}
\end{equation*}
$$

The location parameter has to satisfy $\xi\left(a-\mu_{\alpha, \beta}(y)\right)>-\tau$ for all years $y$ under consideration In this way we get a family of Poisson parameters and shifted generalised Pareto distributions via (10.2) and (10.3), respectively Motivated by the simulation study in [13, Section 3], we use only the maximum-likelihood method for estimating the parameters and do nether consider the method of moments nor probability weighted moments. The maximum-likelihood method is also more flexible with respect to model extensions.

The likelihood function is given by

$$
\begin{equation*}
L(\alpha, \beta, \xi, \tau)=\prod_{y=1987}^{1996}\left(\operatorname{Poisson}_{V\left(a, \mu_{n},(y), \xi, \tau\right)}\left(N_{y}\right) \prod_{l=1}^{N_{1}} \frac{v\left(X_{l, v} ; \mu_{0, \beta}(y), \xi, \tau\right)}{V\left(a, \mu_{n, \beta}(y), \xi, \tau\right)}\right) \tag{105}
\end{equation*}
$$

with the Poisson distribution as in (4 I), where $N_{1987}, \ldots, N_{1996}$ are the numbers of observed events exceeding the threshold $a=1000$ in the years 1987, , 1996 and $X_{1, y}, \ldots, X_{N_{1}, y}$ are the numbers of adjusted clams of the events in the year $y$ given by Table 11 Using the abbreviation $c=-\sum_{r=1987}^{1996} \log N_{y}!$, we can write the $\log$-likelihood function corresponding to (10.5) as

$$
\begin{equation*}
I(\alpha, \beta, \xi, \tau)=c-\sum_{y=1987}^{1996} V\left(a, \mu_{a, \beta}(y), \xi, \tau\right)+\sum_{i=1}^{17} \log v\left(X_{i}, \mu_{\alpha, \beta}\left(y_{i}\right), \xi, \tau\right), \tag{10.6}
\end{equation*}
$$

where $X_{1}, \quad, X_{17}$ are the numbers of adjusted clams of the 17 events recorded in Table 1.1 and $y_{1}, y_{17}$ are the corresponding years these events happened Incidentally, note that the log-likelihood function in (106) would be flexible enough to accommodate a changing threshold for recording historical events; the constant $a=1000$ simply has to be replaced by a function $y \mapsto a_{y}$, for this purpose.

If we take $\beta=0$, then we actually have a three-parameter model consistung of the constant-parameter Poisson model for the event frequencies and the generalised Pareto distribution for the event severity. This model coincides with the one discussed in Subsection 43 The maximum-likelihood method using (10.6) leads to the estumates $\hat{\mu}_{0}=\hat{\alpha}_{0} \approx 1427.5, \hat{\xi}_{0} \approx 0.7243$ and $\hat{\tau}_{0} \approx 9703$, which give via (102) and (103) the Poisson parameter $\Lambda_{i_{0}, \tilde{\varepsilon}_{0}, \tilde{t}_{0}}(\{y\} \times(1000, \infty)) \approx 17$ for every year $y$ and the scale parameter $\hat{\tau}_{u 0} \approx 660.7$, where the index zero refers to $\beta=0$ These estumated values coincide with the ones in (43) and (4.31), which is reassuring. On the other hand, we can use this fact to determine the maximum-likelihood estimates arising from (10.6) with $\beta=0$ in an easier way The scale parameter $\hat{\tau}_{u, 0}$ and
the shape parameter $\hat{\xi}_{0}$ for the generalised Pareto distribution can be calculated as in Subsection 4.3, the Poisson parameter $\lambda_{1000}^{\text {const }}$ is given by (4.2) Solving (10.2) and (103) leads to

$$
\hat{\tau}_{0}=\hat{\tau}_{a, 0}\left(\lambda_{1000}^{\text {const }}\right)^{\hat{\varepsilon}_{0}} \quad \text { and } \quad \hat{\mu}_{0}=a+\left(\hat{\tau}_{0}-\hat{\tau}_{a, 0}\right) / \hat{\xi}_{0}
$$

In this way we can determine starting values for the numerical iteration procedure in the time-inhomogeneous cases discussed below

Maximising the log-likelihood function (10.6) without the restriction $\beta=0$, we obtain the estimates $\hat{\alpha} \approx 13769, \hat{\beta} \approx 93.99, \hat{\xi} \approx 06534$ and $\hat{\tau} \approx 10213$. The positive value of $\hat{\beta}$ leads to an increasing value of the location parameter, which leads to an increasing Poisson parameter via (102) and to a decreasing scale parameter via (10.3) This means that the event frequency increases, but the event severity decreases. The expected number of events above the thresholds 1000 and 6000 for the years under consideration, calculated according to (10.2), are given in the second and third column of Table 10.1. A recalculation of Table 71 using the estumated parameters from the last three lines of Table 10.1 leads to a discounted value of ChF 26400 for the three Wincat coupons.

Note that $\hat{\beta}$ is so large that the restriction $\hat{\xi}\left(a-\mu_{\hat{0}, \hat{\beta}}(y)\right)>-\hat{\tau}$ is violated for the years $y \geq 2005$, which shows agan that extrapolation has to be done with great care. We should test whether the trend parameter $\beta$ is significantly different from zero Under the null hypothesis $\beta=0$, every redistribution of the 17 observations to the ten observation periods has the same probability, the log-likelihood function in (10.6) would not depend on this redistribution. In principle, we could use this observation for a permutation test. In practice, it is numerically demanding to determine the four maximum-likelihood estimators for several thousand random redistributions (there are $10^{17}$ redistributions in total, hence it is impossible to use all of them). We therefore resort to asymptotic results and use the log-likelihood ratio statistic. Assuming the model with $\beta=0$ and the above estimates $\hat{\alpha}_{0}, \hat{\xi}_{0}$ and $\hat{\tau}_{0}$ to be the correct one, the deviance $2 l(\hat{\alpha}, \hat{\beta}, \hat{\xi}, \hat{\tau})-2 l\left(\hat{\alpha}_{0}, 0, \hat{\xi}_{0}, \hat{\tau}_{0}\right)$ has approximately a $\chi^{2}$-distribution with one degree of freedom [15, Section 5.2.3]. With the above maxımumlikelhood estımates $\hat{\alpha} \approx 13769, \hat{\beta} \approx 93.99, \hat{\xi} \approx 0.6534$ and $\hat{\tau} \approx 1021.3$, we obtain $2 l(\hat{\alpha}, \hat{\beta}, \hat{\xi}, \hat{\tau})-2 l\left(\hat{\alpha}_{0}, 0, \hat{\xi}_{0}, \hat{\tau}_{0}\right) \approx 3.166$, which corresponds to the $7.52 \%$-quantil of the $\chi_{1}^{2}$-distribution

Another possibility to allow for a trend in the model is to assume that the location parameter $\mu$ and the strictly positive scale parameter $\tau$ depend in the same way log-linearly on the year, meanng that

$$
\begin{align*}
\mu_{\alpha, \beta}(y) & =\exp (\alpha+\beta(y-19915)), \quad \alpha, \beta, \gamma, y \in \mathbb{R}  \tag{107}\\
\tau_{B, \gamma}(y) & =\exp (\gamma+\beta(y-1991.5)), \quad
\end{align*}
$$

TABLE 101
 the localion paravicitr or a log-hinear dependence (10 7) of ihl scall and hir location parameters





| Year | Lutuear dependence of the location pasameter |  |  |  | Log-linear dependence of the scale and location parameter, |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\hat{\lambda}_{1114 N 1}$ | $\dot{\lambda}_{\text {Oик0 }}$ | $\hat{p}_{\text {frion }}$ | $P_{\text {cat }}$ | $\lambda_{\text {IIKNI }}$ | $\hat{\lambda}_{\text {grato }}$ | $\hat{p}_{\text {(1) }}{ }^{\text {(1) }}$ | $P_{\text {Cat }}$ |
| 1987 | 0957 | 0110 | 0115 | $104 \%$ | 0616 | 0036 | 0058 | $35 \%$ |
| 1988 | 1049 | 0113 | 0107 | 106\% | 0756 | 0045 | 0059 | 44\% |
| 1989 | 1157 | 0115 | 0099 | 109\% | 0925 | 0056 | 0061 | $55 \%$ |
| 1990 | 1285 | 0118 | 0092 | $111 \%$ | 1128 | 0070 | 0062 | 68\% |
| 1991 | 1437 | 0120 | 0084 | $113 \%$ | 1369 | 0088 | 0064 | 84\% |
| 1992 | 1623 | 0123 | 0076 | $116 \%$ | 1655 | 0110 | 0066 | $104 \%$ |
| 1993 | 1851 | 0126 | 0068 | $119 \%$ | 1990 | 0137 | 0069 | $128 \%$ |
| 1994 | 2139 | 0129 | 0060 | $121 \%$ | 2381 | 0171 | 0071 | 157\% |
| 1995 | 2508 | 0132 | 0053 | $124 \%$ | 2831 | 0213 | 0075 | 192\% |
| 1996 | 2995 | 0136 | 0045 | $127 \%$ | 3347 | 0265 | 0079 | $233 \%$ |
| 1997 | 3663 | 0139 | 0038 | $130 \%$ | 3930 | 0328 | 0084 | $280 \%$ |
| 1998 | 4618 | 0143 | 0031 | $133 \%$ | 4583 | 0406 | 0089 | $334 \%$ |
| 1999 | 6067 | 0147 | 0024 | 136\% | 5307 | 0501 | 0094 | $394 \%$ |

Such a model extension is appropriate when the event severity is measured in currency units subject to a yearly inflation rate of $e^{\beta}-1$, for example. The parameters have to satisfy $\xi\left(a-\mu_{0, \beta}(\nu)\right)>-\tau_{\beta, \gamma}(y)$ for all years $y$ under consideration Defining the corresponding log-likelihood function sımilarly to (10.6) by
$\tilde{l}(\alpha, \beta, \gamma, \xi)=c-\sum_{v=1987}^{1996} V\left(a ; \mu_{\alpha, \beta}(y), \xi, \tau_{\beta, \gamma}(y)\right)+\sum_{i=1}^{17} \log v\left(X_{i} ; \mu_{\alpha \beta}(y), \xi, \tau_{\beta, \gamma}\left(y_{i}\right)\right)$,
and maximising it numerically, we obtan the estumates $\hat{\alpha} \approx 7199, \hat{\beta} \approx 0.1379$, $\hat{\gamma} \approx 6835$ and $\hat{\xi} \approx 05972$ Since $\hat{\xi} \exp (\hat{\alpha}) \approx 7991<929.8 \approx \exp (\hat{\gamma})$, the above inequality $\hat{\xi}\left(a-\mu_{\hat{\alpha}, \hat{\beta}}(y)\right)>-\tau_{\hat{\beta}, \hat{\gamma}}(y)$ is satisfied for all $y \in \mathbb{R}$ The results are given in Table 10.1, the discounted value of the three Wincat coupons is ChF 20434 . With the values estumated above, the Poisson parameters $\hat{\lambda}_{1000}$ and $\hat{\lambda}_{6000}$ for the frequency of events with more than 1000 or 6000 claims, respectively, merease with tume This is illustrated by the sixth and seventh column of Table 10.1. Note that the two extensions of the peaks-over-threshold model come to opposite conclusions concerning the trend of the event severity. The fourth column of Table 10.1 exhibits a
decreasing trend of the probability $\hat{p}_{6000}$, that an cvent causes at least 6000 claıms, while the eighth column shows an increasing trend of $\hat{p}_{6000}$ This partial cancellation or superposition of trends leads to a difference of Chf 5966 between the two estimated values of the three Wincat coupons

To test the null hypotheses $\beta=0$ in the model extension specified by (10.7), we assume that this model with $\beta=0$ and the above estimates $\hat{\mu}_{0} \approx 14275, \hat{\xi}_{0} \approx 0.7243$ and $\hat{\tau}_{0} \approx 970.3$ is the correct one (which via (10.7) gives $\hat{\alpha}_{0}^{\prime}=\log \hat{\mu}_{0} \approx 7264$ and $\hat{\gamma}_{0}=\log \hat{\tau}_{0} \approx 6.88$ here) and determine the value of the log-likelihood ratio statistic. We get $2 \tilde{l}(\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\xi})-2 \tilde{l}\left(\hat{\alpha}_{0}^{\prime}, 0, \hat{\gamma}_{0}, \hat{\xi}_{0}\right) \approx 4.088$, which corresponds to the $432 \%-$ quantıl of the $\chi_{i}^{2}$-distribution.

Varıous other extensions of the peaks-over-threshold model for incorporatıng a trend are possible. We could consider a time-dependent shape parameter $\xi$, for example. Furthermore, instead of a linear or loglinear dependency as in (10.4) or (107), we could consider a greater selection of possible dependencies as we have done for the Poisson parameter in Sections 7 and 9. If the historical data set were bigger, also other suitable selections of two or even all three parameters $\mu, \xi$, and $\tau$ could be made tıme-dependent. We refrain from justifying, discussing, fitting and testing such models herc, but we hope that the worked-out cases in this section can serve as a guideline when the need for one of the above-mentioned extensions arises.

## 11. Comparison of the estimated values

Table 11.1 contans the estimated discounted values of all three Wincat coupons for the models considered in the previous sections. We have added several additional models, which arıse by combinıng the Bernoullı or Pareto distribution for the event severity with the various models for the event frequency. The entries of the table are grouped according to the used model for the event frequency. There is an additional partial order according to the value of the coupons.

The following remarks should be kept in mind when comparing the "conservative" value of CHF 229.78 obtained in [3] with the results of this paper.

- No explicit risk premium is included in the discounted values of the Wincat coupons given in Table 11.1.
- The extrapolated estimated Poısson parameters are in the region from 3.78 in Figure 7.1 up to 5.68 in Figure 7.3. In the historical data sct, two observation periods with four and five events are recorded, hence the extrapolated parameters are not unreasonable if one accepts the possibility of a trend.
- Time homogeneity is possible with all the models considered in this paper by choosing either $\beta=0$ or no change-point It is the historical data set that leads to the positive estimates for $\beta$ or the clear-cut location of the change-poınt, respectıvely.

TABLE II I
COMPARISON OF IHE VAIUE OF IHE THRIE DIGCOUNTED WINCAT COUPONSARIGINGHROM HII BINOMIAL MODI.
 peaksoover thresfold modli. no inplicil risk prlviluy is incllide The various esilmated coupon VAI UES CLEARI.Y' III.USIRAIE IHI MODH.I. RISK

| $N o$. | Coupon value | Corre $\mathrm{p}^{\text {ponding model }}$ |
| :---: | :---: | :---: |
| 1 | Ciff 24444 | Binomual model of Section 3 |
| 2 | Chf 26748 | Constant-parameter Poisson model of Section 4 and - generallsed Pareto distribution of Subsection 43 |
| 3 | Cilf 26329 | - Parcto disaribution of Subsection 42 |
| 4 | ChF 24737 | - Bernoulli distrihution of Subsection 41 |
| 5 | CHF 26662 | Generalised extreme value distribution of Section 6 |
| 6 | Chir 26400 | Peaks-over-threshold model of Section 10 and <br> - Imear trend of the location parancter |
| 7 | CHr 20434 | - log-lmear trend of the scale and location parameter |
| 8 | CuF 25380 | Change-pont model of Section 9 and generalised Parcto distributton of Subsection 43 |
| 9 | Chf 24799 | - Parcto distributon of Subsection 42 |
| 10 | Chr 22528 | - Bernoull distribution of Subsection 41 |
|  |  | Generalised Patieto distribution (429) and tume-dependent Poisson parameter with the |
| 11 | CuF 22388 | - linear trend of Subsection 71 |
| 12 | Chf 22053 | smoorh Iranstuom of Suhsection 75 |
| 13 | ChF 21444 | - modified-limear trend of Subsecton 74 |
| 14 | Chf 21437 | - log-lmear trend of Subsecuon 72 |
| 15 | CuF 21086 | - squate-root lmear trend of Subsection 73 |
|  |  | Pareto distribution (4 15 ) and a ume-dependent Poisson parameter with the |
| 16 | CuF 21519 | - Inear trend of Subsection 71 |
| 17 | ChF 21154 | ,mooth transituon of Subsectuon 75 |
| 18 | ChF 20496 | modufted-hnear trend of Subsection 74 |
| 19 | Chf 20493 | - log-lincar trend of Subsection 72 |
| 20 | Chr 20112 | - Square-root Incar trend of Subsection 73 |
|  |  | Bernoull distribution and a time-dependent Poisson parameter with the |
| 21 | CHr 18956 | - linear trend of Subsection 71 |
| 22 | ChF 18511 | - smooth transthon of Subsection 75 |
| 23 | CHF 17736 | - modifict-limear trend of Subsectuon 74 |
| 24 | ChF 17744 | - log-/mear trend of Subsection 72 |
| 25 | ChF 17287 | - square-roor lmear trend of Subsection 73 |

A higher event frequency magnıfies the differences between the estimate $\hat{p}_{6000} \approx 0.0857$ from (424) obtaned by the Pareto fit of the adjusted clam numbers, the estımate $\hat{p}_{6000} \approx 00757$ from (4.32) obtaıned by the general-ised-Pareto fit, and the estımate $\hat{p}_{6000}=2 / 17 \approx 0118$ from the Bernoull distribution of Subsection 4.1. As Table 11.1 shows, these differences between the empirical and the fitted distribution functions in Figures 42 and 43 give rise to quite different values of the Wincat coupons The specific form of a possible trend is of minor importance.

In the linear-trend model of Subsection 7.1, the slope $\beta$ is restricted by the positivity requirement of the Poisson parameter Similarly, in the smoothtransition model of Subsection 7.5, there is the imposed upper bound for the Poisson parameter Both restrictions lead to higher estımated coupon values.

## 12 Model robustness and sensitivity analysis

When choosing a model, in particular for low frequency event risks, it is of interest to know how sensitive the model reacts to changes of the data We refrain from manipulating the available historical data of Table 11 for this purpose Instead, we employ a scenario techmique by addıng fictıtıous data for 1997 to the historical data set of Table 11 For a favourable scenario, we assume the best possible case, namely that no event with more than 1000 claims is recorded in 1997. Such an event history happened three times already during the recorded 10 -year history For a stress scenario, we want to add a bad event record for 1997 To remain realıstic, we prefer to pick a bad year from the avalable historical data set While the year 1994 is certanly the worst case with respect to the event frequency, it would not lead to a knock-out of the coupon and therefore counts as a favourable year for the binomal model of Section 3 Hence we choose the data of the year 1992 as a common stress scenario for all models listed in Table 111.

For an easy comparison of the previous results with the coupon values arising from these scenarios, we assume that an identical three-year bond is issued in February 1998, that the observation period for the first coupon is shorter for applying the 15/17-correction from (21), and that the interestrate structure for the coupons is again given by Table 31 . Based on the extended 11-year data set, we estimate the discounted value of the corresponding three Wincat coupons using all models discussed so far The model-dependent changes of the value are given in the third and forth column of Table 12.1

The robustness and sensitivity of the models should not be judged exclusively on the numbers in Table 121 , because the two scenarios do not illustrate every possible behaviour of the models In the change-point model of Section 9, the change-point illustrated by Figure 9.1 remams between 1989 and 1990 in both scenarios Simularly, in the hnear-trend model of Subsection 71 , there is no solution of the likelihood equations (7.3) in either scenario, hence we use the pragmatic approach again and set $\alpha=0$ Three trend models. namely the root-linear model of Subsection 7.3, the modified-
lmear model of Subsection 7.4, and the smooth-transition model of Subsection 75 lead to a slightly smaller cstimate for the trend parameter $\beta$ even in the stress scenario. These are exactly those trend models of Section 7 that predicted a Poisson parameter larger than four for the year 1997 For the favourable scenario, the biggest relative change shows up in the smoothtransition model of Subsection 7.5; the trend parameter $\beta$ drops from 0.442 to 0.114 . Due to our choice of the stress scenario, the imposed upper bound in the smooth-transition model remamed at 5

TABLE 121




 10 new dala Tile last moler collemns characterist tile disiribitions of the couron valurs basid


| Model <br> No. | Coupon value ${ }^{\text {in }}$ CHF | Value change in icenarto with |  | Coupon value distributoon (in C IIt) arrsing from stimulated model data |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | no event | 4 event | Mcan | Medan | Medan | $15.9 \%-$ quantII |
| 1 | 24444 | 533 | $-2135$ | 24474 | 24444 | 3745 | 21507 |
| 2 | 26748 | 304 | -890 | 27226 | 27420 | 2251 | 24968 |
| 3 | 26329 | 336 | -783 | 25846 | 26043 | 2295 | 23481 |
| 4 | 24737 | 481 | -1721 | 24941 | 24737 | 3369 | 22360 |
| 5 | 26662 | 320 | -1251 | 27118 | 27396 | 2383 | 24669 |
| 6 | 26400 | 478 | -998 | 26655 | 26870 | 2652 | 24189 |
| 7 | 20434 | 4324 | -2119 | 19905 | 20637 | 7018 | 12153 |
| 8 | 25380 | 566 | -988 | 25995 | 26269 | 3104 | 22660 |
| 9 | 24799 | 627 | -829 | 24095 | 24339 | 3132 | 20854 |
| 10 | 22528 | 909 | -1907 | 23090 | 22528 | 4600 | 19434 |
| 11 | 22388 | 736 | -1621 | 23517 | 23603 | 4737 | 18522 |
| 12 | 22053 | 2889 | -1014 | 23208 | 23112 | 4326 | 18578 |
| 13 | 21444 | 2441 | -1651 | 22532 | 23068 | 5455 | 16514 |
| 14 | 21437 | 3283 | -2493 | 22321 | 23339 | 6227 | 15402 |
| 15 | 21086 | 2859 | -1860 | 22355 | 22769 | 5613 | 15911 |
| 16 | 21519 | 802 | -1376 | 20839 | 21039 | 4198 | 16212 |
| 17 | 21154 | 3161 | -726 | 20796 | 20910 | 3916 | 16662 |
| 18 | 20496 | 2656 | -1371 | 19508 | 19898 | 4990 | 14085 |
| 19 | 20493 | 3579 | -2248 | 19678 | 20529 | 5955 | 13281 |
| 20 | 20112 | 3107 | -1576 | 18915 | 19358 | 5133 | 13490 |
| 21 | 18956 | 974 | -27 72 | 19658 | 18956 | 6075 | 15018 |
| 22 | 18511 | 3898 | -1984 | 19582 | 19563 | 5554 | 13624 |
| 23 | 17736 | 3219 | -2785 | 18541 | 18204 | 6520 | 11516 |
| 24 | 17744 | 4360 | -3805 | 18714 | 18951 | 7388 | 10655 |
| 25 | 17287 | 3751 | -3028 | 18351 | 18214 | 7087 | 10860 |

The trend models of Section 7 combined with the generalised Pareto distribution of Subsection 4.3 have four parameters, similarly as the two extensions of the peaks-over-threshold model of Section 10 However, as Table 12.1 for models no. 6 and 7 shows, an extension of the peaks-overthreshold model may be more robust, because the increasing trend in the event frequency is partally compensated by the decreasing trend in the event severity (see the left part of Table 10.1 for model no. 6), or the extension can be more sensitive if both trends go in the same direction (see the right part of Table 10 I for model no. 7).

## 13. Model consistency and dispersion analysis

For every fitted model listed in Table 11.1 - under the assumption that the model describes reality correctly - we generate 1000 new random data sets according to the distribution specified by the fitted model. These data sets replace the actual observations recorded in Table 1.1, and we use the model to estimate the discounted coupon values based on the random data set This gives a list of 1000 (not necessarily different) values for the coupons, for some selected models the corresponding histograms are shown in Figures 13.1 and 13.2 Using these simulated distributions, we can calculate the mean value of the estimated coupon values, the median, and the standard deviation, these results are listed in Table 12.1. For models no 1, 4, 10, and 21. the exact distribution could have been used For some model variants, the results are in Table 131 For comparison with conservative estumates calculated in previous sections, we also give the $159 \%$-quantiles of these simulated distributions This $15.9 \%$-quantil corresponds to one standard deviation in the case of a normal distribution. If the standard deviation or the desired quantil cannot be derived by analytical means, these simulated values can give an indication for a conservative estumate withen the used model, see the end of the introduction for a further discussion of this topic

TABLE 131

 THE VARIANTS OF MODELS 1217 AND 22 MARIARI 「 UPPER ROLND IOR THI SMOOTH TRANSITIO OI THI POISSON


| Model variant no. | Coupon value in Chf | Values from 1000 vimulated data sets |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Mean | Median | St. der. | 15.9\%-quaniil |
| $8{ }^{\prime}$ | 25380 | 25691 | 25999 | 3400 | 22336 |
| $9^{\prime}$ | 24799 | 23805 | 24069 | 3167 | 20693 |
| $10^{\prime}$ | 22528 | 22977 | 22528 | 4784 | 17922 |
| $12^{\prime}$ | 22053 | 22620 | 22906 | 4956 | 17594 |
| $17^{\prime}$ | 21154 | 19689 | 19926 | 4522 | 14765 |
| $22^{\prime}$ | 18511 | 18585 | 18634 | 5850 | 12656 |



Figitre. 131 Distribution of the estmated coupon values for modeln no 1,421, and 23 of Table II 1 resulung from 1000 simulated data sets The mean, medan, standard devation and $159 \%$-quantia are given in Table 12 I Note the different scales, the discreteness of the two upper and the lower left distribution the different sies of the gaps, and the persistence of the peak at the highest powble coupon value representing the number of smulated data sets whout a hnoch-out event

We want to explain the model variants first. For the models no. 8-10, the change-pomt of the Poisson parameter was kept between 1989 and 1990. Therefore, these models correspond to the constant-parameter Porsson models no. 2-4 with a shorter historical data set of seven years Table 13.1 contains the simulation results for the model variants $8^{\prime}-10^{\prime}$, where the change-point is taken to be the earliest year such that the likehhood function (9.1) corresponding to the simulated data set is maximised. Since $\lambda_{0}(y)=0$ for $y \in\{1987$; 1988, 1989\}, the change-point $y_{c}$ can only move to later years; it has done so for 133 of the 1000 simulated data sets.

To obtain the simulation results for the models with a smooth transition of the Porsson parameter (models no. 12, 17, and 22), the mposed upper bound for the Poisson parameter was kept at 5 However, in Subsection 75 , we took the largest observation as the upper bound. Doing the same for the simulated data sets leads to the model variants $12^{\prime}, 17^{\prime}$, and $22^{\prime}$.


Figure 132 Distribution of the estimated coupon values for models no 3, 18, 2, and 13 of Table 111 resulting from 1000 smulated data sets Note the different scales and the peak at the highest possible coupon balue for the two models using a genemalised Pareto distisbution The mean, medan, standard devation and $159 \%$-quantil of these distributions are given in Table 12 I

Using the same model for generating the data and for fitting this simulated data creates a bias towards the model, hence the model should exhibit a good performance. Let us comment on some peculiarities of the models.

The binomal model no. 1 can lead to at most 11 dıfferent estımated values for the WINCAT coupons; seven of them are shown in the upper left histogram of Figure 131 Since we used $\hat{p}=02$ from (31), the other four values have a probability of $\sum_{k-7}^{10}\binom{10}{h} \dot{p}^{k}(1-\hat{p})^{10-k} \approx 0000864$ together and did not show up in the simulation.

For the constant-parameter Poisson model with a Bernoullidistribution for the event severity (model no. 4), we generate the number $N_{6000.10}$ of knock-out events during the ten years using a Poisson distribution with parameter 2, see Subsection 41 The simulated knock-out probability $P_{C_{\wedge}}$ is calculated from $N_{6000} 10$ using the unbiased estimator (412), the resulting discrete distribution is the upper right histogram in Figure 13 1. Similarly for
model no. 10 we generate $N_{6000} 7$ from a Poisson distribution with parameter 2 and use (4.12) with $n=7$. The resulting histogram has bigger gaps than the upper right one in Figure 131 When the change-point can move (model no. $10^{\prime}$ ), then small bars appear between the large ones of the histogram, representing about $13 \%$ of the smulated data sets with a later change-point.

The model with a linear trend $\lambda_{3}(y)=\beta(y-1987)$ of the Poisson parameter and a Bernoulli distribution for the event severity (model no 21) also results in a discrete distribution, see the lower left histogram in Figure 131 Notice the large gap between the two highest values, it is about twice as large as the gaps in the binomial model With $\hat{\beta}$ from (74), the number $N_{1000,10}=\sum_{1988}^{1996} N_{v}$ of events from 1987 untıl 1996 in the linear-trend model has a Poisson distribution with parameter 17. Remember that in this model there can be no events during 1987. With $\hat{p}_{6000}=2 / 17$ from (4.5), the number $N_{6000,10}$ knock-out events in the 10 -year period has again a Poisson distribution with parameter 2 Corresponding to (75), the knock-out probability is calculated from $N_{6000,10}$ by

$$
P_{\mathrm{CA} 1}(y)=1-\exp \left(-N_{600010}(y-1987) / 45\right)
$$

for $y \in\left\{1997,1998\right.$, 1999\}. If desired, an unbased estimator for $P_{\text {Cat }}(y)$ could be used, see the discussion in Subsection 4.1

For the discrete distributions of models no. 1, 4, 10, 10', and 21, the median of the simulated distribution comerdes with the estimated value of the coupons; the other possible case of a substantial deviation did not occur in our simulation runs.

The other models with a tme-dependent Poisson parameter and a Bernoulli distribution for the event severity (models no 22-25 and 22') give a histogram similar to the lower right one in Figure 131 The peak in the histogram at the highest possible value of the Wincat coupons reflects the fact that. depending on the estimated event frequency, about $10 \%$ of the simulated data sets do not contain a knock-out event Table 121 shows that the mean of these simulated distributions is about CHF 10 above the estimated values of the Wincat coupons This indicates a bias towards higher coupon values. Moving the imposed upper bound of the smoothtransition model according to the data seems to compensate this effect, see the results for model no. $22^{\prime}$ in Table 13.1

All models using a Pareto distribution for the event severity (models no. $3,9,9^{\prime}, 17^{\prime}$, and $16-20$ ) lead to a histogram simılar to the two upper ones in Figure 13.2. Depending on the estimated event frequency for the years 1997-1999 in the used models, the simulated distribution is more or less concentrated. Since the Pareto distribution for the event severity reflects the model assumption of a heavy-tailed distribution, none of the histograms contains a peak at the highest possible value As Tables 121 and 131 show, the mean of the simulated distributions for these models is always below the cstimated value of the coupons With the exception of model no 19, the
same observation applies to the median. This indicates a bias towards lower, hence more conservative coupon values

The constant-parameter composite Poisson model with a Pareto distribution for the event severity (model no. 3) that was used in [3], exhibits one of the smallest standard deviations in this simulation study, only the standard deviation of model no 2 is slightly smaller, but the difference is within the variation arising from repeated simulation runs Note that model no. 5, which uses a generalised extreme value distribution, exhibits a standard deviation of similar small size as models no. 2 and 3. The histogram for model no. 5 looks similar to the lower left one in Figure 13.2

The models no. 12. 17, and 22 use a smooth transition of the Poisson parameter with a fixed upper bound at 5 This clearly restricts the possible extrapolated values of the coupons and leads to the smallest standard deviation of the simulated distributions within the corresponding model groups $11-15,16-20$, and $21-25$. If the upper bound is allowed to move to the highest simulated event frequency (models no. 12', $17^{\prime}$, and $22^{\prime}$ in Table 13.1), then the simulated mean coupon values and the $159 \%$-quantiles drop considerably and the standard deviations increase.

When estumating the shape parameter $\xi$ and the scale parameter $\tau$ of the generalised Pareto distribution (429) for the models no 2, 8, 8', 12 ${ }^{\prime}$, and 11-15, then in about $10 \%$ of all simulated data sets there is no parr $(\xi, \tau)$ of strictly postuve numbers maxımısing the log-lıkelihood function An examination of the corresponding data sets reveals that this tends to happen when the simulated data set is smaller than the average one and does not contan events with a large number of clams. For this reason we consider the full family of (shifted) generalised Pareto distributions, which are defined, for all location parameters $a \in \mathbb{R}$ and scale parameters $\tau>0$, by (429) in the case $\xi>0$, by the shifted exponential distribution

$$
G_{a 0, \tau}(x)= \begin{cases}1-\exp (-(x-a) / \tau), & \text { if } x \geq a  \tag{13.1}\\ 0, & \text { if } x<a\end{cases}
$$

in the case $\xi=0$, and by

$$
G_{a \xi, \tau}(x)= \begin{cases}1-(1+\xi(x-a) / \tau)^{-1 / \xi}, & \text { if } x \in[a, a-\tau / \xi)  \tag{13.2}\\ 0, & \text { if } x<a \\ 1, & \text { if } x \geq a-\tau / \xi\end{cases}
$$

in the case $\xi<0$. The shifted exponential distribution $G_{a j \tau}$ is the pointwise himıt of $G_{a, \xi, \tau}$ as $\xi \rightarrow 0$. Note that the distributions $G_{a, \xi, \tau}$ with $\xi<0$ have a bounded support. For $\xi<-1$, the densities of $G_{a, \xi, \tau}$ are unbounded at the left-hand side of $a-\tau / \xi$. Hence, maxımum-lıkelihood estımators $(\hat{\tau}, \hat{\xi})$ are not well-defined within the full famıly consisting of (4.29), (13.1), and (132), because the hikelihood function is unbounded for every sequence $\left\{\left(\tau_{n}, \xi_{n}\right)\right\}_{n \in \mathbb{N}}$ in $(0, \infty) \times(-\infty,-1)$ such that $a-\tau_{n} / \xi_{n}$ approaches the
largest observation from the right-hand side as $n \rightarrow \infty$. Therefore, maxımum-likelhhood estımators 'are only meanungful within the range $\tau>0$ and $\xi \geq-1$ However, in about $2 \%$ of all simulated data sets, there is no maximum of the log-likelhood function in the range $\tau>0$ and $\xi>-1$ An example is the set of clam numbers 1021, 1256, 1420, 1450, 1493, 1839. 2251, 2326, 3109, 3167, 3403, 4857, 4865, and 4877, which showed up in one of the simulation runs. A similar problem for obtaming maximumlikelihood estimates for small sample sizes in a simulation study is reported in [8, Section 4].

A possible solution well adopted to the present case is to maximise a grouped-data hikelihood function, this method is investigated in [7]. For this method we have to remind ourselves that the spacing of adjusted clam numbers in the last column of Table 11 is given by the corresponding vehicles insured index of that table, for simplicity we set this spacing to one in the following considerations. Every simulated value from the generalised Pareto distribution with parameters given by (431) then represents an interval of length one If $X_{1}, \ldots, X_{n}$ represent the simulated values, then we use the grouped-data log-likelihood function

$$
I(\xi, \tau)=\sum_{k=1}^{n} \log \left(G_{a, \xi, \tau}\left(\left\lfloor X_{k}\right\rfloor+1\right)-G_{a, \xi, \tau}\left(\left\lfloor X_{k}\right\rfloor\right)\right)
$$

where $\xi \in \mathbb{R}$ and $\tau>0$ have to satisfy $\max \left\{X_{1}, \quad, \quad X_{n}\right\}<a-\tau / \xi$ in the case $\xi<0$ This log-likelihood funcuon avoids the singularity of the density of $G_{a \xi, \xi, \tau}$ for $\xi<-1$ All simulation results of this section for the models using a generalised Pareto distribution rely on the grouped-data loglikelihood function (13 3)

We conclude from these observations, that in about $10 \%$ of all simulated data sets the models using a generalised Pareto distribution do not reproduce the original heavy-taled behaviour because there is no such evidence in the smulated data sets. The data sets with a negative maxmum-likelihood estumate for the shape parameter $\xi$ are mainly responsible for the high peaks in the lower two histograms of Figure 13.2. If $\hat{\xi}<0$, then the support of the distribution is bounded above. If this bound is below 6000 . then the probability of events with more than 6000 clams is zero, making a knockout of the coupons impossible and thercby leading to the highest possible value for the coupons. As Tables 121 and 13.1 show, the mean and the median of the simulated distributions are well above the coupon value for all the models using a generalised Pareto distribution. This undicates a bras of these models towards higher coupon values

When we use the grouped-data log-likelihood function (13.3) instead of (4.30) for the orignal data set of Table I I, then the maximum-likelihood

[^7]estimates are $\hat{\xi} \approx 07229$ and $\hat{\tau} \approx 662.1$ instead of $\hat{\xi} \approx 07243$ and $\hat{\tau} \approx 6607$ from (431). This leads to $\hat{p}_{6000} \approx 007573$ instead of $\hat{p}_{6000} \approx 0.07575$ from (4.32) The change in the coupon value stays below CHF 002 Therefore, our use of different likelihood functions does not explain the observed bias.

To perform the simulation study also for the two extensions of the peaks-over-threshold model from Section 10, we extended the defintion of the Poisson point-process intensity (10.1) to the cases $\xi=0$ and $\xi<0$ as we have done for the generalised Pareto distribution (4.29) by adding (131) and (132). We modified the log-likelihood functions (106) and (10.8) by using grouped-data log-lıkelihood functions similar to (13.3). We refran from spelling out all the detals here. Note that in the case $\xi<0$ and the extensions specified by (104) and ( 107 ), the range of the possible number of claıms depends on the year. The histograms for these extensions look like the lower left and the lower right ones in Figure 13 2, respectively The same loglinear trend in the scale and location parameters leads to a more spread-out distribution of the simulated coupon values.
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[^0]:    1991 Mathomatics Subject Classuficatom 62P05 (pimary), 90A09 (secondary)
    *Financtal suppoit by Crédı Susse is gratefully acknowledged

[^1]:    ${ }^{1}$ Due to the merger of Winterthur Insurance and Credil Sursse Group on December 15th, 1997, the bond may be converted into 365 Credıl Suisse Group icgistered shares at maturity Due to the conversion right and the rising market value of the Winterthur Insurance registered shares (see [20]). the converuble bond offered a good investment oppoitunity during its first few months

[^2]:    I Actually, one hal stom in the area Entlebuch/Sarnen with 1825 clams was recorded on the I th of June 1997 Another hall storm hit the town of Lucerne on the 21 st of July 1998 and calused 3085 clams There were no other events with more than 1000 clams during the years 1997 and 1998 In this paper, however, we only use the information avalable at the time the bond was issued

[^3]:    1 All numerical calculations for this paper wese done with the software package Mathemafica Only rounded numbers are given in the text, but for subsequent calculations machine precision of the numbers is used Values in Swiss francs are given up to $1 / 100$. allhough not all given digits are necessarily significant

[^4]:    1 In [3] a discounted value of CHF 22709 is actually derived, because the 15/17-cor rection for the first observation penod is not laken into account

[^5]:    1 The cases $\xi=0$ and $\xi<0$ are discussed in Section 13, see (131) and (132)

[^6]:    ' The Mathematica command NumberofPartations[17] from the standad add-on package DiscreteMath Combinatorica shows thut there are 297 partitions of 17 altogether, hence the running time of the program will be acceptable Unnecessary loops in the program can be avoided by using the condtion $(1996-y) n_{\eta+1} \geq 17-\left(n_{1167}+\quad+n_{4}\right)$ for $y \in\{1987, \quad 1995\}$

[^7]:    1 Remember that the data sets ate generated fiom a geneadised Pareto distribution wath parameters given by (4 31) According to [16, Section 7], the classical asymptotic theory of mamum-likelihood estimators is applicable, because $\hat{\xi}$ from (4 31) satushes $\hat{\xi}>-1 / 2$

