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Measuring Value in Reinsurance 

Gary G. Venter, Guy Carpenter Instrat 

Reinsurance produces value by producing stability. This can translate into higher earmngs through reduced 

financing costs, improved access to markets, stronger product pricing and better employee job security. It can 

lead to a higher earnings multiple through reduction in the market price of possible bankruptcy and fewer 

misreadmgs of downwards earnings hits. Measuring these earnings and valuations effects is a developing sci- 

ence and for now we will only go as far as reviewing methods for measuring the stability that produces these 

benefits, and using these measures to compare alternative reinsurance programs. 

Some of the conclusions are: standard deviation and variance can be misleading measures; using any measure 

with combined ratio can produce distortions in the analysis; the frequency of one reinsurance program pro 

ducing a better result than another is not a very useful measure. 

Measuring stability requires modeling. Making realistic models of insurers is a highly technical exercise with a 

number of possible pitfalls. Some of the technical details needed for modeling insurance financial risk are dis- 

cussed. 

180 



Measuring Value in Reinsurance 

Introduction 

When asked to do a cost/benefi t  analysis o f  their reinsurance purchases, insurers' analysts sometimes do the 

following calculation. First they add up all the ceded premiums for the past several years. They call that the 

cost. Then they add up all the recoveries and ceding commissions received. That they identify as the benefit. 

Subtracting cost from benefit gives the net benefit. After this calculation usually follows a lament that the net 

benefit has been negative. SomeUmes one or two treaties have had a positive net benefit, but these are usually 

canceled or re-priced soon after. Occasionally some treaties return more than they cost over a long period o f  

dine, but  pay losses several years after the premaum has been received, so that premium plus loss investment 

income exceeds recoveries. The analyst decides that reinsurance has been a losing proposition for the com- 

pany for some time. 

A moment 's  reflection, though, will reveal that this result was almost a foregone conclusion. Reinsurers are in 

business to make money, and some have succeeded at it. There are expenses involved. Thus over time total 

payouts by reinsurers have to be less than the premium they receive plus its related investment income. A 

given client can beat these odds in the short run, but probability eventually wins out - at least for the vast ma- 

jority. And the exceptions usually are cedants with such poor  results that they envy the rest. 

So what's wrong with the analysis? Is reinsurance just a bad deal that should be shut down as soon as possi- 

ble, or  are there some other benefits that this calculation misses? In the broadest terms, we would assert that 

the benefit of  reinsurance is in gaining stability of  results. This includes protection of  surplus against erosion 

from adverse fluctuations, improvement in the predictability o f  earnings growth, and the provision o f  cus- 

tomers with assurance o f  recovery of  their insured losses. There is a cost to gaining this benefit, but  the cost 

is not simply ceded premiums. Premiums less recoveries (including expense recoveries) would be a better 

measure of  the cost to the cedant for gaining stability. In fact this cost measure is what the nai've analyst got  

as the net benefit. 

So to sum up so far, the value o f  reinsurance is in the stability gained. The cost is the net of  premiums and re- 

coveries. For prospective analysis, the expected value o f  premiums less recoveries would be the comparable 

cost measure. The next step is quantifying this cost/benefi t  trade-off. 
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Quantifying Stability and Its Value 

There are a few measures of stability that can be used - standard deviation and related quantities, percentiles 

or value at risk, and excess aggregates. Measures can be apphed to surplus, earnings, or related accounts. 

Some companies prefer to look at more than one measure. 

An additional step would be to translate the measure of stability into a measure of earnings gained through 

the increased stability. This could come in two directions: 

1. reduction in capital costs for surplus not needed due to the reinsurance protection and from reduced 

costs of raising other capital because of  improved debt ratings, etc. 

2. other increases in earnings and firm value such as stock market valuation, risk elements in employee and 

management compensation, and improvements in access to customers and in the ability to get adequate 

premiums, perhaps related to improved claims paying ratings. 

The former is perhaps more readily quantified, but the latter elements are also tangible financial benefits of  a 

sound reinsurance program. The cost of the reinsurance program could weU be offset by these effects on 

earnings and valuation. This is difficult to measure, however, and as it arises from the stability" gained from 

the reinsurance program, we will be content here with just measures of that. 

Perhaps the best way to illustrate these concepts is 

through an example. Consider AI3CD, a small company or 

department that writes $33M of excess property and 

liability coverages. This consists of $14M in casualty 

coverages, with an expected loss ratio of 78%, and $19M 

in property covers with an expected loss ratio of  63%. 

Total expected losses are $22.9M and there is an expense 

ratio of  23% for a total expected combined ratio of 92%. 

ABCD currently purchases a reinsurance program in 

several layers providing 4M x IM of  casualty cover for 

$4.41M, 17M x 3M of  per-risk property cover for $2.36M, 

and a cat program covering 95% of24M x 1M for 

$1.53M, with one reinstatement at 100%. This totals 

$8.3M in ceded premiums prior to any reinstatement 

premimns. The eat program is designed to cover at least 

up to the 1-in-250 year cat event. 
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ABCD have been offered as an alternative a stop-loss program of  20M x 30M for a premium of  $1.98M. Is 

this a better option? Cost/benefi t  analysis addresses such issues. 

Doing  a cost/benefi t  analysis requires first establishing cost and benefit measures. A reasonable cost measure, 

as discussed above, is the net excess o f  ceded premiums over expected recoveries. This can be estimated us- 

ing a simulation study o f  financial results before and after reinsurance. Some of  the technical issues o f  doing 

such a study are discussed later. Metansk, Instrat's model building platform, was used to build a model o f  

ABCD to simulate the financial results. 

The results o f  the analysis, based on a simulation o f  25,000 possible realizations o f  the underwriting results, is 

that average net recoveries after reinstatement premiums are $5.08M for the current program and $0.98M for 

the alternative. The ratio o f  these recoveries to ceded premium is 61% for the current program and 49% for 

the alternative, which makes the current program sound more favorable. The proposed cost measure, how- 

ever, is not  ceded loss ratio but  premium less expected recoveries. This is $3.2M for the current program and 

$1.0M for the alternative. This difference is significant for ABCD, as its expected pre-tax income prior to 

ceded reinsurance is just $6M ($2.5M underwriting + $3.5M investment). 

The stop-loss program thus has a lower ceded loss ratio but  costs less than the current program. Can it possi- 

bly provide enough protection? For  this an analysis o f  the probability o f  adverse deviations from expected re- 

sults is needed. 
steti~ic I <BARE> I c ~ , ~  I StopLoss I 

The table at the right from the simulation run shows some 

summary statistics for net premiums minus losses (gross less 

ceded) prior to any expenses or investment income. The 

difference in the means is the relative net cost differential 

between two programs. 

Mean $10.1M $991,~ $9.1294 
Standard De, watson $8.09M $51,t $G24M 
Skewne== -0.8619 -0.4235 0.0945 

Safety Level. P,~cant 99.0~ 9~.0~ $9.0~. 
Safety Level. Value $24.3M $17M $22.:94 

Smallezt Simulated -$49.3M -$23.2M -$32.2M 
Largest Simulated $30.91',t $22.7M $291vl 
Number of Simuletio~ 25,000 25,800 253:}00 

The safety level shown in this case is the best result at the l-in-100 level. It shows that the stop loss program 

is over $5M better in tiffs very good year. However, the stop-loss has a higher standard deviation, and its 

worst result in 25,000 years is $9M more adverse than the current program. Thus under  some measures the 

current program provides more protection than the stop-loss. 

Most companies do not  manage to a 25,000-year event, so a comparison is needed at more realistic probabil- 

ity levels. The graph below shows the simulated probability densities for the net premium less net losses. It 
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shows that the current program does produce a compression of results, but much of this compression comes 

by cutting off the profitability of  the good years. 

5 0 %  

4 0 %  

30°/6 

2 0 %  

1 0 %  

0 %  

- $ 4 5 M  - $ 3 0 M  - $ 1 5 M  $0 $ 1 5 M  

90% 
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45% 
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15% 

This is also a problem with using standard deviation as a measure of volatili~: Standard deviation measures 

upward and downward deviations, and can be reduced by eliminating the favorable deviations. Measures that 

capture only unfavorable deviations are more useful, and will be discussed below. 

[ 

Also apparent in the graph is the 

concentration of  events at the 

retention of the stop-loss program, 

and the similarity of the stop-Ioss 

and the gross or bare positions in 

good years. 

The cumulative probability distri- 

butions (here truncated at the 1-in- 

500 levels good and bad) gqve an- 

other perspective on the relafve 

performance of the alternative 

-$30M -$20M -$IOM $0 $IOM $20M 
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programs. The upper right part shows that the stop loss is indeed more profitable in the good years. But in 

the l-in-10 to 1-in-4 range, the current program provides more protection. For the years beyond 1-in-10, the 

stop loss gives a considerably more favorable result. 

These distributions are shown in table form below. The current program better protects the worst case event, 

but by the 0.25% level (worst case in 400 trials) the stop loss is better. From the 12% to 26% levels, the cur- 

rent program is better, by as much as $1,100,000. But in the worse years the stop-loss could be over 

Probabilit~ 
0.00% 
0.25% 
0.50% 
0.75% 
1.00% 
1.253 
1.503 
1.75% 
2.00% 
4.00% 
6.00% 
8.00% 

10.00% 
12.003 
14.00% 
16.003 
18.003 
20.00% 
22.00% 
24.00% 
25.00% 
26.00% 
28.003 
30.00% 
32.00% 
34.00% 
36.00% 
38.1}03 
40.00% 
42.00% 
44.00% 
46.00% 
48.00% 
50.00% 

BARE Current Stop Loss 
-49 263 "~33 -23198963 -%2 24% %',% 
-25,817,548 -12,416,243 -9,439,234 
-21,827,529 -10,377,108 -6,311,695 
-17,837,510 -8,337,973 -3,184,156 
-13,847,491 -6,298,838 -56,618 
-12,641,527 -5,703,459 237,924 
-11,677,654 -5,290,176 286,117 
-10,713,781 -4,876,893 334,311 
-9,749,908 -4,463,610 382,505 
-5,892,701 -2,551,287 575,365 
-3,602,653 -1,315,561 689,867 
-2,008,347 -409,204 769,583 

-686,845 284,986 835,658 
416,042 951,819 890,802 

1,448,699 1,464,523 942,435 
2,415,661 1,919,933 990,783 
3,226,822 2,388,329 1,251,605 
3,905,868 2,802,539 1,925,868 
4,554,807 3,190,684 2,574,807 
5,209,039 3,549,185 3,229,039 
5,513,974 3,713,920 3,533,974 
5,832,081 3,880,394 3,852,081 
6,371,517 4,205,322 4,391,517 
6,891,421 4,514,526 4,911,421 
7,4OI,904 4,827,688 5,421,904 
7,856,716 5,146,708 5,876,716 
8,321,687 5 , 4 2 8 , 4 6 1  6,341,687 
8,761,854 5,694,960 6,781,854 
9,208,534 5,962,559 7,228,534 
9,639,097 6,244,632 7,659,097 

10,021,333 6,495,969 8,041,333 
10,439,457 6,780,995 8,459,457 
10,823,625 7,026,301 8,843,625 
11,191,515 7,269,232 9,211,515 

$6,000,000 better than current, and the median result is almost $2,000,000 better. As the stop-loss is less 

costly and usually provides a better result, sometmaes dramatically so, it would have to be considered a more 

useful program for ABCD. 
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A more careful use of vocabulary is actually appropriate here. Even though we would use the above table to 

say that the stop-loss is $6,350,000 better at the 1-in-100 level, the 99 th percentile loss event is unlikely to be 

the same event for the two programs. Thus the difference between the programs in the 1-in-100 year gross 

loss event could be more or less than $6,350,000, as could the 99 '" percentile of  the distribution of  the differ- 

ence between the programs. ~Y¢'hat the table actually allows us to calculate is the difference in the 99 th percen- 

ides of  the net result under the two programs (or in this example the 1 *' percentile, since we are looking at 

earnings.) 

This would, however, seem to be the most meamngful comparison. In the end the company is going to select 

a single program, and it ~ end up with the probabdity distribution produced by that program. So the deci- 

sion to be made is which probability distribution it wants. This is measured by comparing the ending prob- 

ability distributions of the various programs, not by looking at the distribution of differences between pro- 

grams. There might be psychological benefits to thinking you got a program that was better more often, but if 

that program does not produce a better final distribution of  net results, that psychologacal benefit wall not 

translate into a better financial position for the company. 

The above shows the general features of a cost/benefit comparison of  ahemative reinsurance programs. The 

cost is the expected income foregone by buying the program, and the benefit is the protection against adverse 

deviation. One way to specifically quantify the value of  the protection is to look at the capital that would be 

absorbed by a loss at a selected adverse level - say the 1-in-100 level. In this example the gross loss at this 

level is $13.85M compared to 10.06M for the stop loss, which is a difference of  $13.8M in capital needed. If  

capital costs 15%, $2.1M would be needed to raise this much, compared to the $1M net cost of the reinsur- 

ance. The comparison is similar if pre-tax income is used as the basis rather than premium less losses. An 

even more dramatic savings would be shown if the capital requirement were set so that only 25% or some 

other limited part of  surplus would be eroded by the worst year in 100. 

Other Comparisons 

Once financial risk can be simulated, a variety of methods are avadable to compare reinsurance programs. 

Different analysts and decision-makers will fred different ones more intuative. Some of these are illustrated 

below, using the data from the ABCD example. 

The next graph, known as the box view, shows probability in ranges. The area of each box is proportional to 

the probability of being in the range from the bottom to the top of the box. The middle box shows the inter- 

quartile range, i.e., from 25% to 75%. The two boxes on either side show the range from l-in-4 to l-in-20. 
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~BARE> Current Stop Loss 

Thus the outside o f  the middle three boxes is the range from 5% to 95%. The next range is f rom 1% to 99%, 

and the outer boxes get to the 1-in-500 levels favorable and unfavorable. 

The current program can be seen at a glance to be mos t  compressed, but achieves this by sacrificing profit- 

ability, in the good years. The stop-loss shows more  protection in the l-in-20 and 1-in-100 years, but  is about 

the same as current at 1-in-500. 

This is a cost /benefi t  diagram at 

selected probability levels. Each 

point  shows the cost o f  a p rogram 

vs. its loss amount  (net prmxfium 

less net loss) at a given probability 

$0- 

-$5M. 

.El 
6} 

-$10M- 
13. 

E 
-$15M. 

fi 
< 

o 
-J -$20M 

level. To  be efficient at a sdected 

probability', a more  expensive 

p rogram has to have a lower loss 

level at that probability. In this 

example, the current program is 

not  efficient at any o f  the levels 

shown, although it is at a few 

other  levels, as discussed above. 

The choice o f  programs becomes 

\, 
-$3M -$2.5M -$2M -$1.5M -$1 M -$500K $0 

Cost (mean loss less <BARE> mean) 
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more difficult when programs of different costs are all efficient - i . e . ,  the more expensive programs provided 

more benefit at most probability levels. 

Other financial measures can also be compared. The table below shows the probability distribuuon for pre- 

tax income net of each reinsurance structure. The comparison and the decision process is very similar to that 

for premium less loss, but the monetary values include expenses and investment income. For A B C D  this 

shows a 20% probability of a loss with no reinsurance, 28% with the current program, and 26°'o for the stop- 

loss. Besides giving a reinsurance comparison, these figures give ABCD management perspective on thetr 

prospects of overall profitability. 

Pro-tax Income 

Ptobabifity 
0.00% 
0.25% 
0.50% 
0.75% 
1.00% 
1.25% 
1.50% 
1.75% 
2 .00% 
4.00% 
6.00% 
8.00% 

10.00% 
12.00% 
14.00% 
16.00% 
18.00% 
20.00% 
22.00% 
24.00% 
25.00% 
26.00% 
28.00% 
30.00% 
32.00% 
34.00% 
36.00% 
38.00% 
40.00% 
42.00% 
44.00% 
46.00*/0 
48.00% 
50.00% 

BARE Current Stop Loss 
-$55,178,595 -$28,306,230 -$37,630,975 
-$31,005,991 -$17,189,245 -$14,119,948 
-$26,892,281 -$15,086,897 -$10,895,456 
-$22,778,572 -$12,984,549 -$7,670,964 
-$18,664,862 -$10,882,200 -$4,446,471 
-$17,421,513 -$10,268,365 -$4,142,799 
-$16,427,760 -$9,842,270 -$4,093,112 
-$15,434,1)07 -$9,416,175 -$4,043,424 
$14,440,254 -$8,990,080 -$3,993,736 

-$10,463,474 -$7,018,476 $3,794,897 
-$8,102,434 -$5,744,442 $3,676,845 
-$6,458,705 -$4,809,988 $3,594,659 
$5,096,235 -$4,094,278 $3,526,536 
$3,959,159 -$3,406,773 $3,469,682 

-$2,894,490 -$2,878,175 -$3,416,448 
-$1,897,552 -$2,408,648 -$3,366,601 
$1,061,245 -$1,925,731 -$3,097,694 
-$361,149 -$1,498,681 -$2,402,529 
$307,908 -$1,098,503 $1,733,472 
$982,421 -$728,889 -$1,058,959 

$1,296,808 -$559,048 $744,572 
$1,624,777 -$387,412 -$416,61)3 
$2,180,935 -$52,412 $139,555 
$2,716,957 $266,377 $675,577 
$3,243,264 $589,248 $1,201,884 
$3,712,176 $918,157 $1,670,796 
$4,191,560 $1,208,645 $2,150,180 
$4,645,373 $1,483,405 $2,603,993 
$ 5,105,900 $1,759,300 $3,064,520 
$5,549,810 $2,050,117 $3,508,430 
$5,943,896 $2,309,246 $3,902,516 
$6,374,982 $2,603,107 $4,333,602 
$6,771,059 I2,856,018 $4,729,679 
$7,150,354 $3,106,480 $5,108,974 
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Financial ratios, on the other hand, may give considerably different comparisons of net results. The combined 

ratio, for example, combines premium, loss, and expense in a fairly different way than does net underwriting 

income. Underwriting income subtracts direct losses and expenses and ceded premium from direct premium, 

and adds in loss and expense recoveries. The combined ratio subtracts loss and expense recoveries from di- 

rect loss and expense, and divides by direct less ceded premium. This can give a misleading result, especially if 

there are minimal ceded expenses, as part of  the ratio is direct expense divided by net premium. 

The graph b r o w  illustrates this for ABCD's reinsurance alternatives. 

Combined Ratio 

90% 

75% 

60% 

45% 

30% 

15% 

r J 

e x 

<BARE> : Combined Ratio 

60.00% 80.00% 100.00% 120.00% 140.00% 160.00% 180.00% 

Here the current program shows up as not better than the stop-loss at any probability level, and barely ever 

better than no reinsurance, even though in many adverse cases it provides considerable income benefit over 

the direct position and is sometimes better than the stop-loss. This distortion is due to this program's rela- 

tively high ceded cost impacting the expense ratio. 
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Technical Background for Modeling 

This kind of modeling of insurer financial risk needs to have access to advanced statistical methodology. 

Some of these elements built into the Metarisk modeling platform are discussed in the following. 

Information Risk 

Insurers expect random fluctuation of number of  clatms and cost of claims to affect their results for an ac- 

counting period. Insurers attempt to quantify this risk by trying to get a handle on the frequenc 5' and severity 

distributions they face. Large companies should display more stability than small companies. Ifowever, an ini- 

tially surprising finding is that large companies in many lines of business, while they may be somewhat more 

stable than the smaller companies, have less stability than you would think from scaling up the frequency and 

severity distributions. This is similar to a classic result of Charles t tewitt)  t ie  found that large insureds have 

more variability than would be expected from treating them as independent combinations of small msureds. 

This can be reconciled by considering information risk, which is the risk that the frequency and severity dis- 

tributions might be different than they are thought to be. Information risk has two key components: estima- 

tion risk, which comes from limits on data and imperfection of  models in matching the data; and projection 

risk, which is the possibility that the underlying parameters might change between esttmation and realization. 

Projection risk in parUcular does not go down with the size of the company, as there are industry' and eco- 

nomic forces that affect the results of all companies. 

Estimation risk can be quantified within the model estimation process. The technical key is that when using 

maximum likelihood esti adon, the covariance matrix of the parameters can be derived directly as the inverse 

of the matrix of partial derivatives of the log-likelihood function. What this means in pracuce is that esttma- 

tion risk can be quantified. 

Instead of getting a severity distribution, however, when you do this you get a joint distribution of possible 

parameters of severity distributions. If  you are generating scenarios from a simulation model, ftrst the pa- 

rameters of a severity distribution have to be generated from the distribution of possible parameters. Then 

the losses for the scenario are generated from the parameters selected. 

Loss Ratio Dutribution -14  Model, C Hew~tt PCAS LIV, 1967 
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This is illustrated at 

the right. Each point 

in the plane repre- 

sents a pair of para- 

meters that together 

define a Pareto dis- 

tribution. The sur- 

face represents the 

probabilities of  those 

points, and so shows 

the relative prob- 

ability of  each pair. 

z m n  

2 >  
I 

. I nn  

GL Losses: Joint Normal Distribution of Pareto Parameters 
zm~ 

Project:ion risk includes any changes that could occur in the process that generates claims. Changes in the 

economy could affect driving, for example, either towards more or less, or even toward faster or slower. In- 

flation could affect dainas costs, as could jury attitudes and new theories of risk. 

Although not as statistically established as esf.mation risk, it is still possible to get some handle on projection 

risk. One method is to look at fluctuations in paranleters over time, and extrapolate that. A related approach 

is to look at total fluctuation of  losses over history, and see how much of  that can be explained by the other 

types of risk. The remainder can be considered projection risk. 

The graph at the right illustrates the first ap- 

proach. Each vertical line represents a point 

in time. The graph shows the parameter 

value at that point and its associated uncer- 

tainty. Here the parameter is the scale pa- 

rameter o f a  Pareto distribution fit to the 

losses at each point in time. A linear projec- 

tion of  the parameter is shown, with the last 

four periods being the projection interval. 

The projection risk is quantified using re- 

gression theory, which projects greater un- 

certainty for the later projected periods. 
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Correlation 

01 ".  . .  ,. - . - ,  
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i 0 41 z~" - 

In many cases it is not reasonable to assume that losses 

from different business centers are uncorrelated. For 

instance, different profit centers could be affected by the 

same events, or losses could be affected in the same way 

by economic conditions, l lowever, some . f  the standard 

statistical methods used to handle correlation are not 

always applicable to insurer losses. For example, in some 

cases the correlation could arise only from large events, 

with the usual run-of-the mill claims not correlated. 

lnstrat has done a fair amount  of  research in correlation 

of  losses in the case where it is important to quandfy not only the degree of correlation but also where in the 

distribution the correlation takes place. For instance, Rodney Kreps of  lnstrat 's Seatde center has pioneered a 

methodology to combine independent and perfecdy correlated scenarios to free-rune exactly where the corre- 

lation occursL The diagram above shows a sample generated from one of  the joint distributions based on this 

methodolog% Here the correlated and independent pieces clearly stand out, with less independence wnh far 

ger losses. 

This research also includes copula methods. A copula C(u,v) is a funcuon that expresses a joint chstribuuon 

function F'(x,y) in terms of  Fx(x) and Fy(y), the individual (or marganal) distrthution funcuons t-~r X and Y, so 

F(x,y) = C(Fx(x),F~.(y)). By selecting among the many available copulas, a good deal o f  control can be exer- 

cised over where the correlation takes place. For  instance, a copula "~ath a great deal of  concentration m the 

right tail is discussed in Venter (2001) 3. "Iqais t leavy Right Tail copula is graphed below. The str,mg corrcla 

lion in the joint right tail is evident. 

The same paper also describes methods for idenfi~'ing characterisucs o f  copulas by calculalmg certain f\mc- 

tions of" the copula, l .ooking at these functions for the data and comparing I,, those fi)r several copulas, the 

copula that is most  applicable to the data can be determined 

2 ..l Parftal~' Comonotonh'Algomhm ForLoss Generation, R. Kreps, ASTIN Colloquium. 2000 

C'opula Tads, G. \'enter, ASTIN Colloqumm 2001 
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HRT Copula Density 

100,000~ 

1 0 , C C 0 ~  ~ 

For instance, tail 

concentration 

functions L(z) and 

R(z) can be defined 

for the left and right 

tail.. These are just 

the total probability 

in the square from 

the point (z,z) to 

either (0,0) or (1,1), 

respectively. These 

functions are 

graphed below for 

two popular copulas, 

the Frank and the 

Gumhel. 

°°° 1 

The Gumbel copula has greater concentration in the tails, especially the right tail. The HRT copula (not 

FrankLandRFunctlonlfo¢ I~ =.1,.5, .9 Gumbel'LandRfunctlormfor¢ = .1 , .5 ,  and.9 
~ 0  

1 

lo 

1 

shown) is similar to the Gumbel in the right tail, but more like the Frank in the left tail. 
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Another  function is the cumulative tau, which shows how Kendall 's tau changes for different parts o f  the dis- 

tribution. At z this is defined as the value o f  tan restricted to the square from (0,0) to (z,z). This differs in 

shape among copulas, and so provides a way to compare copulas among themselves and to data. It is illus- 

trated below for the normal and H R T  copulas. 

o,1 

o!t  

r 
' I ' IRT  C m m a a t l v e  T a m  ~ : .1 ,  .5 ,  . 9  

~.7 - - 
) . 6  - - - 

~ . 5  . . . . .  

~ . 3  . . . . . . . . . .  

:).10 . . . .  - 

Assets and Liabilities 

Reinsurance and other hedging methods are used to control the risks in the asset and liability portfolios. In 

addition, the asset and liability risk provides a context for the current year underwriting risk that traditional re- 

insurance programs address. Thus even companies that do not  want  to review hedging strategy for assets and 

liabilities may want  to have these risks incorporated in a model o f  reinsurance impact on the total risk of  the 

company. Instrat's models for asset and liability risk are discussed below. 

A s s e t s  

In the US market, most asset classes are correlated ,oAth i,qterest rate movements,  so these make a good start- 

ing point for asset modeling. Instrat's model starts o f f  with short-term interest rates, and builds up the yield 

curve from there. A three-factor model o f  short-term rates is the starting point. This model, f rom the aca- 

demic literature 4, has been shown to have the minimal level o f  complexity needed to capture the dynarmcs o f  

short-term rate movements identified to date. The factors used are the short-term rate itself, the volatility of  

that rate, and the locus o f  mean reversion. 

* St~:hastic Vdat@y axd Meax Drift in the Xh~rt Rat, Diff*siax: SaNrres ofSmpness, I2~/and Cm~ature ix the Yteld Crave, T. An 

dersen and J. Lund, Northwestern University Department of Finance Working Paper 214 
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Bonds o f  varying maturities are priced by discounting their cash flows along a number o f  stochastically gener- 

ated paths, then taking the average. The paths are generated by the three-factor model with an adjustment for 

market-price-of-risk. This is the only way to generate arbitrage-free yield curve evolution. However  it is not  

enough that the yield curves be arbitrage-free. They also need to have appropriate distributional properties so 

that they adequately represent the probabilities o f  various outcomes. 

A yield curve is a vector o f  interest rates for various terms, and so the probability distribution o f  yield curves 

can be represented as a multi-variate joint distribution. This can get unwieldy, however, so simpler ways o f  

representing the multi-variate probabilities are needed. One  method we have used s is to look at yield spreads 

- i.e., the difference in yield between bonds o f  different terms, as a function of  the short-term rate. 

Inverted curves are often associated with high 

short-term rates, and in fact longer yield 

spreads tend to decline with increasing short- 

term rates. This is not a strict deterministic 

rule, however, and there is historically some 

degree of  deviation from this norm. Both the 

trend and the deviation from it can be used to 

assess the reasonability o f  a set o f  yidd curve 

scenarios. Short-range scenarios would of  

course be expected to match current condi- 

tions, but longer-range forecasts should start 

to resemble historical distributions. 

I-rjori~l v, CIR ~aaxl t J l x i  0 

251Y' t • • 

2e~.. 

15o. • 

• • • i • ,  b 

iGg,,, 4.e* e.4 ~ . *• • 
e • •  

The graphs above and below show the three month to one year historical yield spreads as a function o f  the 

short-term rate, a linear fit to that, and the distribution of  the conditional spreads from two models - the 

Cox, Ingersoll Ross 6 model and the Andersen and Lund model. 

The CIR model in the graph above can be seen to have no deviation from the declining relationship, which 

appears to decrease too rapidly m any case. O n  the other hand, the Andersen-Lurid model shown below 

seems to capture the historical spread distribution fairly reasonably. 

+ A~Jtt MadeSxg - E ~ p i m d  Tests of Yield CNm G¢~at~rs, G. Venter, General Insurance Convention and ASTIN Collo- 

quaurn Papers vol. 2, 1998, p. 175 

6 A Tbeo~ oft& Term Stwacturr ofl#terrst Rates, J. Cox, J. Ingersoll and S. Ross, Econometrica 53, 1985 
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His¢otical v* A a ' L  (Fixed Lambda) 

For  longer  spreads,  how-  

ever,  we  found  that an ad- 

jus tment  to the market -  

price-of-r isk process  for  the 

An d e r s en -Lund  mode l  im- 

p roved  the match  to his- 

torical yield distributions. 

I 
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T h e  g raph  be low shows  the three year  to ten year spread as a function o f  the shor t - te rm rate historically and 

as der ived f rom the Andersen-Lund  mode l  with fixed market-price-of-r isk.  Al though there is s o m e  dispersion 

in the model -genera ted  scenarios,  they are f ighter a round their t rend than is the historical data. Also the  t rend 

is s teeper  than historical. 

By adding  a stochastic pro-  

cess for  the market-pr ice-  

of-risk,  the genera ted  

spreads were  distr ibuted 

m o r e  like historical, as is 

shown  in the next  graph.  

This  effor t  in mode l ing  in- 

terest rates is needed  to get  

a set o f  realistic interest  rate 

scenarios. It is not  enough  

to generate  a lot o f  scenar- 

ios. Unrealist ic scenarios 

should no t  be generated,  

but  the flail range o f  rea- 

sonably possible scenarios 

should be produced.  
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H i s t o r i c a l  v s  A & L ( 3 / a r i a b l e  L a i n  b d a )  
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This requires ftrsdy an arbitrage-free generator. Even though some published yield curve histories might ap- 

pear to have small arbitrage opportunities, these are hard to fmd and take advantage of in practice. There is in 

fact not a precise yield curve at any point in tmae. There are bid-ask spreads, and trades taking place at slightly 

different times that get into the published curves. Also, doing large-volume trades will change the yields and 

eliminate apparent arbitrage possibilities. Having arbitrage possibilities in the generated scenarios, however, 

make strategies that take advantage of these opportunities appear preferred. Even if strategies are re- 

stricted to types that could not take advantage of many such opportunities, the opt:maality of  some of the for- 

bidden strategies could distort the modeled performance of the allowed strategies. 

Just having an arbitrage-free generator, however, is not enough to guarantee that all and only the reasonably 

likely scenarios will be produced. For instance, the CIR generator produces yield curves having the propert3* 

that any yield-spread from any curve produced is exactly predicted by a linear funcdon of the short-term rate. 

Actual curves will arise that vary from this relationship, so too limited a universe of curves is produced. The 

conditional distribution of yield spreads given the short-term rate is one statistical measure of the variety of 

yield curves produced, and the Anderson-Lund model with stochastic market-price-of-risk is able to produce 

a realistic set of  curves by this measure. However there could be other measures of the statistical distribution 

of yield curves that would require even more advanced models. 
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Liabilities 

Modeling asset and current underwriting risk is still incomplete. Insurers may have a considerable liability risk. 

Sometimes reinsurance is purchased to handle this risk. Even if not, quantifying liabilit T risk helps give con 

text to the risk transfer that reinsurance provides. 

The principal liabilities o f  most  insurance companies are loss and expense reserves. There are numerous sto- 

chastic models m the actuarial literature for such reserves. We have come up with a classification method for 

these models 7, with 64 classes, which are based on answering six binary questions about the model: 

Six Questions 

Q1. Development  depends on emerged? 

Q2. Purely multiplicafive development? 

Q3. Independent  of  diagonal effects? 

Q4. Stable parameters - e.g. factors? 

QS. Normally distributed disturbances? 

Q6. Variance o f  disturbances constant? 

If all answers are yes, the assumptions o f  the age-to-age factor method are satisfied, so that model can be 

used to generate runoff  scenarios. If  some of  the answers are no, other models may be indicated: 

Alternatives 

Development  - ultimate (QI =No)  - B F  new incrmnt = f 'ult imate + e 

Additive not multiplicative (Q2=No)  - Cape Cod new incrmnt = a + e 

Diagonals inflation sensitive (Q3=No)  - Separation new incrmnt = f*[prev emerged]*(1 +i) + e 

Factors change over time (Q4=No)  - smoothing Use just last 3 diagonals, exponential s m o o t h i n g . . .  

Lognormal disturbances (Q5=No)  - take logs 

Disturbance proport ional  (Q6=No)  - weighted MLE 

Combined models - e.g.: new incrmnt = a + f'ultimate*(1 +i) + e 

Reduced parameters - e.g.: new incrmnt = (1 +O*ulumate/( l+j) i  + e 

Finding the model that is most  consistent with a company's  runoff  history is key to generating development 

scenarios that are likely to represent the company's  loss emergence process. Regression procedures can be 

used to answer the six questions above, which can then narrow down the modeling choices. 

7 Liabihty Modeh'ng - Empln~a/Tests of Lass Emergence Generators, G. Venter, General Insurance Convention and ASTIN 

Colloquium Papers vol. 2, 1998, p.421 
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Conclusion 

Cost/benefit  analysis provides a useful methodology for insurers to quantify the value in their reinsurance 

transactions, and to compare among alternative structures, m good cost measure is the net decrease ill under 

writing earnings expected from the program. Benefit measures would ideally show the increased earnings 

from reduced financing costs, better claims paying ratings, etc., but these are difficult to quanti~'. A reason- 

able substitute is to measure the increased stability that arises from the reinsurance program. The earnings 

improvements follow from the increased stability in any case. Several risk measures based on various financial 

accounts give similar comparisons. However, using the combined ratio can give a distorted picture of the ef- 

fects of reinsurance on earnings. Also the variance and standard deviation can give misleading resuhs, as they 

can be lowered by eliminating the chance for favorable deviations. Looking at the distribution of differences 

in programs is also not as useful as looking at the differences in the distributions. 

To be captured appropriately, several of the risk components themselves require fairly sophisticated financial 

models, including the measurement of information risk and the correlation among lines. For a more complete 

quantification of the net risk of the insurer, asset and liability modeling is required as well. Asset models need 

to be arbitrage-free, but also need to generate scenarios with reasonable statistical properties; doing both is 

difficult and a number of models fail in one or the other aspect, l.iability models should identify the process 

that generates the habilities, which can usually be done within a regression framework when working with de- 

velopment triangles. Having a model of the underwriting, asset, and liability risks can at least quantif 3" some of 

the major stochastic elements driving insurers' variability of financial results, and allow testing of the degree 

of variability left after various reinsurance proposals. 
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