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T H E  ESSCHER PREMIUM P R I N C I P L E :  A CRITICISM* 

BENJAMIN ZEIIN\VlRTIt 

Macqarm Umversf fy ,  Aus t raha  

1. INTRODUCTION AND SUMMARY 

The Esscher premmm principle has recently had some exposure, namely, 
with the works of BIjtlLMANN (1980) and GERBER (1980) 

13UHLMANN (i980) devised the principle and coined the name for it within 
the framework of ut i l i ty theory and risk exchange. GERBER (1980), on the other 
hand, gives further lnmght into the principle by s tudying it wlthin the realm 
of forecasting ul much the same spirit as credibility theorists forecast premiums. 
However,  there is an important  distraction the choice of loss function. 

The present note sets out to criticize fins relatively embryonm principle 
using decision theoretm arguments  and mdmates tha t  the Esscher premium is 
essentially a small perturbat ion of the well estabhshed hnearlzed credibility 
premium BOHLMANN (1970) 

2. ESSCI tER PRINCIPLE AND CRITICISM 

Let H denote the Esscher premmm principle with loading h > o That  is, if 
X is an observable random variable and Y ts a parameter  (a risk or a random 
quant i ty)  to be forecasted then the Esscher premium is given by 

E(Yd~"  I X)  
H ( Y  L x )  - E(~,,v i x ) 

That  is, H ( Y  f X) is the Bayes decision rule for es t imat ing Y given the da ta  X 
relative to the loss function 

L2(Y,a) = ( Y - a )  2 e aY 

where a is the est imate of Y, and of course the loading h is greater than zero. 
Now, for the chncher. This loss function ~s nonsensmal from the point of view 

of est imation.  I t  indicates a loss (or error) to the forecaster tha t  is essentially 
the antithesis of relative loss. 

We illustrate: a forecaster commits a larger error 3f he estimates Y by 1Jo 
when its true value is loo than if he ext imates Y by l 1 when the true value is t. 

* The au tho r  Is grateful  to the organizers  of tile Risk Theory  Conference held at  the 
Matlaemattsches Forschungs lns t l tu t ,  Oberwolfach.  October  198o. Discussion at  the  
Conference was ins t rumenta l  to the tdeas expressed in tilts paper  
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GERBER (1980) demonst ra tes ,  inter alia tha t  if X~, X2, . . ,  X ,  are observable 
random variables such tha t  condihonal  on 0 (a risk parameter)  fixed, Xt  . . . .  
Xn+~ are 1 i.d. and Xn+~ is to be predicted then 

H(Xn+~IXt. . .  Xn) = Bayes rule re lahve  to loss function Lt  
× + o(h)} as h o, 

where Lt  is squared error loss given by 

L~(Xn+,, a) = (Xn+~-a)~. 

The above  demons t ra t ion  is carrmd out under  certain regular i ty  conditions 
b u t  nevertheless it means that  the 

Esscher premium = hnear  crediblhty  premium 
x{1  + o ( h ) } a s h ,  o 

if the sampling distr ibution is a one parameter  exponentml  family and the 
prior d l s m b u h o n  for 0 is the conjugate  prior. See JEWELL (1974) for exact  
credibili ty.  

Finally,  since in pract ice h would be chosen to be close to o, the Esscher 
p remium ~s a small pe r t u rbahon  of the linearized credibil i ty premium 
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