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Easy Tree-sy, continued

Peggy Brinkmann, FCAS, MAAA

CAS RPM Seminar

San Diego, California

Advantages of Trees

Easy to Interpret

Automatic Variable Selection

Automatic Interactions and Local Effects

Handles Missing Values

Handles Outliers

Handles Monotonic Transformation
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Applications of Trees

Enhancing GLMs. Decision trees do not require a lot of pre-processing of predictor variables to 
handle missing values and non-linear relationships – making them ideal for quickly screening a 
large number of potential predictor variables.  Analyzing the “residuals” from a GLMs with a 
decision tree can help you identify additional transformations and/or interactions to improve the fit 
of your model, and as a check to make sure that no “signal” has been missed.

Portfolio diagnostics. A decision tree run with loss ratio as the target variable can help you 
identify segments with good profitability (to target marketing efforts) and poor profitability (for 
pricing revisions and/or underwriting action).

Checking/Quality Control. Ever tried to figure out why your complex calculated value (e.g. 
rerated premium, credit score) doesn’t match to another source (e.g. company inforce premium, 
vendor calculated score)?  Use the input variables as the predictors and the difference in values 
as the target variable, and you’ll quickly find the sources of the discrepancies.
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Demo

Commercial lines automobile carrier

Eight years of loss and premium data

Want better segment underwriting and pricing

Have looked at variables in one-way analysis

Now what?
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Data, part 1
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Data, part 2
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Screenshots

This is all the R code 
you need to write to 
run Rattle!

Click Run to submit
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Select your data 
format, filename, 
delimiter (if 
applicable), and if 
it has a header 
with variable 
names

Then click 
“Execute”
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Rattle will guess 
how to use each 
variable; here 
reset the target 
to loss ratio, 
specify the 
weight (prem), 
and ignore 
variables like 
frequency, 
exposure, and 
cancellations

After making 
selections, hit 
Execute to refresh 
the data – see 
note at the bottom 
of the window
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Basic statistics for 
each variable 
created from 
Summary -
Describe

Rattle can fit 
other types of 
models besides 
trees, as well as 
k-means clusters 
and association 
analysis

Note the default 
parameters for 
trees – not 
appropriate for 
loss ratio 
analysis!
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Reset parameters 
to require at least 
1K policies per 
node, and limit tree 
to 5 levels of splits

For regression 
tree, complexity 
parameter is the 
minimum change 
in R squared to 
make a split

Output from the 
Draw function is sent 
to R Studio plot 
window
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Evaluate tab has 
variety of 
measures that can 
be applied to 
training, validation, 
or full dataset

For regression 
tree, the most 
useful is Score, 
which applies the 
tree nodes to a 
dataset

The column “rpart” 
shows the expected 
loss ratio for the node 
based on the training 
data
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Summarize the data 
by node in Excel to 
see how the tree 
performs on new data

We can get the R 
code to perform 
the analysis from 
the Log, like 
recording a macro 
in Excel

This can be a way 
to get a R program 
started, and you 
can modify and 
customize the code 
in R Studio
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Thank You
peggy.brinkmann@milliman.com
415-394-3726


