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Abstract

This paper extends previous research that studied
the downward bias associated with high-low averages,
which occurs when high-low averages are applied to
data that exhibits a long-tailed property. The current
study conducted a comprehensive review of insurance
industry data when three-of-five averages are used to
determine the age-to-age development factors in setting
reserves. The downward bias was analyzed by line of
business, premium size, development age, paid and in-
curred loss development methods, for one hundred and
forty paid and incurred loss triangles from seventy in-
surance companies/groups compiled from the A.M. Best
database. The study assumes that the age-to-age devel-
opment factors are lognormally distributed. The three-
of-five average was selected as the representative high-
low average because it is commonly used by prop-
erty/casualty actuaries. The results for this average can
be generalized to other types of high-low averages. The
results given in the paper are based on a bias formula
for a large volume of data. Since the real-world loss de-
velopment data is limited in volume, the study used large
scale simulations to review the effect of limited volume
data on the bias.

1. INTRODUCTION

1.A. Downward Bias of Using High-Low Averages for
Age-to-Age Factors

Property/casualty actuaries often employ an averaging tech-
nique that excludes the same number of observations, split
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equally between the lowest and highest ranking observations.
These averages will be called the high-low averages in this paper.
One common application of the averages is the selection of loss
development factors.

There are many types of high-low averages, for example, the
middle three of the latest five years (three-of-five averages) and
the middle six of the latest eight quarters (six-of-eight averages).

The purpose of using high-low averages is to exclude outliers
and their disproportional influence on the results. Exclusion of
observations requires a great deal of caution, however. According
to Neter, Wasserman, and Kutner [8]:

“... an outlying influential case should not be auto-
matically discarded, because it may be entirely correct
and simply represents an unlikely event. Discarding of
such an outlying case could lead to the undesirable
consequences of increased variances of some of the
estimated regression coefficients.”

In other words, systematic exclusion of high and low data points
would lead to less statistically significant and, hence, less credi-
ble estimators.

Moreover, the distribution of insurance loss data exhibits un-
symmetrical behavior of skewing toward the right (higher val-
ues). This is called the long-tailed property. Most typical in-
surance claims are small amount claims, probably less than a
few thousand dollars. However, the remaining small number of
claims can have very large losses. For example, automobile large
loss claims will reach a few hundred thousand dollars, while
medical malpractice or environmental claims can even be multi-
million-dollar claims in today’s legal climate. Therefore, long-
tailed distributions such as lognormal, Pareto, and gamma distri-
butions are better in describing the loss data than the symmetric
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normal distribution because they reflect the large loss probabil-
ity. Exhibit 1 shows graphically a lognormal distribution and its
long-tailed property of skewing to the right.

Applying high-low averages to loss development factors will
result in a systematic downward bias when the loss develop-
ment data exhibits a long-tailed property. This can be illustrated
through the following example based on a lognormal assump-
tion.

First, assume that:

e At development age i, the aggregate reported loss or paid loss
is equal to L;.

e From age i to i + 1, a total loss of /;, is reported or paid.

e Since insurance losses have a long-tailed property, both L; and
l;,1 can be represented by lognormal distributions. If this is the
case, then both In(L;) and In(/;, ;) are normally distributed. For
the use of lognormal distributions to approximate insurance
losses, please see Bowers, et al. [2], Finger [3], and Hogg and
Klugman [5].

Based on these assumptions, the age-to-age development factor
from age i to i + 1 can be expressed as follows:

D1 =W+ 1 )/Li = 1+1;4/L;.

Since the multiplication or division result of two lognormally
distributed variables also has a lognormal distribution, 1 + [, /L;
and D;;,, are lognormally distributed and should have a long-
tailed property:

In(D; 1, ) ~ N(p;,07),

where f1; is the mean and o7 is the variance of the normal distri-
bution for In(D; ;).
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One advantage of assuming lognormal distributions for the
age-to-age development factors is that the age-to-ultimate fac-
tors and, consequently, the ultimate loss estimates are also log-
normally distributed:

UD; = Djjy X Disyjua X Digajuz X0
where
In(UD;) =In(D; ;) +In(D;y g j40) +In(Dyjp ) + -
and
IN(UD) ~ Nt + iy + fiia + -+ 07 + 03y +07ug + 200,

The fact that age-to-age development factors may have a long tail
has been noted previously. Hayne’s study [4], in quantifying the
variability of loss reserves, assumes that age-to-age development
factors are lognormally distributed. Kelly [6] and McNichols [7]
also conclude that a lognormal assumption is better in describing
age-to-age development factors than a normal assumption, based
on the fact that lognormal distributions can take only positive val-
ues and their long-tailed property reflects the distinct possibility
of large development factors.

However, if D; ;. is lognormally distributed, using high-low
averages to estimate D, ;. will result in a downward bias. Bias
is defined as the percentage difference between the mean and
the conditional mean, given that the data lie between a specified
lower and upper pair of percentile points. The bias is expressed
in the following formula whose detailed derivations can be found
in the Appendix:

E(D; ;1)

il
ED; ;1)

Bias =

[2(@ ' (1-p)—a)— (@ ' (p)—0op] -1,
(1.1)

~(1-2p)
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where:

E(D; ;) is the expected value of D, ;. |,

E(D;;, ) is the expected value of D;;, , given that D, ;| lies
between its upper and lower p percentile points

. 1
(1.6., m/d] t X f(t)dt) ,

f(d) is the probability distribution function for D, ;. |,
F(d) is the cumulative distribution function for D;; ,,
p represents percentile,

d, is the value of D;;,; when F(d) = p,

d, is the value of D;;,; when F(d) =1 —p,

and

®(X) is the standard normal distribution function,

X exp(3r?) 5
—00 \/27T )

Equation (1.1) indicates that the degree of bias depends only
on p and o;, the percentage of data being excluded and the shape
parameter, but not on y;, the location parameter. This suggests
that the more data excluded or the more skewed and volatile the
distribution, the higher the downward bias is. Exhibit 1 illustrates
the downward bias graphically.

Note that we are not limited to only the lognormal assumption.
For example, one other commonly used long-tailed distribution
is the Pareto distribution. The bias formula similar to Equation
(1.1) for the Pareto distribution is also derived in the Appendix.
Further analysis indicates that for the age-to-age development
factors reviewed in this study, there is no significant difference
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in the bias result between the lognormal distribution and the
Pareto distribution.

1.B. Modified High-Low Averages for the Correction of
Downward Bias

Results from Equation (1.1) can be extended to the high-low
averages used by property/casualty actuaries. For example, a
three-of-five average also excludes the upper and lower 20%
of the data. The only difference is that the high-low average
is based on a limited volume of data (five data points) and a
sample distribution function, while Equation (1.1) is based on a
very large volume of data and a cumulative distribution function.

Equation (1.1) provides a basis to correct the bias for the
sample high-low average:

Modified High-Low Average
= Sample High-Low Average/(1 + Bias), (1.2)

where the bias is given in Equation (1.1).

Exhibits 2 to 5 display how to correct the downward bias for
the three-of-five averages based on Equations (1.1) and (1.2).
This example uses product liability paid loss data for a sample
company from the A. M. Best database [1].

Exhibit 2 shows two types of averages: five-year straight av-
erages and three-of-five averages. These are factor averages, not
volume-weighted averages. Because the data has 10 years of ex-
perience, the three-of-five averages can be applied to only the
first five development ages. After the fifth development age, all-
years averages are used.

The tail factor of 1.0261 selected in Exhibit 2 should be noted.
This factor is the ratio of incurred loss to paid loss for the earliest
year in the triangle. No further tail development is assumed. The
choice of the tail factor will not affect the relative bias level
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because it is a constant that will be multiplied by the age-to-age
development factors.

Results from Exhibit 2 clearly indicate that the five-year av-
erages result in higher estimates than the three-of-five averages.
This is consistent with the assumption that age-to-age loss de-
velopment factors have a long-tailed property.

Fitting lognormal distributions to the age-to-age development
factors in Exhibit 2 produces the parameter estimates in Exhibit
3. First, y; and aiz are estimated for each development period. All
of the data in each development period are used to estimate these
sample parameters, although only the latest five data points are
used to select the age-to-age development factors. This approach
is used to increase the credibility of the sample parameters. Then,
the parameters for the age-to-ultimate development factors for a
development age are the sum of all the parameters of the age-to-
age factors from that age to ultimate.

Given these lognormal parameter estimates, the three-of-five
averages in Exhibit 2 can be modified to correct the downward
bias for the averages. The modified three-of-five factors are given
in Exhibit 4. For example, the lognormal parameters for the 12-
to-24 development factors are: p; = 1.9221, and a% = 0.3057.
With p = 20%, a bias of —11.33% is indicated for the three-of-
five average based on Equation (1.1).

Exhibit 4 shows the indicated bias for each development pe-
riod and the modified three-of-five averages. Exhibit 5 compares
the estimated ultimate losses and reserves between the five-year
averages, the three-of-five averages, and the modified three-of-
five averages. For example, the total reserve for the three-of-five
averages is approximately 12.0% lower than the reserve for the
five-year averages, and is 8.9% lower than the reserve for the
modified three-of-five averages. Exhibit 5 does not show the re-
sults for the oldest five accident years since there is no difference
among methods for these five accident years.
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This specific example is for product liability paid loss data.
The results of the comprehensive review, testing the biases with
differing data volumes, differing lines of business, and paid and
incurred loss data will be shown in later sections.

1.C. Limited Volume Data

As mentioned previously, the bias formula given in Equation
(1.1) is based on a very large volume of data and a cumula-
tive distribution function, while the real-world data is limited in
volume.

Two issues in dealing with a limited volume of data should
be noted. First, additional parameter variation is introduced be-
cause sample parameters are assumed in place of true param-
eters. Therefore, when Equation (1.1) is used to estimate the
level of bias of real-world data, sample parameters, not the true
parameters, are generally used. For example, in Exhibits 3 and
4, the lognormal parameters, ;; = 1.9221 and a% = 0.3057, for
the 12-to-24 development factors, distribution are based on the
nine sample data points in the 12-to-24 development period. We
assumed these parameters were the true parameters when the
—11.33% of downward bias was indicated by Equation (1.1).

Second, even if the true parameters are known, the indicated
bias when sample size is small will not be the same as the in-
dicated bias when sample size is large. For example, Equation
(1.1) provides an accurate estimate of bias if 20% of high and
low data are excluded from a data set of, for example, a million
data points. However, when a three-of-five average is used to
estimate the loss development factors, 20% of the high and low
data are excluded from a data set of only five data points.

Resolving these limited volume data issues through statistical
methods is very difficult, if not impossible, and is beyond the
scope of this study. Instead, large scale simulations have been
conducted and the simulation results will be presented in the
later sections.
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2. CURRENT STUDY

2.A. Purposes
The previous section illustrates the potential bias of using
high-low averages for loss development factors, and more de-

tails can be found in Wu [9]. In light of these results, however,
many outstanding questions remain to be answered:

e Do the real-world loss development factors really exhibit a
long-tailed property?

e What is the level of the downward bias when the high-low
averages are used in setting reserves?

e How does the downward bias vary by line of business, data
volume, development age, and between paid and incurred loss
development methods?

e What is the effect of limited volume data on the bias?

This study attempts to answer these questions through a com-
prehensive review of industry data and large scale simulations.

2.B. Data

Data from the A.M. Best database [1] were gathered for the
following seven major liability lines:

workers compensation;

e private passenger automobile liability;
e commercial automobile liability;

e medical malpractice, occurrence;

e medical malpractice, claims-made;

e product liability; and

o other liability.
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For each line of business, paid loss and incurred loss triangles
on an annual basis were compiled from ten randomly selected
insurance companies/groups. In general, the same ten companies
were not used for each line of business, but a few companies were
repeatedly selected. A total of one hundred and forty triangles
were collected. The loss triangles have ten years of experience
and cover the period from 1986 to 1995.

The collected data were further broken down into two groups
based on the volume of the data. One group, Group A, contains
large multi-line and multi-state companies, while the other group,
Group B, contains small local and regional companies. Exhibit 6
shows the range of the annual earned premium for the companies
within each groups.

2.C. Review Approach

The loss development procedures used to review the A. M.
Best data are the same as the procedures given in Exhibits 2 to
5. The following list summarizes the important assumptions in
the approach:

e The three-of-five average was selected as the representative
high-low average. The results for that average can be extended
to other types of high-low averages.

e Due to the fact that the collected loss triangle data have only
ten years of history, the three-of-five averages can be applied
to only the first five development ages. For the development
ages after 72 months, all-years averages were used.

e There is no tail development assumed for the incurred loss
method. For the paid tail, the ratio of incurred to paid loss for
the oldest accident year in the triangle was used.

e All data points in each development period were used to calcu-
late the lognormal parameters. This was done to increase the
credibility of the sample parameters. However, only the lat-
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est five points were used to select the age-to-age development
factors.

e Large scale simulations were conducted to study the effect of a
limited of volume data on the bias when sample parameters are
assumed as the true parameters. The simulations also measure
the differences between the simulated bias and the bias based
on Equation [1].

3. RESULTS AND DISCUSSION

3.A. Long-Tailed Property for Age-to-Age Development Factors

First, the reserve indications for the five-year averages and the
three-of-five are compared. Exhibit 6 gives the comparison re-
sults by line of business, company size, and paid versus incurred
methods.

Exhibit 6 indicates that approximately 70% of the data re-
viewed show lower reserve indications for the three-of-five av-
erages. This is consistent with the assumption that the age-to-age
development factors may have a long tail and the use of high-low
averages will result in a downward bias.

Exhibit 6 further indicates that the long tail assumption is
more valid for the more volatile lines such as medical malprac-
tice and product liability. On the other hand, the assumption is
equally valid for both large and small groups, and for both in-
curred and paid methods.

3.B. Results by Line of Business

Exhibits 7 to 13 give two types of downward bias by line
of business: the bias for the age-to-age development factors and
the bias for the reserve indications. The tests were conducted
on both the total reserve and the incurred but not reported re-
serve (IBNR). In each exhibit, the downward bias is indicated
by company size and paid versus incurred methods.
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The indicated bias given in these exhibits is based on Equa-
tion (1.1). For example, Exhibit 11 shows that for the malpractice
claims-made data of the large companies in Group A, the indi-
cated minimum, maximum, and average downward biases asso-
ciated with the three-of-five averages for the 12—-24 paid factors
are 0.86%, 2.88%, and 2.06%, respectively.

The bias for the reserve indications is the difference between
indications based on the three-of-five averages and the modified
three-of-five averages. For example, Exhibit 11 shows that for the
malpractice claims-made data of the large companies in Group
A, the indicated minimum, maximum, and average downward
bias for the total reserves for the paid method are 0.61%, 2.86%,
and 1.87%, respectively.

From Exhibits 7 to 13, the following observations can be
made:

e The indicated bias for the age-to-age factors decreases as the
loss data become mature. For workers compensation, private
passenger automobile liability, and commercial automobile li-
ability, the bias appears to be insignificant after 72 months of
development. On the other hand, the bias is still noticeable af-
ter 72 months for medical malpractice, product liability, and
other liability.

e The indicated bias for the reserve indications can be substan-
tial, especially for the highly volatile lines such as medical
malpractice, product liability, and other liability. The use of
high-low averages can easily lead to a downward bias of over
10% for these lines of business.

e In general, the data of small companies shows higher down-
ward bias than the data of large companies. This is because
the age-to-age factors become more volatile as the volume of
the data decreases.

e There is no systematic difference in the bias level between the
paid and incurred factors. At a first glance, this result is some-
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what surprising and counterintuitive, because paid loss devel-
opment factors are larger and more leveraged than incurred
loss development factors. However, most internal and external
factors, such as claim processing, late reported claims, infla-
tion, underwriting cycles, and economic cycles, affect both
paid and incurred loss development factors. As indicated in
Equation (1.1), the bias depends on the skewness and volatil-
ity of the data, as represented by o;, but not on the level or the
magnitude of the data, as represented by p;. Further research
indicates that the sample paid loss factors and incurred loss
factors used in the study have similar degrees of skewness.
For example, the averages of the sample ¢ for 12—24 paid and
incurred factors for product liability data are not very different,
0.518 and 0.563, respectively.

3.C. Large Scale Simulations for the Limited Volume Data

As mentioned before, in theory, we need to have an infinitely
large amount of loss development data in order to apply Equation
(1.1) in calculating the downward bias of high-low averages. The
real-world data is limited and, therefore, will deviate somewhat
from the asymptotic assumptions underlying Equation (1.1). As
a result, there are two issues when Equation (1.1) is used with
a limited volume of data. First, true means and variances are
usually unknown, and sample means and variances from the data
need to be used. Second, Equation (1.1) calculates the bias when
one assumes that the data volume is very large, while the three-
of-five average, for example, uses only five data points.

In order to study the limited volume data effect, we designed a
large scale simulation test. The simulation procedures and results
are as follows:

1. A set of y; and o; are selected. The range for 1, is be-
tween 0.1 and 2.0 and the range for o; is between 0.002
to 1.2. These ranges are based on the A. M. Best data
reviewed in the study. See Exhibits 14 and 15 for the
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selected combinations of y; and o;. These selected com-
binations of y; and o, represent the true parameters of
the underlying distribution for the simulations.

. 4,000 lognormal observations based on the selected y;

and o; are generated. Each observation contains five ran-
dom data points.

. For each observation, the sample parameters from the

five random data points are calculated. The bias using
Equation (1.1) with the sample parameters is calculated.
The bias result is compared to the bias based on the true
parameters of y; and o;. Since the sample parameters are
different from the true parameters of y; and o;, the bias
based on the sample parameters may be higher or lower
than the bias based on the true parameters. This is the
effect of the use of the sample parameters. Exhibit 14
shows the comparison based on the overall 4,000 gener-
ated observations. The result indicates that the bias based
on the sample parameters on average will be lower than
the bias based on the true parameters. For example, when
o; = 1.2 and p; = 1.0, the bias on average will be under-
stated by 8.5% for the sample parameters.

. Finally, for each observation, the three-of-five average

is calculated by excluding the lowest and highest data
points. The three-of-five average is compared to the ex-
pected average of the lognormal distribution with the se-
lected o, and y; to obtain the downward bias. The down-
ward bias for the observation is compared to the expected
downward bias based on Equation (1.1) with the selected
o, 1t;, and p = 20%. This is the effect of the limited vol-
ume of data since the bias for each of the observations
is based on only five data points, while the bias based
on Equation (1.1) is based on a large volume of data.
Exhibit 15 shows that the bias is tempered somewhat for
the limited volume data. For example, when o; = 1.2 and
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w; = 1.0, the simulated bias for the three-of-five on av-
erage is approximately 67.5% of the bias calculated by
Equation (1.1) for a large volume of data.

Exhibits 14 and 15 also show that the effects of the limited vol-
ume of data on the bias depend primarily on o;, not on ;. The
effects diminish quickly as o; decreases.

Please note that the two effects in Exhibits 14 and 15 are sepa-
rately studied because, in theory, the effect of sample parameters
may not exist. This occurs when there is prior knowledge of the
true values for p and o. With known p and o, there still exists the
effect for limited sample size as given in Exhibit 15 when only
five data points are used to calculate the three-of-five averages.

3.D. Summary of the Results

The current study presents strong evidence, through a compre-
hensive review of property and casualty insurance industry data,
that downward bias will occur when high-low averages are used
to determine age-to-age development factors. The review results
show the level of the bias by line of business, development age,
premium size, and paid versus incurred methods. The results in-
dicate that the downward bias can be substantial, especially for
small companies and highly volatile lines.

Equations (1.1) and (1.2) provide a basis to quantify and cor-
rect the bias. Equation (1.1) is based on a large volume of data,
while only a limited volume of data is available for most real-
world applications. The simulation results show that the bias for
the limited volume of data, on average, is somewhat lower than
what is indicated by Equation (1.1).

4. CONCLUSIONS

Many property and casualty actuaries are undoubtedly aware
of the downward bias associated with the high-low averages.
While this study focuses on the loss development application,
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the results and implications should go beyond that application,
and can be extended to many other actuarial applications if the
underlying data shows a long-tail property.

Also, the real-world data that actuaries deal with daily may
have even higher levels of bias than indicated in this study for
the following reasons:

e The bias will increase if less mature data or quarterly and
semi-annual data are used.

e Due to the data limitation, the results given in this study only
include the bias for the first five development periods and real-
world data would allow a more thorough bias analysis beyond
the fifth development age.

e The bias is demonstrated and quantified through the lognormal
assumption in this study. The assumption may understate the
thickness of the tail for insurance data (see Hogg and Klug-
man [5]). If the tail of the loss development factors distribution
is more skewed than what is suggested by the lognormal dis-
tribution, the bias will be higher than indicated by Equation

(1.1).

As usual, many assumptions used in the current study are
ideal. Attempts to study the bias under more complicated as-
sumptions are beyond the scope of the current study because they
require advanced statistical knowledge. They can be topics for
future research, however. For example, nonparametric methods
may be used to explain the effects of limited volume. Another in-
teresting topic would be to study the bias when loss development
factors are highly correlated between development periods.

Finally, it should be noted that this paper does not attempt to
suggest the high-low averaging approach be completely excluded
from consideration by actuaries. The paper does attempt to in-
dicate the potential bias if the approach is applied to insurance
data on a comprehensive basis without an in-depth understand-
ing of the data. The principle that no one arithmetic approach is



DOWNWARD BIAS OF USING HIGH-LOW AVERAGES 715

superior to or inferior to all others will not and should not be al-
tered by the results given in the paper. Perhaps, the key message
delivered by the paper is the need for even more substantial pro-
fessional judgment by actuaries in promulgating reserving and
pricing estimates.
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EXHIBIT 14

EFFECT OF SAMPLE PARAMETERS

RATIO OF AVERAGE BIAS
BASED ON SIMULATED SAMPLE PARAMETERS VS. TRUE

PARAMETERS
I
o 2.000 1.000 0.500 0.100

1.200 90.6% 91.5% 91.2% 91.8%
0.900 93.2% 93.2% 94.9% 94.1%
0.500 97.5% 97.7% 97.3% 97.9%
0.100 99.5% 99.9% 99.5% 99.6%
0.050 100.2% 98.8% 100.4% 100.9%
0.002 99.4% 100.6% 100.9% 97.9%

EXHIBIT 15

EFFECT OF LIMITED SAMPLE SIZE

RATIO OF SIMULATED BIAS TO BIAS BASED ON EQUATION (1.1)
FOR THREE-OF-FIVE AVERAGES

I

o 2.000 1.000 0.500 0.100
1.200 68.3% 67.5% 67.4% 67.1%
0.900 80.7% 80.2% 80.6% 80.6%
0.500 93.1% 92.8% 93.6% 93.8%
0.100 99.8% 99.8% 99.9% 99.7%
0.050 99.9% 99.9% 99.9% 99.9%

0.002 100.0% 100.0% 100.0% 100.0%
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APPENDIX

DOWNWARD BIAS FOR TWO LONG-TAILED DISTRIBUTIONS

This Appendix shows the derivations of the downward bias
based on the cumulative distribution functions for two long-tailed
distributions, lognormal and Pareto. Many of the details of these
two distributions can be found in Hogg and Klugman [5] or other
statistical texts.

First, the following list specifies the global notations for the
two distributions:
E(X): expected value for random variable X;

E(X)'": expected value of X when excluding the upper p% and
lower p% of data;

F(x): cumulative probability function;
f(x): probability density function;
p: percentile;
x;: value of X when F(x) = p;
X,: value of X when F(x) =1—p;
. exp(%xz)

®: standard normal distribution function = 7 ——=——dx;

V2

¢: standard normal density function = exp(%xz) /V2m.

A.1. Lognormal Distribution

a. Probability Density Function:

1 (Inx—p 2)
f(x):eXp<2< o ) .

xoV 2w
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b. Cumulative Probability Function:

1/Inx—p 2)
F(x):/oooeXP<2( _ ) d

X.
xo\ 2w
Let
Inx —
x = e?VtH, then y= M, and dx =e” ody.
g

Inx—p/o —y2/2 oy+pu 1 _
F(x)=/ ¢ e 7 Udy:@(” “).
—00 eVtig/ 2 o

1 - —

Fx) = ® (%) )
Inx, — B

F(XZ) = (%) =1 - P, Xy = e(‘I) 1(1717)(7+;1,).

c. Expected Value of X:

o  p—1/2(nx—p/0) % o= 1/2(nx—p/0)*
E(X) = / X————dx = / ——dx.
X 0 xoV2m 0 oV 2w

Let
Inx — p — o2 2
= —’u, then x=¢?’*"*%"  and
g
2
dx = e g dy.

dx

00 e—1/2(y+0)260y+;1+02
E(X) = / g

oV 2w

% o—(1/2)y

_ e(ﬂ+(1/2)02)/ dx = on+(1/20%)

0 V2T

d. Expected Value of X when Excluding Upper p% and
Lower p% of Data:

ExY X, 671/2(ln)67/1,/(7)2 4 X, 671/2(lnx7;1,/(7)2 4
= X X = ——————=dX.
(X) /x, (1 -2p)xov2m x (1 =2p)oV2m
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Let

Inx — pu — 02 2
= —M, then x =e%*#*%"  and

g
2
dx =egy+;L+U O'dy
e(;1,+(1/2)(72) (lnx2/1,7(72/(7 6*1/2)’2

EX) = ——— dx
( ) (1- 2]7) (Inx,—p—02)/c 27

/2 [ (nxy —p— oD _ o (Inxg —p—o?
(1-2p) o 4 '

xl — e(¢71(p)”+/1) and xz — e(éil(lfp)a"*'“)’ then

By = 27 @1 py— o)) — @@ () o]

X)) =——[D(DP™ —p)—0))—DP(P™ —o0)l.
(1—2p) P P

e. Downward Bias for Excluding Upper p% and Lower p% of
Data:

- - 101 _ _ _ -1 _ _
= T3yl 2@ =P =0 —e@ () )] - 1.

The above result indicates that the degree of bias depends on p,

the percentage of data being excluded, and o, the shape factor,
only. The bias does not depend on p, the location parameter.

A.2. Pareto Distribution

a. Probability Density Function:

f)=aX*A+x)"*1  x>0.
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b. Cumulative Probability Function:

F(x)=/0xoz)\“(>\+x)“1dx=< A )a

A+ x

x a
()
0 A+ x

1
F()Cl)=p, then X1=>\X(ml).

1
F()Cz)=1*p, then )C2=)\><<1—/1).
p «

c. Expected Value of X:

(.¢]

E(X)=/Oooxa)\“(>\+x)“1dx=< A )ax

A+ X

0
+/ A+ 1) dx
0

00 —(a—1)
:/ A“(A+x)‘“dx:—L( A )
0

a—1 \)N+x

o0

0

d. Expected Value of X when Excluding Upper p% and
N aX* (A +x) !

Lower p% of Data:
( >\ >a x2
E(X)’:/ x di= —x A+X/)
X

| 1-2p B 1-2p

2l

/xz AN +x)"@
+ N —
x| 1-2p

A a Xy A (a—1) %2
A
()\+x> <)\+x)

1-2p | (a—D(1-2p)

Il

dx

=—X

X1
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Since
A A
= =(1-p'*,  and
)\+X1 A >\< 1 . >
(1—p)l/e
A A )
Atx, ] P,
LR I (|
pl/a
then,
A
E(X)/ — m |:po—1/a(l 7])1/04) + (l 7]))0—1/&(1 7(1 7p)l/o)
pa—l/o (l 7]))0—1/0
Ca—1 * a—1 ]

_ A _ a-l/a _ oa—l/ay o o
= G2 _2p)[a( p +(I=p)* ") = (=D =2p)].
e. Downward Bias for Excluding Upper p% and Lower p%
of Data:

E(X)
E(X)
_ «Q
-~ (1-2p)

Again, the degree of bias for Pareto distribution depends on p
and a only, the percentage of excluded data and the shape factor,
but not on A, the location parameter.

Bias =

[—p* o+ (1 —p) Ve — (1 -2p)].



