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COMPUTER SIMULATION AND THE ACTUARY: A STUDY IN 
REALIZABLE POTENTIAL 

DAVID A. AKATA 

This paper argues that computer simulation is an underappreciated and, 
therefore, underutilized casualty actuarial resource. In so contending. “Com- 
puter Simulation and the Actuary” discusses five applications of Monte Carlo 
computer simulation to everyday actuarial problems: establishing full credibility 
standards; testing the solidity of new, limited purpose insurance companies; 
pricing difficult or catastrophic exposures; customizing casualty insurance 
charges and excess loss premium factors: and developing loss reserve conlidence 
intervals. 

Illustrations of appropriate simulation solutions to each of these problems 
are provided. 

OVERVIEW 

Computer simulation refers to the process 01’ accurately describing a complex 
system in a computer language, inputting this program into a computer, and 
allowing the machine to mimic (“simulate”) the performance of the system 
described. For example, computers can easily bc programmed to simulate ac- 
cident year loss experience, given specitic claim frequency and severity a\- 
sumptions. 

Historically, simulation has been afforded relatively little attention in the 
actuarial literature. Moreover, although this technique has been employed by 
actuaries confronting problems not soluble by more traditional means. primary 
emphasis has been placed upon non-simulation pricing and reserving procedures. 

Reasons for this reluctance to rely more heavily upon simulation in address- 
ing actuarial problems have included the lack of an adequate computer, the 
expense of the computer’s operation, and occasionally the actuary’s unfamiliar- 
ity with programming languages. Also, the need for simulation approaches has 
been somewhat mitigated by the publication in thcsc Prr~~litz,~.s of elegant and 
impressive analytical solutions to most really difficult pricing problems. 
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The above obstacles are fast disappearing. Cost and access problems, for 
instance, are being overcome by the widespread introduction of microcomputer 
systems. “Conversational” programming languages, such as the BASIC lan- 
guage in which all simulations presented in this paper are written, are easy to 
learn and available on most systems. Moreover, special simulation languages, 
such as GPSS and SIMSCRIPT, give some simulation capability to the actuary 
without extensive programming knowledge. 

More importantly, today’s property/casualty insurance business faces prob- 
lems which can be solved better and sooner with the assistance of computer 
simulation. The following sections present five such problems along with ex- 
amples of appropriate simulation solutions. In presenting these illustrations, this 
paper argues that it is both inevitable and desirable that computer simulation 
will become an increasingly important weapon in the casualty actuary’s arsenal. 

Outline of This Puprr 

* Section I describes how computer simulation may be used to rediscover 
and expand upon classic “limited fluctuation” credibility notions. In so 
doing, this section provides a foundation for the more complex simulation 
applications presented in Sections II-IV. 

. Section II illustrates a method for extending Section l’s loss simulation 
procedure to test the solidity of a newly-formed insurance company. 

* Section III incorporates computer simulation into the pricing of pneumo- 
coniosis (coal miner’s “black lung”) exposures. The techniques described 
in this section can be utilized in the pricing of virtually any new, unique, 
or catastrophic exposure. 

* Section IV uses the results of Section I’s loss simulations to illustrate a 
procedure for developing insurance charges for casualty individual risk 
rating programs. This section then concludes with an example of a possible 
use of computer simulation in computing loss reserve confidence intervals. 

I. EVALUATING FUI.1, CREDIBILITY STANDARDS’ 

Computer simulation provides an alternative method for establishing the 
fundamental notions of credibility theory. In addition, a simulation-based ap- 
proach imparts greater flexibility, and thereby a means for expanding upon some 
of the basic actuarial developments in this area. 

I Section I discusses how computer simulation can bc used to develop and apply /ikr& /I~~twr!iorr 

credibility theory. For the interested reader. Appendix E illwtrates how a computer can alw a\w.t 
the actuary in explaining and applying BiihlmanniHewitt’~ ,~rcwt~s~ UCCWU~~Y credibility model. 
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The Classic Credibility Problem 

A casualty actuary draws reasonable conclusions based upon data. More 
precisely, he translates these data into estimates of some future variable, such 
as next year’s Workers’ Compensation loss ratio or the amount of self-insurance 
funding required by a large commercial risk. 

Inherent in the above process is the actuary’s determination of the credence 
to be placed in the underlying data. In making this decision, he uses his 
experience to select a realistic volume of data which he will consider to be fully 
representative of the variable being estimated. In establishing this “full credi- 
bility standard,” the actuary balances the conflicting objectives of stability and 
responsiveness. 

Once this full credibility requirement has been established. the actuary next 
determines the maximum probable error in his estimate. given a fully credible 
volume of data. If this maximum error is unacceptably high, the full credibility 
criterion is revised upward. The classic credibility problem refers to this problem 
of determining the probable maximum error in an estimate developed from 
“fully credible” data. 

This section begins by examining traditional actuarial solutions to this prob- 
lem. Results obtained are then compared with corresponding figures developed 
using computer simulation. Finally, the relative advantages and limitations of 
the two approaches are compared. 

The Basic “Limited Fluctuation” Credibility Model 

The simplest and most popular model for evaluating the potential error 
implied by a particular full credibility standard assumes that an individual risk’s 
claim frequency is Poisson distributed. and that all losses are of some fixed 
amount.? Under these conditions, the volatility in an estimate developed from 
a specified volume of loss experience is calculated by means of a relatively 
simple formula.7 

2 L. H. Langley-Cook. An Introduction ro Credibilify ‘Fhrory (hereafter cited air “l.ongley-Cook“). 

3 Assuming that the expected number of claims can be estimated without error. the formula becomes 
Confidence Bounds = fP/E”‘. where P is the appropriate z-statistic obtained from a standard 

normal distribution table, and E is the expected number of claims. 
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For example, selecting 1,082 claims as one’s full credibility standard implies 
that the actual losses arising out of a fully credible sample will fall within 25% 
of expected levels 90% of the time, given the previous frequency and severity 
assumQtions.4 

An Alternative Development 

Given these simple frequency and severity assumptions, an alternative means 
of estimating the statistical reliability of a selected full credibility standard is 
possible. As indicated earlier, this second approach involves computer simula- 
tion. 

To illustrate, assume that: 

* claim frequency is Poisson distributed, and therefore approximately nor- 
mally distributed, with a mean of 1,000 claims; 

* all claims cost $5.000. 

Given these conditions, one can easily program a computer to simulate 
1,000 random trials (“years”) of claim experience. A histogram of one such 
set of 1,000 simulations is presented as Chart 1, on the following page. 

This chart reveals that simulated losses fall between $4,725,000 and 
$5,260,000 in 900 of the 1,000 trials. That is, given 1,000 trials. simulated 
losses fall between 94.5% and 105.2% of expected losses ($5 million) 90% of 
the time. Under Longley-Cook’s formula, the corresponding theoretical limits 
are $4,740,000 and $5.260.000. Not surprisingly, the analytical and simulation 
approaches produce similar results. 

’ Langley-Cook. page 200. In particular. S% = 0.05 = I .645/( 1,082)’ ’ 
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Table I extends this comparison to include other probability ranges obtained 
from this run. 

TABLE I 

CONFIDENCE BOUNDS As A PERCENTAGE OF EXPECTED Loss* 

Probability 

99% 
98% 
95% 
90% 
80% 

Based on 1,000 Simulations 

Lower Bound Upper Bound 

-8.1% + 8.2% 
- 7.4% + 7.7% 
- 6.5% + 6.3% 
- 5.5% + 5.2% 
-4.3% +4.l% 

Theoretical 
Values 

28.1% 
-t 7.4% 
* 6.2% 
5 5.270 
54.1% 

* Assuming constant severity and an expected frequency of 1,000 claims. 

This correspondence between theoretical and simulation results usually im- 
proves as the number of simulations increases. For example, extending the prior 
run to 5,000 random trials generated a 90% probability range of $4,735,0tW 
$5,255,000, slightly closer to the corresponding theoretical values. 

Simulated confidence ranges for several other full credibility standards are 
provided in Appendix A. 

More Sophisticated Credibility Models 

Since a complete and simple analytical solution to the previous problem 
exists, one may question the usefulness and necessity of a simulation alternative. 
Indeed, were frequency and severity to behave as postulated in the first model, 
simulation would be a needless and expensive approach to a simple problem. 

Unfortunately, frequency and severity usually do not behave as postulated 
in the basic credibility model. In particular, seldom are all claims the same 
size.5 

When variability in both the frequency and severity distributions is consid- 
ered, the simulation solution is generally preferable to an analytical approach 

5 Nor is the Poisson frequency assumption necessarily appropriate in all instances. See L. Simon, 

“Fitting Negative Binomial Distributions by the Method of Maximum Likelihood.” PCAS XLVIII. 

1961. page 45. 
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to the classic credibility problem. The next two subsections illustrate why this 
is so. 

The PoissorliloXnormal Model 

A number of models which reflect variability in the size-of-claim distribution 
are presented in the actuarial literature. Of these. the Poissonilognormal model 
suggested by Longley-Cook6 and generalized by Mayerson, Jones, and Bowers’ 
is among the most often cited. 

Rather than assuming all claims to be of equal size. this model assumes that 
claim sizes are distributed according to a lognormal distribution. This assump- 
tion significantly complicates the derivation of appropriate formulas for deter- 
mining the potential error associated with a particular full credibility standard. 
However, both papers conclude that a lognormal severity distribution increases 
the error calculated according to the simple credibility model by a factor of 
approximately (I .O + CV’)’ ‘. where “CV” is the coefficient of variatior?’ of 
the severity distribution. 

For example. under the basic (constant claim size) model. choosing 1,000 
claims as one’s full credibility standard implies that the error in one’s fully 
credible estimate will be less than 5.2% in nine of ten instances. By assuming 
a lognormal severity distribution with a coefficient of variation of 3.0. the error 
increases to approximately 16.4% (16.4% = 5.2’2 x IO”). 

These results are easily confirmed by computer simulation. To illustrate, 
Chart 2 displays the distribution of I.000 random trials developed assuming 
that: 

. claim frequency is once again Poisson distributed with a mean frequency 
of I .oOO claims. 

* claim sizes are lognormally distributed with a mean of $S.oOO and a 
coefficient of variation of 3.0. 

* the number of claims (frequency) dots not influence their average cost 
(severity). and 

* the cost of a particular claim is independent of the cost of prior claims. 

h Langley-Cook, page 220. 

’ A. L. Mayerson. D. A. Jane\, and N. 1. Howcrr. Jr .‘On the C‘redibllity of the Pure Premium.” 

PCAS LV. 196X. page 175 (hereafter cited a5 “Mqcrwn CI aI”) Thi5 paper‘\ full crcdibllity 

formulas can also apply for non-lopnormal aeverltj procc\w 

* A coefticient of variation i\ the standard deviation 01 it Jlslrtbutl~m d~vidcd by 115 mean. 
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The various confidence bounds read from this chart are compared with their 
corresponding theoretical approximations in Table 2. 

TABLE 2 

CONFIDENCE BOUNDS As A PERCENTAGE OF EXPECTED Loss* 

Probability 

99% 
98% 
95% 
90% 
80% 

Based on 1,000 Simulations 

Lower Bound Upper Bound 

-21.5% +27.5% 
- 19.7% +24.60/o 
- 16.2% +20.2% 
-13.9% + 17.5% 
- 10.9% + 13.4% 

Theoretical Values’ 
Approx. Bounds 

+25.7Yo 
+23.30/o 
+ 19.6% 
+ 16.4% 
+ 12.8% 

* Assuming an expected claim frequency of I .OOO claims and a lognormal severity 
distribution with a CV of 3.0. 

Unlike the analytical derivation, the simulated results in Chart 2 reflect the 
slight skewness of the resulting pure premium distribution. This skewness is 
also evident in Table 2, wherein lower confidence bounds are closer to expected 
loss levels than their corresponding upper bounds. 

Also in contrast to the traditional derivation. the procedure used to simulate 
confidence ranges under a lognormal severity assumption is essentially identical 
to the simulation technique employed in the first model. The ease with which 
simulation accommodates this added complication suggests that this technique 
might be employed to address problems which are not readily answerable by 
analytical methods. 

9 Determined according to the formula Bound = +P x IO’ ‘I I.000’ ‘. where P is the appropriate 
z-statistic from a standard normal distribution table 
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Another Model 

This subsection discusses a credibility problem which does not lend itself to 
an easy or general analytical solution. Specifically, the following comments 
outline a solution to the classic credibility problem in a situation where the pure 
premium distribution is a product of a “compound” severity process.” 

For example, situations sometimes arise wherein losses up to a certain level 
(say, $25,000) appear to be the product of a number of influences, whereas 
losses above this level seem to be influenced by totally different elements. In 
Workers’ Compensation, for instance, smaller indemnity losses might be viewed 
as the product of the injured worker’s wage, the state benefit level, and projected 
future movements in wage levels. Losses above a certain level, on the other 
hand, tend to be influenced mainly by such factors as quality of attorney and 
the liberalness of the Workers’ Compensation administration in that particular 
state. 

Under such situations, the size-of-loss distribution is really a “compound 
distribution,” in the sense that it is a weighted average of two different severity 
distributions-a “primary” and an “excess” loss distribution. Intuitively, one 
suspects that a pure premium distribution resulting from a compound severity 
distribution is more volatile than the corresponding distribution developed under 
a simple size-of-loss assumption. The following paragraphs test this intuitive 
notion. 

The form of most theoretical pure premium distributions resulting from 
known frequency processes and compound severity distributions tends to be 
formidable. Thus, explicit analytical solutions to the classic credibility problem 
are generally not available in such situations. Simulation, on the other hand, 
does not discriminate on the basis of complexity; hence, the simulation solutions 
obtained for earlier, simpler situations can be extended to take into account this 
added consideration. 

‘(’ For a discussion of several compound theoretical distributions, see C. C. Hewitt, Jr. and B. 

Letkowitz, “Methods for Fitting Distributions to Insurance Loss Data,” PCAS LXVI, 1979, page 
139. 
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To illustrate this flexibility. Table 3 presents results of 1 .OOO random sim- 
ulations which assume that: 

* claim frequency is Poisson distributed with a mean of 1,000 claims, 
. 95% of all claims are lognormally distributed with an average claim size 

of $5,000 and a coefficient of variation of 3.0, 
* the remaining claims (“above $25,000”) are Pareto distributed,” 
. claim frequency is independent of claim severity, and 
* the size of a loss is not influenced by the size of prior losses. 

TABLE 3 

CONFIDENCE BOUNDS* DEVELOPED WITH AND WITHOUT PARETO “TAIL” 

Without Tail (per Table 2) With Tail 

Probability Lower Bound Upper Bound Lower Bound Upper Bound 

99% -21.5% 
98% - 19.7% 
95% - 16.2% 
90% - 13.9% 
80% - 10.9% 

+ 27.5% 
+ 24.6% 
+ 20.2% 
+ 17.5% 
+ 13.4% 

.-. 30.5% 
~ 28.6% 
- 24.4% 
~ 20.7% 

16.2% 

+ 37.7% 
+ 34.8% 
l t29.1% 
+ 23.34ro 
+ 18.4% 

* Expressed as a percentage of expected loss 

This table clearly confirms our earlier supposition that a severity tail can add 
considerable volatility to a pure premium distribution. 

Post-mortem: Srction I 

Section I describes how computer simulation may be used to develop ap- 
proximate solutions to the classic credibility problem. In this process. it has 
become apparent that a simulation solution. unlike its analytical counterpart. is 
essentially pictorial. Specifically. each solution presented in Section I involved 
the computer’s producing a histogram. from which this writer simply read his 
answer. 

” That is. Y is distributed according to the formula PHI = I.151 “’ In thii formulation. “x” 

represents “normalized” lose\ m CKCI~ of SZS.000: that 1,. Y = I.OSS/~5.o00. Note that Y is 

never less than 1. 
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This intuitiveness carries with it obvious advantages for anyone charged 
with the difficult task of explaining the foundations of credibility theory to lay 
participants in the insurance process. Indeed, in such cases, one simulated 
picture may well be worth 1,082 words. 

More significantly, however, the techniques used to generate Tables l-3 can 
be modified to reflect almost any combination of theoretical or empirical fre- 
quency/severity assumptions. This inherent flexibility makes computer simula- 
tion an invaluable tool for applying and expanding traditional limited fluctuation 
credibility concepts, as well as for solving other difficult actuarial problems. 

Illustrations of two such applications are provided in Sections II and III of 
this paper. 

II. TESTING THE CAPITAL STRUCTURE OF A NEW INSURANCE COMPANY 

Section I illustrates how a computer can be used to simulate a body of losses 
under assumed frequency and severity conditions. Simulating the ability of a 
new insurance company’s capital structure I2 to meet its prospective loss obli- 
gations is a logical extension of this technique. 

Accordingly, Section II uses simulation to test the capital structure of a 
hypothetical, limited-purpose “captive ” insurance company. Again, results ob- 
tained under this approach are compared with those suggested by more tradi- 
tional actuarial procedures. 

The Cornpan? 

The Consulting Actuaries’ Reciprocal Exchange (“CARE”) is being formed 
to provide a consistent and fairly priced market for Casualty Actuaries’ Errors 
& Omissions coverage. Thus far, the steering committee examining the feasi- 
bility of this endeavor has agreed upon the following operational guidelines: 

* the company will be domiciled offshore; 
* the company will be a mutual insurance company, whose members will 

include consulting actuaries with three years of acceptable claim experi- 
ence; 

* the company will sell occurrence-basis Errors & Omissions policies; 

I2 As used in this paper. “capital structure” includes the company’s initial capitalization, as well 

as any other elements affecting its ability to pay losses. Such elements include retained earnings to 
date, applicable reinsurance arrangements, policyholder assessment provisions. and, of course, the 
company’s underlying rate level. 
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* the company will be “capitalized” by means of a per-member capitali- 
zation fee, payable at a member’s first policy inception; 

* each member will be subject to a “solvency assessment,” payable in the 
event that serious or sustained underwriting losses jeopardize the continued 
operation of the company on a sound basis; 

* CARE will purchase only quota-share rcinsurance because of reinsurer 
reluctance to participate on an excess-of-loss basis: 

. to protect its solvency, the company will arrange to quota-share a sub- 
stantial percentage of its exposure during its early years of operation. 

In addition to the above seven constraint\. the committee agrees upon the 
following preferences: 

. a small initial capitalization fee. ideally $500 or $750; 
* for marketing reasons, a maximum call provision of one year’s premium; 
* minimal use of quota-share reinsurance. Gncc each dollar ceded costs 

CARE several cents. I ’ 

The committee retains an independent consultant to recommend the appro- 
priate per-actuary rate, the maximum per-member assessment, a per-member 
capitalization fee. and the optimal amount of quota-share reinsurance which the 
company should purchase. The remainder of Section II illustrates how the 
consultant might use computer simulation to address these last three issues. 

The Motlrl: Underlying Assumptions 

Of the four issues raised in the introduction, the first item-determining the 
proper per-actuary rate--is routinely accomplished by traditional actuarial 
means. For purposes of this example, assume that the consultant reviews the 
most recent three-year loss history of I .oOO prospective members, and thereby 
recommends a uniform annual rate of 3; I ,750 for $3 million of occurrence-basis 
protection. 

The consultant next turns his attention to the more complex and equally 
important questions concerning the proper assessment percentage, the initial 
capital contribution, and the percentage 01‘ huhiness which the company should 
cede. Since these elements interact to jointly influence CARE’s solidity, the 
consultant constructs a computer model to simultaneously address these three 
issues. 

I’ Expenses incurred less ceding commlsblon allowance. CARE COSI\ per dollar ceded are 7.55 
(15~ - 7.5~) during tirst year, 4.5~ during year 2, and 2.5~ thereafter. per underlying assumptions 

7 and IO. 
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The principal assumptions underlying this model are presented below. 

1. Distribution of the number of claims: Since the base of insureds appears 
to be relatively homogeneous with a low expected frequency, the model 
assumes a Poisson claim frequency process. 

2. Distribution of claim amounts: No credible Actuaries’ Errors & Omis- 
sions size-of-loss information is available for this review. Fortunately, 
considerable size-of-loss data for other professional liability sublines 
are readily and generally available. Based on this information, the 
consultant hypothesizes a joint lognormal/Pareto severity distribution, 
as described below: 

% of 
Claim-size Range Claims Distribution Parameter 

Below $500,000 98% Lognormal CV is 3.5 
Above $500,000 2% Pareto Constant is I .30 

3. Expected number of claims and average claim size: Recall that a loss 
history was reviewed by the consultant. He estimated an average claim 
frequency of 2.5 claims/100 actuaries and a basic-limits“’ average claim 
size of approximately $45,000. Due to the underlying “parameter var- 
iance” in any distribution of sample means, these estimates are them- 
selves subject to a certain amount of chance error. Accordingly, the 
consultant adjusts his simulation model to take into account the inherent 
error in his frequency and severity estimates. 
Specifically, the model assumes that these frequency and severity av- 
erages are normally distributed with standard errors of 0.2 claims/100 
actuaries and $6,000, respectively. The means which underlie any 
particular trial’s frequency and severity distributions reflect the consul- 
tant’s initial estimates adjusted for this parameter error. 

4. Number ofjrst-year-participants: Marketing intelligence estimates first- 
year participation of 1,000 actuaries, a level expected to continue 
through year five. Annual membership growth of 10% is projected for 
each of years six through ten. 

5. Frequency and severity trend: No upward or downward trend in claim 
frequency is assumed. However, annual increases in E&O claim sizes 
are anticipated. 

I4 “Basic-limits” losses are limited to $500,000 per occurrence 
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Specifically, a 12% severity increase is assumed for year one. During 
subsequent years, the annual chmngr in the claim inflation rate is as- 
sumed to be normally distributed with an average change of 0 and a 
standard deviation of 1 point. 

6. Collectibility of assessments: Recognizing that the company would not 
be able to collect all assessments in the event a call is required, the 
model assumes an effective collection rate of 75%. 

7. Operating costs: Administrative, underwriting, unallocated loss ex- 
pense, and premium tax costs total 15%’ of premium during the first 
year, 12% in year 2, and 10% thereafter. 

8. Common inception date clnd pnlic:\V term: All CARE policies are to be 
written for one year, effective January 1. 

9. Rate level chnn~es: The $1,750 per-member rates will continue through 
the third year. Thereafter. annual IO% premium increases are as- 
sumed. Is 

IO. Ceding reinswxmce commi.s.sion: CARE will receive a 7.5% commis- 
sion on all quota-share reinsurance which it cedes. 

1 1. Pqout oj’incurred /os.srs: Payout of a given policy-year’s E&O losses 
is assumed to occur over five years, in 30/25/20115~10 proportions. 

12. Interest eurned on re.ser1v.s. cclpitd. trnd .surplu.s: The company’s in- 
vestable funds are assumed to earn interest at an annual rate of 10%. 

13. Fdertrl income tuxation: Full (46%) corporate income taxation is as- 
sumed. To simplify computations. this taxation is assumed to occur 
during the year in which the corresponding income is earned. 

” In practice. loss-sensitive pricing would probably hc assumed. 
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The Model: Results 

The consultant next uses his simulation model to carry out a first-level 
screening of the following twelve CARE operating scenarios: 

Scenario 

2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

Quota-share 
Percentage 

15% 
15% 
15% 
15% 
25% 
25% 
25% 
25% 
50% 
50% 
50% 
50% 

Per-member 
Capitalization 

Fee 

$500 
$500 
$750 
$750 
$500 
$500 
$750 
$750 
$500 
$500 
$750 
$750 

Maximum Annual 
Policyholder 
Assessment 
(as a % of 

annual premium) 

50% 
100% 
50% 

100% 
50% 

100% 
50%: 

100% 
50% 

IOO% 
50% 

100% 

For each of these twelve scenarios, the model simulates 50 random “trials.” 
Each trial consists of ten years’ operating experience; for each year, net operat- 
ing income is developed, and changes in CARE’s policyholder surplus are 
recorded. To illustrate this technique, results of the first trial of Scenario 5 
are presented in Table 4, on the following page. 
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TABLE 4 

RESULTS OF FIRST TRIAL, FIFTH SCENARIO 
(All dollar figures are in thousands) 

YEAR 

I 2 3 4 ~ - 

Net Premium Earned $1,313 $1.313 $1,313 $ I ,444 
Reins. Commission $ 33 $ 33 $ 33 $ 36 
Investment Income $ 81 $ 152 $ 210 $ 260 

Net Losses incurred $ 458 $I ,266 $ 610 Sl,572 
Expenses Incurred $ 263 $ 210 $ 175 s 193 
Fed. Income Taxes $ 325 $ IO $ 354 $ -II 

Oper’tg Surplus @ Start $ 500 s 881 $ 893 $1,308 
Call Funds Required $ 0 $ 0 $ 0 $ 0 
Oper’tg Surplus @I End $ 881 $3 x93 $I ,308 $1,295 

Claim-cost inflation 12.0%) 12.5% 12.0% 1 I .O% 

No. of members I,000 1 .000 I .oOO I .oOO 

YEAR 

5 

$1,588 
$ 40 
$ 321 

$3,104 
$ 212 
S-629 

$1,295 
$ 0 
$ 557 

I I .3% 

1 .ooo 

6 7 

Net Premium Earned 
Reins. Commission 
Investment income 

Net Losses Incurred 
Expenses Incurred 
Fed. Income Taxes 

Oper’tg Surplus (a Start 
Call Funds Required 
Oper’tg Surplus @II End 

Claim-cost inflation 

No. of members 

$1,922 
$ 48 
$ 358 

$1,090 
$ 256 
$ 452 

$ 607” 
$ 0 
$I .I37 

1 I .7% 

1.100 

$2,325 
$ 58 
$ 384 

$1,961 
$ 310 
$ 228 

Sl,l92* 
$ 0 
$ I .460 

I I .3% 

1,210 

8 

$2.813 
$ 70 
$ 438 

$1,852 
$ 375 
pd SOS 

$1,521* 
$ 0 
$2.1 I3 

1 I .4% 

I.331 

9 

$3,404 
$ 85 
$ 520 

$2.799 
$ 454 
$ 348 

$2,178* 
$ 0 
$2.586 

I I .9%’ 

I .464 

10 

$4.118 
$ 103 
$ 627 

$1,400 
$ 549 
$1,334 

$2,660* 
s 0 
$4.225 

10.6% 

I,61 I 

* Includes $5OO/member assessment from new members. 
Average annual surplw grmh; 23 .FZ 
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Finally, each scenario is evaluated in terms of: 

* the likelihood of CARE’s avoiding a “capital call” (assessment),lh 

* the expected IO-year profitability of the operation as measured by surplus 
growth. and 

* the consistency of CARE’s year-to-year surplus growth. 

This preliminary screening is carried out in Table 5. 

TABLE 5 

SUMMARY OF RESULTS OF TEN-YEAR OPERATING SIMULATION 

Scenario 

(1) 

1 ( I5/500/50) 

2 ( I515001 100) 

3 ( I5/750/50) 

4 (l5/750/100) 

5 (25/500/50) 

6 (25/500/ 100) 
7 (25/750/50) 

8 (25/750/ 100) 

9 (50/500/50) 

IO (50/500/100) 

I I (501750150) 

I2 (50/750/100) 

Adequacy of Call Provision 

No. of trials 
No. of trials in which “call” 
(out of 50) funds arc rror 

in which sufficient to 
“call” is offset surplus 
required impairment(s) 

(2) (3) 

22 5 

23 None 

I2 6 

20 2 

20 8 

17 2 

I8 6 

13 None 

I3 1 

18 1 

7 1 

7 None 

Profitability 

Median 

IO-yr. 

surplus 

growth 

(4) 

22.9% 

23.1% 

19.7% 

18.2% 

21.0% 

20.3% 

16.2% 

18.9% 

17.0% 

18.3% 

16.1% 

16.5% 

Range in 

average 

surplus 

growth 

(Low/High)* 

(5) 

Co. fails / 30.7% 
12.6% / 29. I% 

Co. fails / 24.9% 

None 125.6% 

Co. fails I 27.07~ 
None / 29. I% 

Co. fails / 22.9% 

IO. I7r / 23.8% 

3.9% 124.9% 

11.9% i 24.2% 

6.4% I 19.2% 

2.0% / 19.9% 

* Range represents the tifth lowest and fifth highest annual surplus growth rates recorded during the 
tifty trials. 

Ih In this illustration, a call is required only in the event that CARE’s policyholder surplus is 
exhausted. In practice, the company would empower its management to issue a call whenever 
surplus drops by some predetermined percentage (25-50s) during a specified period. 
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Given the previous criteria and the results presented in Table 5. the consul- 
tant narrows his field of possible recommendations to Scenarios 2, 6. 9, and 
10. He cites the following reasons. 

* Column (3) clearly establishes that a 50% call provision, in the absence 
of at least 50% quota-share reinsurance. does not provide sufficient con- 
tingent capitalization to assure the company’s solidity. This observation 
eliminates Scenarios I, 3, 5, and 7 from further consideration. 

* Table 5 also demonstrates that a $750 per-member capitalization fee does 
not significantly improve CARE’s operating integrity. On the other hand, 
higher initial capitalization reduces the company’s premium/surplus lev- 
erage; Column (4) quantifies the negative impact of this added capitali- 
zation on CARE’s annual surplus growth. Thus, Scenarios 4. X, 1 I, and 
12 are eliminated as possible candidates. 

The consultant next reviews these findings with CARE’s steering committee. 
During this review, the committee re-emphasizes its desire to avoid extensive 
reinsurance; accordingly, Scenarios 9 and 10 are dismissed. Moreover, the 
group asks the consultant to: 

* extend his simulation analysis to I.000 trials for each of the remaining 
two options, and 

* analyze each of the remaining options under both the proposed 
$1,7SO/actuary base rate scenario, as well as under a $2,000 base rate 
assumption. 

After reviewing this additional input. the committee adopts the sixth option 
(25% reinsurance, a $500 per-member capitalization charge. and a 100% call 
provision) along with a $2,OOO/actuary base rate. 

Post-Mortem: Section II 

This section extends the loss simulation techniques presented in Section 1 to 
include a consideration of inflation, reinsurance. corresponding premium move- 
ments. and cash flow. The simulation model which results from this extension 
provides an intuitively appealing method for testing the solidity of a new or 
existing casualty insurance company. 

The reader will note that this approach to gauging an insurer’s solidity bears 
little resemblance to traditional solvency testing procedures. The two, in fact, 
differ not only in form, but in what they arc actually testing. 



COMPUTER SIMULATION 43 

The first difference involves the form of the two procedures. Most traditional 
solvency tests, such as the NAIC Insurance information Regulatory System 
ratios and the A. M. Best insurance company rating system, are designed for 
widespread application. In fact, many of these tests are conducted annually for 
all or most U.S. property/casualty carriers. It is doubtful that any organization 
could conduct meaningful solvency simulations on such a scale. 

Beyond structural differences, however, the two approaches differ in what 
they attempt to measure. Specifically, traditional tests attempt to identify com- 
panies which are already experiencing surplus difficulty. The simulation ap- 
proach suggested in this section, on the other hand, focuses primarily on the 
likelihood that a company may become insolvent. Also, simulation is designed 
to highlight steps which would reduce this probability. 

Since traditional and simulation approaches measure different things, a direct 
comparison of the two is not meaningful. What is clear, however, is that a 
combination of the two methods produces a far better system than either ap- 
proach alone provides. In particular, traditional ratio analysis is cost-effective 
for most large, established carriers, but is of little value to new or limited 
purpose insurance companies. For this latter group, simulation generally pro- 
duces far more useful information. 

A specific and needed application of a simulation approach to solvency 
testing concerns “captive” insurance companies. These carriers, which are 
increasing in number by approximately 100 to I50 per year, often find it difficult 
to convince the established reinsurance market of their legitimacy as insurance 
operations. In turn. this failure to gain market acceptance can seriously limit a 
captive’s effectiveness, particularly during reinsurance negotiations and in its 
efforts to procure a book of “quality” non-related business. 

For a captive in this position, a simulation analysis along the lines suggested 
in this section would either convincingly confirm the company’s operating 
integrity, or provide information with which the carrier could judiciously 
strengthen its capital structure. In either case, the company would almost cer- 
tainly improve its image and stature in the insurance market. 

III. SIMULATION AS AN AID IN PRICING NEW, UNIQUE, OR CATASTROPHIC 

EXPOSURES 

Computer simulation can also be used to improve pricing of exposures for 
which historical information is unavailable or not indicative of future experience. 
For example, the pricing of endemic disease exposures, such as coal miner’s 
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“black lung,” textile worker’s “brown lung,” and asbestosis, can be improved 
with the aid of computer simulation. 

To illustrate the use of simulation in pricing these exposures, Section III 
compares the current actuarial formula for pricing black lung (pneumoconiosis) 
coverage with an alternative procedure incorporating computer simulation. The 
advantages of the latter approach are highlighted. 

Background 

Title IV of The Federal Coal Mine Health and Safety Act of 1969 extended 
Workers’ Compensation benefits to underground coal miners totally disabled by 
pneumoconiosis, a respiratory disease associated with dust levels in coal mines. 
The Act also provided benefits for the families of miners who died from the 
disease. 

Understandably, pricing this coverage has proven to be a problem for the 
major Workers’ Compensation ratemaking organizations. A partial listing of 
conditions complicating black lung pricing includes the facts that: 

* there exists very little data on claim emergence patterns. even ten years 
after introduction of coverage; 

* coverage is limited to death, permanent total disability, and medical 
benefits; therefore, the average undiscounted cost of black lung claims is 
currently estimated to be $200,000400,000: 

* the program provides for a dual benefit structure; affected miners qualify 
for the higher of Federal or state benefits; 

+ the Act’s coverage continually changes, often retroactively; 
* most importantly, the Act contains a (rebuttable) presumption that any 

miner with a respiratory impairment and a specified number of years of 
service in the mines is disabled from work-related black lung disability, 
and thereby entitled to black lung benefits. 

Current Pricing Procedures 

Given the previous considerations, a black lung pricing formula based en- 
tirely upon historical experience is neither possible nor appropriate. Thus, the 
National Council on Compensation Insurance has adopted a procedure which 
utilizes available actuarial and govemmcnt statistics to estimate the appropriate 
expecTed pure premiums for coal mining classes. I7 

I’ See Appendix B for a fuller discussion of the current NCCI formula 
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This writer believes that the current expected loss black lung pricing formula 
is flawed, in that it ignores the interaction among variables affecting black lung 
costs. Instead, expected loss pricing focuses directly on the end products of the 
loss determination process-the number of claims filed and the average cost of 
these claims. In so doing, current procedures may exaggerate any underlying 
conservative biases on the part of the pricer, and thus result in his unintentionally 
overstating required pure premiums. 

Simulation overcomes this problem by forcing the pricer to specify the 
assumed interaction among variables, and by displaying a range of possible 
outcomes consistent with these assumptions. As will be demonstrated, using a 
simulation based pricing formula narrows the range of reasonably foreseeable 
outcomes confronting the pricer, thus allowing him to select a saleable and 
reasonable pure premium which actual experience should not exceed in more 
than a specified percentage of instances. 

The following illustration highlights these advantages. 

The Model: Underlying Assumptions 

Many factors interact to determine the discounted indemnity costs to be paid 
under the current black lung benefit system. The following eight items are 
among the more important of these influences. They provide the basis of the 
assumptions underlying the simulation model presented in this section. Appendix 
C contains a detailed discussion of each of these eight assumptions. 

IMPORTANT FACTORS AFFECTING BLACK LUNG LOSSES 

1. Frequency of retiring miners’ filing of claims 
2. Success rate among retiring miners who file claims 
3. Miner mortality 
4. Age of claimants 
5. Number and nature of dependents 
6. Wage inflation rate (for Federal benefit escalator) 
7. Loss discounting percentage 
8. Current and projected indemnity benefits 

The Model: Results 

Given the above assumptions, a computer program was written to simulate 
one policy-year’s black lung indemnity costs arising out qf the retirement of 
/.OOO miners. Table 6 presents results of 50 random trials carried out with 
losses discounted at 3.5%. 
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TABLE 6 

x 
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TABLE 6 cont. 

RFX!LTS OF 50 RANDOM TRIALS (POIJC~U YEARS) OF BLACK LUNG 

No 
WI,, 

Tr,al SUIT 

(1) 110) 

I IS6 
2 207 
1 I65 
4 220 
s IJI 
6 136 
7 IS6 
8 197 
9 197 

1” ?I, 

II IX9 
I? 217 
13 I62 
I4 IS? 
IS 183 
I6 137 
17 III 
IK IXK 
I9 x7 
20 133 

?I 234 
22 I64 
2.3 2.50 
24 202 
2s 269 
26 286 
27 2.3 
28 I’), 
29 127 
ul I”? 

3, I63 
12 202 
13 IS7 
14 IJX 
15 u,1 
16 22.3 
37 Ihl 
1x IT” 
19 201 
JO 2w 

41 167 
42 IW 
41 IX2 
44 IX? 
4s txs 
46 100 
47 IS, 
4x 211 
49 I 19 
so ISX 

Auk IX2 

146 $SO.o4.09~ 
22x $73.168.3oh 
132 $48.2lo.sm 
244 571.2I.904 
15s $SO.X29.4~7 
I”7 539.2I4.Olh 
133 $46.776.478 
198 $6.X2.734 
IX5 562.730.2X4 
22x $73.061,427 

19il $62.707.417 
21, 572.991.772 
14, 549.930.546 
166 $53.086.SIJ 
IKI 560.h3I.02I 
137 544.960.6M) 
101 514.891.22 
206 ShS.7l0.368 
197 569.21S.SO3 
I% 549.170.926 

?I? 573.594.9Q6 
I42 549.X27.723 
274 5U7S24.053 
17x 562.36Y.h31 
286 592.486.717 
267 590.594.n35 
2OH 573.OW.YSh 
2% 570.586.766 
131 543.Sl6.001 
95 532258.242 

I45 550.3hh.X95 
22.5 571.403.73s 
IS? 55O.YS4.HS’) 
156 550.412.515 
2 .S4 590.997.0x 
251 57x.745.314 
IhS 5s4.4s3.021 
150 $50.694.697 
201 566.X26.740 
IXX 56S.1122.151 

201 662.41h.777 
107 51s.797.9w 
I94 562.673.HS2 
20 I 563325.62’) 
201 $trl.SYt ,462 
11” $3S.917.wY 
217 Shl.lY6.lXO 
224 57s .m1.4 I I 
IIS 541.716.4OT 
143 54x .79 I.959 

IX, Sho.193.“57 

Mmers Rece,vmg 
Only Federal Awards 

34 
II 
46 
14 
6 

19 
17 
22 
?I 

2 

2 
8 
6 

IO6 
19 
69 
?I 
4x 
24 
Sh 

5 
7 

19 
77 
14 
x 

I4 
IX 
63 
43 

h 
IX 
40 

7 
24 
32 
II 
IS 
44 
2h 

2x 
3x 
51 
25 

5 
2.1 
2x 

x 
2.5 
I') 

25 

N". 

3 s 3.x40.234 

Total 
wlh Federal 
Sun 

I2 $ 2.7X3.307 

IlldLYllnlly 
-- 
(141 (151 

24 5 6.675.h2Y 
10 5Io.x93.322 
63 stI."I*.3x" 

x 5 ?.Y27.Y7Y 
6 5 I .437.476 

2s 5 5.592.Y72 
26 5 8.440.706 
2s 5 7.34139 
10 5 Y.926.2Y7 
4 5 2.,X9.764 

5 I WI,?X7 
13 5 4.317.37s 
4 5 1.572.640 

8X 529.3x0.007 
28 5 7.733.378 
73 513,7"7.441 
20 5 4.788.23s 
34 $1~.892..526 
IO I ~.MB,llY7 
55 517.293.97S 

13 5 1.681.190 
7 5 3.3X7.674 

23 S 3.S24.010 
ss $IK.SOX.~76 

Y I 3.454.796 
Y S 2.7XS.JOS 

MI 512.591.221 S4h 5 83.51Y.436 
47 517.927.3XK 415 5 77.283.610 

6 S I .236,(1X4 481 5 7X.713.IXX 
?I ‘6 4.X26.069 552 $ 9”.H’X).hlS 
3’) 510.417.0Ix so5 5 83.IM.Wl 

3 5 1.711.021 472 I 82.794.263 
2’) $ H.XSO.33Y 729 5123.132.170 
31 510.373.1s2 767 5132.653.l6H 

x ‘6 2.6Y2.884 487 5 83.66X.964 
tt 5 2.20.x92 344 5 62.728.060 
30 $ X.MS.OH7 574 5 91.2Jl.S67 
26 5 6.S41 .X27 61, I 99.364.928 

23 $ 4.738.8OH s91 5 YS.O38.04O 
?I 6 8.963.S30 371 5 59.827.517 
77 533.64Y.SH7 6X7 5140.254.826 
IK 5 S.669.O’)O 596 5 99.110.077 

1 % I.lll.(rl” 47s 5 X1.217.237 
24 511.627.224 43s 5 X3.795.244 
27 s S.1~20.107 sx7 $ 95.~10.325 

Y $ I.XXX.OS1 h7I 5110.275.142 
I6 5 4.s22.4,4 421 5 67.336.064 
IO ‘6 ?.7Y3.9”3 3x3 5 60.583.591 

24 $ 7.JXJ.OS” (6’) 5 97.SJh.IM 

All Mmen 

N” 
Tolal 

671 

Bcnef 

5I26.014.583 

Total Cost 

I Ihl 

SJB 

1171 

428 

5 119.430.237 

5 68.934.31X 
670 5I47.809.20” 
526 5 82.440.543 
x64 $147.S74.54h 
MS 5 63.HV7.21X 
430 I 69.134.384 
471 5 74.913.3Y4 
597 51n1.437.13fl 
6nl $107.fd8.8l, 
667 $135.9R5.774 

473 5 7X.IK0.144 
659 $116.477.171 
473 5 8 I .93Y.X36 
733 5124.476.896 
587 5lfll.S9S.S7h 
579 5 87.113.404 
103 $ 48.229.077 
X17 5I47.SS9.112 
54s $ 88.343.400 
527 5 9O.XI4.132 

674 $I 10.20(3.746 
471 $ 88.263.686 
709 $115.1.51.620 
663 5107.578.072 
X61 5148.423.394 
x53 $145.K19.SI2 

47 
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Similar simulations were carried out under 0% and 70/c loss discounting 
assumptions. Given the results of these runs and assuming both a $15,000 
average miner’s salary and a 1.5% retirement rate, the pure premiums in Table 
7 were obtained. 

TABLE 7 

COMPARISON OF DISCOUNTED BI.A~K LUNG INDEMNITY PURE PREMIUMS 

Loss 
Discounting 
Percentage 

0% (No disct.) 
3.5% (NCCI) 

7% 

Based on 
Average 

Simulated 
Loss LevelIN 

$15.72 
9.75 
7.30 

Based on 80th 
Percentile 

Loss Level 

$20.00 
12.31 
Y. 13 

Based on Based on 
Lowest Highest 

Simulated Simulated 
Loss Level Loss Level 

$7.23 $30.76 
4.82 14.84 
3.78 II.03 

Interpretution and Sipu’Jcunce of Results 

Table 7 may be interpreted as follows. Consider the pure premiums displayed 
in the second (3.5% discount) row. When loaded 16% for expenses, these 
figures translate into black lung indemnity rates which range from $5.75 to 
nearly $18.00. From the viewpoint of the pricing actuary, however, the range 
of selectable rates runs from $11.60 (based upon the mean simulated loss level) 
to more conservative (80th percentile) estimates in the area of $14.50. 

In this manner, incorporating computer simulation into black lung pricing 
enables the actuary to significantly narrow his range of potential loss (and thus 
rate) levels. 

Post-Mortem: Section 111 

For practical and philosophical reasons. this paper does not suggest that 
computer simulation should diminish the current role of “traditional” insurance 
pricing formulas. However, using simulation to complement these formulas in 
the pricing of new or certain difficult exposures offers several obvious advan- 
tages. 

In particular, by reflecting the often offsetting interactions among the many 
factors influencing such a coverage’s ultimate cost. simulation usually enables 
the actuary to significantly narrow his range of potential prices. For instance, 

Ix Pure premium (3.58 discount) = $97..546.104!10 million (umt\ of SltK) payroll). Similar 

computations apply for other discounting assumptions 
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the $11.6&14.50 range of probable outcomes developed in the previous ex- 
ample is probably much smaller than the spread which one might intuitively 
expect, given earlier comments on the nature of this coverage and the problems 
encountered in its pricing. 

More importantly, the simulation approach presented in this section requires 
an initial, detailed delineation of elements which affect the program’s cost. Each 
of these go-in assumptions can readily be tested and appropriately modified as 
soon as meaningful experience becomes available. As a result, accurate pricing 
may occur more quickly by incorporating a simulation analysis into traditional 
expected loss pricing formulas. 

IV. OTHER APPLICATIONS 

Sections I-111 present three applications of computer simulation to insurance 
pricing problems: 

* in re-establishing and extending the fundamental notions of credibility 
theory, 

* in assessing the solidity of an existing or contemplated property/casualty 
insurance company, and 

* in pricing catastrophic exposures or hazards for which no relevant histor- 
ical information is available. 

Simulation can also assist the actuary in two other areas of historical and current 
concern: customizing individual risk insurance charges” and developing loss 
reserve confidence intervals. A brief discussion of these applications follows. 

Customizing Insurunc~e Charges and Excess Loss Premium Factors 

The current “Table M” and “Table L” provide the insurance charges 
underlying most casualty retrospective rating plans, policyholder dividend 
schemes, and certain types of casualty premium allocation programs. 

Historically, massive data requirements and other logistic problems have 
precluded regular periodic overhauls of the Tables or development of separate 
insurance charges for the non-Compensation casualty lines. As a result, the 
insurance charges currently used in most states (Table M) are grounded in the 
Workers’ Compensation policy year experience of the early 1960’s. Moreover, 
this same table often provides the charges used in automobile, burglary, and 
general liability retrospective rating programs. 

Iv An insurunce charge al entry (or loss) rafio r represents the proportion of a risk’s losses which 

can be expected to fall above entry (loss) ratio r. 
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Simulation, on the other hand, is not constrained by these logistic complex- 
ities. In addition, the loss simulation techniques described in Section I of this 
report can easily be extended to include a calculation of insurance charges.“’ 

To illustrate, consider a body of automobile exposures. each with an ex- 
pected claim frequency of 500 claims and an average claim size of $500. 
Further, assume a Poissonilognormal pure premium process with an underlying 
coefficient of variation of 3.25 for severity. Given these assumptions, loss 
experience of 1,000 trials (risks) is simulated as described in Section I. From 
these results, a table of insurance charges and excess loss premium factors”’ is 
generated by the standard formula.?? Moreover, this same procedure is carried 
out with individual claims limited to $2,500. 

The resulting insurance charges and ELPF’s at selected entry ratios are 
compared with the corresponding 1977 Table M charges in Table 8. 

TABLE 8 

COMPARISON OF TABLE M CHARGES WITH SIMULATED VALUES 

Entry 
Ratio 

(1) 

0 
0.25 
0.50 
1.00 
1.25 
2.00 

1977 Table 
M Charge 

(EL Group 19) 

Simulated Simulated P.D. Indicated 
P.D. Insurance Charge with $2,500 

Charge Losses Limited ELPF 
(Unlim. Losses) to $2,500 ((4) - (3)) 

(2) (3) (4) (3 

1.000 1.000 1.000 0 
.750 .766 ,766 0 
.526 ,532 ,532 0 
,190 ,089 ,217 .I28 
.I05 ,010 ,217 .207 
,029 0 ,217 ,217 

m Viewing each trial as the experience of a single risk, the formula 1s 

Charge at entry ratio r = X {Losses - r*(Expected Losses)} i Z Losses 
trials where all 

losses exceed trials 

r*(Expected Losses) 

I’ An PXC~SS loss premium factor (“ELPF”) is the charge made for limiting a retrospectively rated 
risk’s rateable losses to a per-occurrence amount, such a\ $2S.OM~ or RSO.000 

*2 See note 20 
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The simulation approach to developing insurance charges offers three ad- 
vantages over traditional means of developing Tables M or L: 

1. The simulated factors are “customized” to reflect the specific frequency 
and severity characteristics of this particular insurance; 

2. Updating (for inflation, etc.) is routine; 
3. The table can be recast to reflect any desired level of loss limitation, 

thereby avoiding the classic problem of overlapping insurance charges 
and ELPF’s. 

Improving Loss Reserve Conjidence Interval Calculations 

A recent paper in these Proceedings’” suggested a procedure for developing 
loss reserve confidence intervals from the corresponding pure premium confi- 
dence intervals underlying a given policy year’s initial pricing. As illustrated in 
Section I of this report, simulation provides a means of improving the accuracy 
in one’s estimate of these underlying pure premium ranges. 

A description of how simulation might be used in the computation of loss 
reserve confidence intervals is provided as Appendix D. 

V. CONCLUSION 

The preceding pages discuss five specific areas--credibility theory, solvency 
testing, pricing new or difficult exposures, estimating individual risk rating 
charges, and developing confidence intervals around loss reserve estimates-in 
which computer simulation presents an opportunity for us to take a step toward 
overcoming traditional pricing and reserving obstacles. The recent introduction 
of inexpensive and highly efficient microcomputers provides the corresponding 
method and motive. Given method, opportunity, and motive, therefore, this 
writer believes that computer simulation will become a prominent (dominant?) 
actuarial tool during the 1980’s. 

This paper will be successful to the extent that it encourages other members 
of this Society to come forward with additional uses of computer simulation, or 
to offer improvements upon the applications suggested in this paper. 

2’ C. K. Khury. “LOSS Reserves: Performance Standards.” PCAS LXVII, 1980. page I 
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APPENDIX A 

COMPARISON OF SIMULATED AND THEORETICAI. CONFIDENCE INTERVAM FOR 
SEVERAI, SAMPLE: SIZES 

Constant Severity Lognormal Severity* 

Expected 
Simulated Values Simulated Values 

Number of Conf. 
( I .WO Trials) ( I ,0(K) Trials) 

Claims Range Theor. Lower Uwr Theor. Lower Upper - - ~ 

500 99% k I I .5 %. - 13.2% in Il.874 + 36.4% ~ 2s .2% + 44.8% 
98% ? 10.4 -11.6 + I I.0 f 32.9 -25.0 +38.5 
95% t8.8 -9.0 +x.7 + 21.7 -21.3 + 32.0 
90% + 7.4 -7.x t7.2 +?3 7 -. . ~ 18.5 +25.3 
80% k 5.1 -5.X t 5.x ‘- IX.1 - IS.5 t IX.2 

1,500 99% r 6.6% - 7.4% ts.w ~_ + ’ I .OQ ~ 19.3% +21.57G 
98% k6.0 -6.7 +5.7 + IV.0 - 17.2 t 19.3 
95% k5.l -5.5 +4.x f 16.0 ~ 13.X + 16.3 
90% k4.2 -4.5 +4.0 k 13.4 -11.7 + 13.5 
80% e3.3 -3.5 t 3.0 + 10.5 -9.1 t 10.6 

2,500 99% f 5.2% -5.2% +s.l% t- 16.3’P ~ 13.1% +20.0% 
98% 24.7 -4.6 +4.5 2 14.7 -- 12.0 + 16.8 
95% t 3.9 -3.8 t 3.7 + 12.3 ~ IO.2 + 13.1 
90% k-3.3 -3.3 +3.1 -e 10.3 -8.3 t 10.8 
80% ~_. +36 - 2.67 t 2.h k8.l ~ 6.8 + 8.4 

* Coefficient of variation is 3.0 
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APPENDIX B 

53 

CURRENT NCCI BLACK LUNG PRICING PROCEDURES’4 

In developing black lung pure premiums, the National Council on Compen- 
sation Insurance: 

1. Determines the average black lung indemnity cost using standard mor- 
tality assumptions (U.S. Life Total Population Tables, 1959-61), dis- 
counting assumptions (3.5%/year), and a black lung dependency distri- 
bution developed by the National Council; 

2. Loads (I) for expenses (12.3% plus premium taxes, as of May, 1980); 
3. Estimates the percentage of insured miners filing successful Compensa- 

tion claims; 
4. Multiplies (2) by (3) to obtain the expected cost per 100 miners; 
5. Separately computes a medical pure premium; 
6. Loads (5%?) for contingencies (e.g., mine closedowns which result in 

an unforeseeable outbreak of claims); 
7. Converts (6) to a rate per $100 of payroll. z 

24 As described in Roy H. Kallop’s B/ad Lung Raremnkin~, a presentation to an industry symposium 
on black lung, St. Regis Hotel, New York City (May 19. 1980). 

LT The ratemaking formula described in Kallop’s paper actually computes rates in two parts-one 

part paying for new claims, the second amortizing the cost of additional liabilities imposed by the 

black lung legislation effective March I. 1978. This paper focuses exclusively on the National 

Council’s calculation of premiums to pay for new claims. 



54 COMPUTER SIMULATION 

APPENDIX C 

EIGHT ASSUMPTIONS UNDERLYING BLACK I.UNG I.OSS SIMULATION 

I . Frequency oj’reriring miners’ jifiling of’chritrt.s. Currently, a retiring miner 
has little reason not to file a black lung claim. Thus, a high but unknown 
percentage of retiring workers will probably tile claims. 
The simulation presented in this paper assumt’~ the following filing rates 
along with their respective likelihoods of occurrence. 

Retiring Miners Likelihood of 
Filing Black Lung Claims Occurring 

5 of IO 25% 
7 of IO 50%’ 
9 of IO 2556 

Also, we assume that all claimants will tile both state and Federal claims. 
2. Succ.es.s rate trmong retiring miners ,tlho,filc> chtitns. The rate of successful 

claimants varies substantially by state. In the Federal area, currently high 
success ratios are expected to fall during the coming years. Thus. the 
following rates are assumed. 

State Claims Federal Claims 

Approval Assumed Approval Assumed 
Rate Likelihood Kate Likelihood 

5 of IO 25% 3 OS 20 75% 
7 of IO 50% 7 Of 20 50% 
9 of IO 2.5% IO 01‘ ‘0 2.5% 

One consequence of this assumption should be noted. As mentioned 
earlier. a miner who successfully pursues a state and Federal black lung 
claim receives the higher of the state or Federal awards. Currently, most 
states’ weekly benefits arc highor than the Federal hcnctit: however, 
Federal amounts are annually escalated for inllation. Thus. miners qual- 
ifying for both types of henelita receive htatc benefits until Federal 
amounts exceed state levels, at which time the miner or his survivor 
receives a Federal supplement equal IO the benefit difference. 
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It follows that the percentage of miners qualifying for both state and 
Federal awards is an important consideration in pricing black lung cov- 
erage. Assuming that a claimant’s success or failure in pursuing a state 
claim does not affect the disposition of his Federal award, a sufficient 
number of simulations should produce a distribution of beneficiaries 
along the following lines. 

Type of Benefits Received 
% of Miners 
Filing Claims 

Both State and Federal 25% 
State only 45% 
Federal only IO% 
No benefits awarded 20% 

3. Mortctli~y rrttrs. A 1977 study of miner mortalityzh revealed a signifi- 
cantly higher incidence of lung-related diseases in retiring underground 
coal miners. Accordingly, the following mortality assumptions are used 
in this illustration. 

Mortality Assumption” Probability 

Retiring miner’s life expectancy is five years less than 
that of a “typical” retiree 

55% 

Retiring miner’s life expectancy is typical 
Retiring miner’s expectancy is five years greater than 

that of a “typical” retiree 

35% 
10% 

4. Age of chimcmts. The simulation assumes that only retiring miners 
(pension age 57 or 62) tile claims. 

5. Number of dqwttdett~s. As discussed earlier, benefits are paid to survivors 
of a deceased miner who was totally disabled from pneumoconiosis at 
the time of his death. Accordingly, the model presented in this paper 

*h National Institute for Occupational Safety and Health, Morrcrlir~ Atnon,y Coul Miwr~ Cowwd hj 
the UMWA Health and Retirement Funds, March, 1977. 

27 “Typical” mortality as per the U.S. total population mortality table, 1969-71. Other mortality 

tables could, of course, be used. 



56 COMPUTER SIMULATION 

assumes the following dependency distribution. 

Number of 
Dependents 

% of Retiring 
Miners 

0 50% 
I 50% 

Also, instead of computing joint survivorship probabilities, the simula- 
tion program assigns an effective pension age of 57 years to miners with 
dependents, and 62 years to all other miners. 

6. Wage injlution lfor Federal benejt escalator). The simulation arbitrarily 
assumes the current year’s wage inflation rate to be 8%. Also, to illustrate 
the flexibility of this approach to pricing, the change in annual wage 
inflation rates is assumed to be normally distributed with an average 
change of 0 and a standard deviation of I point. Negative inflation rates 
are not allowed. 

7. Loss discounting percentages. In view of the dramatic impact of this 
assumption on the program’s ultimate cost, separate simulations were 
carried out for discounting assumptions of 0%’ (losses not discounted), 
3.5% (the current National Council assumption), and 7%. 

8. Black lung indemnify benefits. This simulation attempts to price for black 
lung indemnity payments; a similar approach could, of course, be em- 
ployed for pricing the medical component. 
All black lung beneficiaries are assumed to qualify for the following 
hypothetical state or Federal indemnity payments. 

Maximum State Benefit 

With Dependent No Dependent 

$3OO/week S225lweek 

Maximum Federal Benefit 

With Dependent No Dependent 

S340imonth $340/month 

APPENDIX D 

ILLUSTRATION OF LOSS RESERVE C‘ONFIDEN<‘F. INTERVAL (‘AL(‘ULATION USING 

COMPUTER SIMULATION 

Note: All calculations presented in this appendix assume a Poisson frequency 
process (expecting 1,000 claims) and a lo&normal claim size distribution with 
a CV of 3.0. For 1976, a $5,000 average claim size was anticipated; for 1977. 
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the corresponding figure was $5,500; for 1978, $6,050; for 1979, $6,655; and 
for 1980, $7,320. 

Srep 1. Begin by modifying Table 2 to account for the error in the inirid 
estimate of the expected frequency and claim cost. This “parameter error” 
increases the confidence ranges in Table 2 as indicated below. 

SIMULATED CONFIDENCE BOUNDS AS A PERCENTAGE OF EXPECTED LOSSES 

Conf. 
Range 

99% 
98% 
95% 
90% 

80% 

Per Table 2-Reflects Process Adjusted to Reflect Parameter 
Variance Only Error 

Lower Bound Upper Bound Lower Bound Upper Bound 

-21.5% +27.5% -30.2% +38.0% 
- 19.7 +24.6 -27.8 +32.3 
- 16.2 +20.2 -24.3 +28.5 
- 13.9 + 17.5 -20.7 +23.2 

- 10.9 +13.4 -17.3 + 17.9 

Step 2. Use the above results to compute the 90% confidence ranges about 
the go-in pure premium for each accident year in which losses remain outstand- 
ing. 

Accident 
Year 

1976 
1977 
1978 
1979 
1980 

Expected Losses 
at Policy 
Inception 

$5,000,000 
$5,500,000 
$6,055,000 
$6,655,000 
$7,320,500 

Approximate 
90% Confidence Limit 

at Inception (above table) 

Lower Bound Upper Bound 

-$ I ,035,ooo +$I ,160,OOO 
-$1,138,500 +$ I ,276,OOO 
-$I ,253,500 +$ I ,404,ooo 
-$I ,377,500 +$ I ,544,ooo 
-$1,515,500 +$I ,69X.000 
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Step 3. Complete the calculation by assuming that 

* loss reserve estimates improve in direct proportion to the time elapsed 
since policy inception, and 

* all losses are settled within tivc years from date of occurrence. 

Accident 
Year 

90% Confidence lntcrval 
as of l/1/81 

1976 0 0 
1977 -$228,000 + $255,000 
1978 -$501,500 + $56 I ,500 
1979 -$826,500 + $926,500 
1980 -$1,212,500 +$I,358500 

Total All Years -$2,768.X)0 +53, lOl,SOO 

Lower Bound Upper Bound 

APPENDIX E 

A COMPUTER APPROACH TO “GREATEST ACCURACY” ~‘REDIi3Il.ITY THEORY 

Section 1 of this paper illustrates how computer simulation can be used to 
develop and apply “limited fluctuation” credibility theory, as described by 
Longley-Cook, Mayerson, and Carlson.‘X This approach to establishing full 
credibility standards is basically a matter of developing conhdence intervals, an 
application for which computer simulation is ideally suited. 

Of course, a second credibility system-the “greatest accuracy” theory of 
A. L. Bailey,?” Hewitt,“’ and others-has also gained wide acceptance within 
this Society. Under this second approach. credibility weights produce the best 
linear fit of observed pure premium data to conditional expectations of the pure 
premium over all possible data outcomes. Since confidence intervals are not 
involved in this formulation, the usefulness of a computer in devcioping greatest 
accuracy credibility factors is not readily apparent. 

zw Longley-Cook. page 196: Mayersvn et al, page 175: T 0 Carlson. “Ohvmat~m on Casualty 

Insurance Rate-Maktng Theory in the United States.” PC’AS 1.1. 19h-l. page 2x2. 

Iv A. L. Bailey, “A Generalized Theory of Credibility.” fY’AS XXXII. 1915. pap 13. 

xl C. C. Hewitt. Jr., “Credibility for Severtty.” PC’I1.y LVII. 1970. page 14X 
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This Appendix illustrates how (non-simulation) computer techniques can 
also be used to explain and possibly expand upon the uses of the greatest 
accuracy credibility model. 

“Greatest Accuracy” Credibility Theory Restured 

As described in these Proceedings, the greatest accuracy credibility factor, 
z, is a number between 0 and I .OO which minimizes the “mean square error,” 
M(z), given by 

bWl4 - z . d - (I .O - z) . E(H)}’ . f(d)dd 

= T VW@) - z . d - (I.0 - Z) . E(H)}’ . Pr(d). 

“H” is here the prior estimate of an underlying parameter and “8 is actual 
observed data. &XI?,), E(X), Pr(x), andf(.r) have their usual interpretations. 

Since this problem involves selecting a weight, 2. which minimizes M(Z) 
over a large range of values, a computer approximation of 2 is feasible. An 
illustration follows. 

The Problem 

Assume that you are analyzing a body of 100 exposures with the following 
characteristics. 

* You expect 0.25 claims per exposure (25 claims in your sample). 
* A given exposure’s expected frequency may be 0.15, 0.20, 0.25, 0.30, 

or 0.35 claims, with equal likelihood. 
* All exposures have the same (but unknown) underlying frequency. 
* The frequency process is Poisson. 
. All claims cost $5,000. 

Since severity is assumed constant, the following analysis deals exclusively 
with claim frequency. Clearly, the conclusions apply equally to a consideration 
of the pure premium. 
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ignoring severity, E(H) = 25 claims. Moreover, the various values of E(Hlcl) 
(d a value of D) can be determined as follows 

d h 

0 claims 15 claims 
20 claims 
25 claims 
30 claims 
35 claims 

20 claims I5 claims 
20 claims 
25 claims 
30 claims 
35 claims 

25 claims IS claims .00498 .20 
20 claims .04459 .20 
25 claims .07952 .20 
30 claims .os I I2 .20 
35 claims .01625 .20 

Pr(djh) PrCh) Pr( tl) 

.20 

.20 

.20 

.20 

.20 

0 

.0395Y 

.03929 

.04181 .20 

.08884 .20 

.05 192 .20 

.01341 .20 

.00197 .20 

Pr(hld)* E(HJd)“” .~ 

0.09326 
0.0066’) 
0.00005 15.03392 claims 

0 
0 

.?I I22 

.44X78 

.26228 2 I .08226 claims 

.06775 
ooYY6 

.02535 

.22696 

.40480 25.73062 claims 

.26OlY 

.0x270 

* Pr(hld) =: {Pr(dlh) . Pr(h)}lPr(d) 

** E(HJd) = C h . Pr(hld). 
h 

Unfortunately, manually carrying out these calculations fcr all possible 
values of D is tedious and impractical. However, this routine is easily handled 
by a computer. With the assistance of an appropriately programmed machine, 
for example, the results in Table El were obtained for tl = 0. I. 2, 3, . , 
59 claims. 



d (# of Claims) 

0 claims 
1 
2 
3 
4 

IO 
II 
12 
13 
14 

15 
16 
17 
18 
19 

20 
21 
22 
23 
24 

25 
26 
27 
28 
29 
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TABLE El 

E(H16) AND Pr(d) GIVEN &59 CLAIMS 

E(H16) Pr(d) - - 
15.03392 0 
15.04528 0 
15.06044 .ooool 
15.08069 .00003 
15.10772 .00013 

15.14379 .00040 
15.19187 .OOlOl 
15.25587 .00218 
15.34087 .00416 
15.45337 .00709 

15.60155 .01096 
15.79532 .01555 
16.04625 .02046 
16.36697 .02526 
16.76991 .02953 

17.26539 .03301 
17.85911 .03563 
18.54995 .03743 
19.32882 .03857 
20. I7966 .03924 

2 1.08226 .03959 
22.01589 .03974 
22.96208 .!I3977 
23.90576 .0397 I 
24.83492 .03955 

25.73962 .03929 
26.6 I 130 .03890 
27.44238 .03834 
28.22649 .03757 
28.95864 .03657 

d (# of Claims) Wld) Wd) - - 

30 claims 29.63554 .03530 
31 30.25558 .03375 
32 30.81878 .03191 
33 3 I .3265 I .02980 
34 31.78125 .02746 

35 32.18624 .02493 
36 32.54518 .02229 
37 32.86203 .01961 
38 33.14079 .01696 
39 33.38534 .01441 

40 33.59939 .01203 
41 33.78634 .00985 
42 33.94936 .00793 
43 34.09129 .00626 
44 34.21469 .00485 

45 34.32185 .00369 
46 34.41480 .00275 
47 34.49534 .00201 
48 34.56505 .00145 
49 34.62535 .00102 

50 34.67745 .0007 I 
51 34.72243 .00048 
52 34.76125 .00032 
53 34.79471 .00021 
54 34.82355 .00014 

55 34.84838 .00009 
56 34.86976 .00005 
57 34.88815 .00003 
58 34.90397 .00002 
59 34.91756 .OOOOl 
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Having developed E(Hld) and Pr(d) for all reasonably foreseeable outcomes 
of D, the computation of M(Z) becomes routine, if lamentably tedious. Again, 
however, a computer accomplishes the necessary calculations in a matter of 
microseconds. Since z is selected to minimize M(z), it is easily seen from Table 
E2 that the appropriate greatest accuracy credibility is 0.67. 

TABLE E2 

DISPLAY OF z AND M(z) 

z M(z) z M(z) 

0.00 34.70944 0.51 3.21716 
0.01 33.71701 0.52 2.98960 
0.02 32.73957 0.53 2.77704 
0.03 31.77713 0.54 2.57948 
0.04 30.82969 0.55 2.39691 
0.05 29.89724 0.56 2.22934 
0.06 28.97980 0.57 2.07677 

0.07 28.07735 0.58 1.93920 
0.08 27.18989 0.59 I .81662 
0.09 26.31744 0.60 I .70904 
0.10 25.45998 0.61 1.61646 
0.11 24.61752 0.62 I .53888 
0.12 23.79006 0.63 I .47629 
0.13 22.97760 0.64 I .42870 

0.14 22.18013 0.65 I .3961 I 
0.15 2 1.39766 0.66 I .37852 
0.16 20.63019 0.67 I .37593 
0.17 19.87772 0.68 I .38833 
0.18 19.14024 0.69 I .4157.; 
0.19 18.41776 0.70 1.4SXl.J 
0.20 17.71028 0.71 I.51551 

0.48 3.98982 0.98 8.73426 
0.49 3.71727 0.99 9.21 I58 
0.50 3.45972 1 IO0 9.70391 
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Comparison with Theoretical Results 

As expected, the previously derived greatest accuracy credibility factor 
(z = 0.67) can be verified analytically. Specifically, it is easily shown that this 
outcome would have resulted from Biihlmann’s z = NI(N + K) formulation, 
where K is the mean of process variance divided by the variance of the hypo- 
thetical means.“’ 

. Mean of (Poisson) process variances = 0.25 claims’/exposure. 
* Variance of hypothetical means = E(H’) - (E(H))’ 

= 0.0675 - 0.0625 = 0.005. 
. Thus K = 0.25/0.005 = 50. 
* Hence, for 100 exposures, z = NI(N + K) = 100/150 = 0.67, as per the 

previous development. 

Advantages of a Computer-Based Approach 

Section I suggested two advantages of a computer-based approach to deter- 
mining limited fluctuation credibility standards: 

+ the computer approach is more intuitive, and therefore more easily pre- 
sented and explained to non-actuarial users, and 

* computer simulation provides a means of extending previous analytically 
derived results. 

To a lesser extent, these same advantages can be realized by using a computer 
to develop greatest accuracy credibility factors. 

Clearly, the computer approach is more intuitive than its analytical counter- 
part. In this writer’s opinion, for example, tables along the lines of Table E2 
aid considerably in explaining greatest accuracy factors. 

Moreover, using a computer provides additional flexibility in the develop- 
ment of credibility formulas. 

* By rerunning the necessary computer programs, the sensitivity of credi- 
bility factors to small changes in one’s prior distribution assumption can 
readily be determined. 

* Variations on greatest accuracy credibility formulas are easily accom- 
plished. In particular, the previous procedure lends itself quite nicely to 
the development of credibility weights which minimize the mean square 

” H. Biihlmann, Mathemorical Merhods in Risk Theory (1970). page 102. 
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error, M(Z), over a limited range of possible outcomes, instead of over all 
possible outcomes. 
For instance, suppose that one wishes to determine the credibility factor 
which minimizes the mean square error of the preceding illustration over 
the range of outcomes 0, I, 2, , 25 claims. It can be verified by 
computer that the appropriate factor is z = .7 I. 
The computer-based procedure outlined in this Appendix requires the 
derivation of E(Hld). This additional information is usually helpful, if not 
directly applicable in all instances. 

Conclusion 

While simulation may not have direct application to greatest accuracy cred- 
ibility theory, a computer can be used to explain and present these concepts. 
Moreover, while the theory behind the greatest accuracy credibility model is 
probably more advanced than its limited fluctuation counterpart, a computer 
may open the door to new and expanded applications of greatest accuracy 
theory. 


