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ESTIMATION OF THE DISTRIBUTION OF REPORT LAGS 
BY THE METHOD OF MAXIMUM LIKELIHOOD 

EDWARD W. WEISSNER 

Often when we are pricing an insurance contract or setting an IBNR reserve, 
it would be very useful to know the underlying distribution of the time delay be- 
tween the time a claim occurs and the time the claim is reported. The purpose of 
this paper is to estimate this distribution. Specifically, we introduce a procedure, 
based on the method of maximum likelihood, which can be used on immature 
claims data to estimate the distribution of the time delay between the time a claim 
occurs and the time the claim is reported. 

We shall refer to this time delay, the elapsed time between the time of occur- 
rence and the time the insurer records it on its books, as a report fag. While the 
distribution of these report lags would most likely be unknown, one might, based 
on experience and knowledge, be willing to assume that the underlying distribu- 
tion is Poisson, exponential, log-normal or some other well known probability 
law. Further, if a random sample of report lags were available, one could use some 
statistical estimation procedure (i.e., maximum likelihood) to estimate the un- 
known parameters of the assumed distribution. Thus, a good estimate of the report 
lags distribution would be available. 

Unfortunately, however, a random sample of current report lags is not usually 
available, especially for some of the long-tail casualty sublines like medical mal- 
practice. We do have for each accident period, however, a cumulative record of the 
number of claims received over time. Table I, using accident month, is typical 
(though abbreviated for convenience). 
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TABLE I 

Total Claims Reported 

Accident 
Month 

3 Mar 
4 Apr 
5 May 
6 June 
7 July 
8 Aug 
9 Sept 

IOOct 
I I Nov 
12 Dee 

Report Month 

Mar Apr May June July Aup Sept Ott NW Dee 

8 13 21 25 31 37 32 4-l 44 45 
5 IS 2’ 32 34 37 39 42 43 

4 20 77 3s 40 43 4s 47 
4 14 ‘5 31 36 39 41 

7 IS 24 ‘9 33 43 
4 22 29 3s 42 

5 is 2X 36 
I I 22 31 

IO 7.5 
X 

(Total) 361 

This table can be restructured to yield the number of claims received during 
each report period for each accident period. If we assume that all claims occur and 
are reported at the middle of a period. then the restructured table also yields for 
each accident period the frequency of various report lags. Table II is the restruc- 
tured Table I. 

TABLE II 

Number of Claims with a Report Lag of K Months 
Accident 
Month K=O I 2 3 4 5 6 7 X 9 

3 Mar 
4 Apr 
5 May 
6 June 
7 July 
8 Aug 
9 Sept 

IO Ott 
I I Nov 
12 Dee 

8 5 8 4 6 6 5 7 0 I 
5 IO 7 IO 2 3 2 3 I 
4 16 7 8 5 3 2 2 
4 10 II 6 5 3 2 
7 8 9 5 4 IO 
4 18 7 6 7 
5 IO I3 8 

11 II 9 
10 I5 
8 
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Hence, referring to Tables I and II, we observe that for the March accident 
month. 2 1 claims were reported by the end of May. X claims were reported in May. 
and therefore 8 claims have a report lag ot 2 months. If we could ;15sumc that the 
361 report lags from all the accident periods were a random ~~mplc. u’c could pro- 
ceed as above. However, this sample of report lags ir, incomplete. immature. and 
biased toward small report lags. All the unreported claims in any accident period 
will yield only larger report lags. Hence. we do not have a random snmplc. 

We now present a procedure which may be used to cstimatc the complctc dis- 
tribution of report lags, given the above data. 

I) To begin, let us consider only the March accident month data rcccived through 
the end of December (see Tables I and 11). Let !I be the number of rcportcrl claims; 
here n = 45. Let the 45 report lags be .I~..YJ.. , XJC,’ here .rl = .r2 = = .Y,? = 0. 
xy = Xl,, = =x/j = I,. , .x,,~ = .rJJ = 7, and .rqc = 9. Now. for the moment. 
assume that the underlying report lag distribution isexponentialwith parameter8. 
unknown. Then the report lag density is given by 

.f(.rlB) = H . rq> ( - 0-t.) O<.t-<xv 
= 0 otherwise. 

If all the March accident month occurrences were known to have been reported by 
December 3 I (i.e., no unreported claims), then the sample of45 report lags would 
clearly be a random sample from the above exponential law. However. we don’t 
know that this set of report lags is complete; several claims may be unreported as 
yet. We have observed only the claims reported through the end ol’ Dcccmbcr, that 
is, the claims with report lag less than or equal to 9 months. (Since our data is 
rounded to the nearest month and the model is continuous. WC have effectively 
observed all the claims with report lag less than or equal to 9.5 months.) Let c be 
the maximum possible report lag (plus ,S) for the accident period; here c = 9.5. 
While these observed report lags are not a random sample from the exponential 
law, they do constitute a random sample from an exponential law conditioned 
(truncated) to allow only report lags of 9.5 months orfewer. 

Since according to our exponential model (recall c = 9.5) 

f 

(‘ 
P [report lags c] = f(d0) d.r = I - r,xp( ~ Bc,l. 

Jo 
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the conditional (truncated) report lag density.,f7.r/0.(,, is given by 

f(d0.c) = f(x/O)lP[report lags-c.1 
= [O . exp( - 0x)lll I - expl - Hc)l (1.1) 

for 0 < x -=c c; 0 oteerwise. Let us now use the concept ol’ maximum likelihood 
estimation to estimate 0.1 The likelihood function for 0 for the March accident 
month, L(0), is given by (recall that n = 45. c = 9.5, and the x,‘s are known) 

L(0) = L(0; X/J-~. . .x,,) 
= n,fcx,ie,c, 

Taking natural logs. we obtain 

In L(0) = n.ln0 - O’Xj.~, - ,,./,I /I -- c~.rprp( Oc.j/ 

It follows that 

d In L(0) -=11-+- n’c’ . exp( - Hc) 

d0 0 [I - exp( - Oc)] 

= g(0). (1.2) 

Let the right hand side of (1.2) be ~(0). The maximum likelihood estimate of 0 is 
the value 6 for which g(8) = 0. 

In our example then, we must solve 

45- 140 - 45(9.5) exp (- 9.5 0) = o 

0 I - exp(-9.50) 

since ZXj = I40 (see Table II). To solve for 0, we might observe that the curves 

JJ/ = (4510) - 140 
y2 = 45f9.5) exp( - 9.5 0)/[ I - exp( - 9.5 O)/ 

intersect when 0 = 8 (see Figure) and use this to determine 0 
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300 

200 

100 

Another approach would be to use a Newton-Raphson iteration to solve ~(0) = 0. 
Since 

g’(0) = - K+ 
n-c?* exp( - Oc) 

02 [I - exp( - Oc)l’ 
L 

the Newton-Raphson iteration1 for 0 is given by 

0 mt I =%I-g~%J~g’m?J 

=0 _ WU -Xxj - ne exp ( - O,c)l[ 1 - exp( - O,c)] 
m 

( -n/O:) + nd exp( - O,c)l[l - exp( - Omc)]’ 
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For our example, this reduces to 

0 
(4510,,) -. 140 - 45(Y .S) evp( ~ Y .S H,,,)i/l ~ rrp( - Y.5 O,,,)l 

mtl = 0, - 
( - 4510;) + 45(9.5)-‘erpl ~. Y.5 H,,)i[l up( ~ Y.5 H,,,)/’ 

This iteration is easy to program in APL on a mini-computer. Using a seed of 0, = 
2 (recall the mean of an exponential law is 0 1; we thought it might be 5 months), 
we found 

02 = .23442 

O.( = .235-17 

O4 = .23547. 

Hence, the maximum likelihood estimate of 0. using the March accident month 
data only, is 0 = .23547. Thus, if you believe an exponential model for report lags 
is appropriate, you would use the exponential law with 0 = 23547 (and mean = 
4.25 months). 

Note that this value of 0 is the parameter of the complete exponential report 
lags distribution as well as the parameter of the truncated exponential report lags 
distribution. Hence. the procedure, based on truncated distributions. yields an es- 
timate of the complete report lags distribution. 

As an example. if you would like to estimate the proportion of occurrences in 
any accident month which will have a report lag of at least I2 months, say. then the 
proportion p is given by 

p = P(report lag of at least I2 months] 

= P[lug 2 I I.51 

s 

z 

= f(x/O = .23547) d.x 
II 5 

= exp(- .23547(11.5)) 

= .067. 

(The shift from 12 to 11.5 is due to our correction for rounding.) 
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Or suppose you would like to estimate the number of unreported claims in the 
March accident month as of 12/3 1. Using an analysis similar to the above, we find 
that the proportion of occurrences reported within 9 months (use 9.5) is ,893. If N 
is the total number of March accident month occurrences, then .893N is the ex- 
pected number of reportedclaims as of 12/3 I. Since the actual number of reported 
claims is 45 (see Table I), an estimate of N is found by solving .893N = 45. Thus 
for the March accident month, N is 50 which implies that the IBNR as of 1213 1 is 5 
claims. 

2) Let us now use all of the available information to help us estimate 0. Let n3,nJ, 
, . ,n12 be the respective numbers of reported claims through the end of December 

for the accident months March (3) through December (12). Then nj = 45, n4 = 43. 
. ..( and n12 = 8. Let cJ,c4 , . . . .CIZ be the respective maximum possible report lag 
(plus .5) for the accident months March through December. It follows that 
c-r=9.5, c4=8.5, ..,, and cl2 = .5 Finally, let x,, be the j/h report lag in the 
i’haccidentmonth(i=3,4 ,..., 12andj=1,2 ,..., n,). 

Then, as before, for the i/h accident month, the sample of report lags 
{xi,, xi2,. . , x,,,} obeys f(x/O, ci), the truncated exponential for the j’h accident 
month (see 1.1). Assuming that the accident months are independent, the gener- 
alized likelihood function for all the data, L*(O), is given by (see I. 1) 

It follows that 

d In L* (0) Mini 

d0 
=--Z,jX;j - 2; r n; c’, . exp( - Oc,) 1 

0 1 [l- expf - Oci)l I 
= g*(o)’ (2.1) 
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Again, let the right hand side of (2. I) be g*(O). The maximum likelihood estimate 
of 8 is the value 6 for which g*(h) = 0. In our example it means solving 

361 . 

0 

,59 _ 145(9.5)exp(-9.50)+ 

1 - - 

43(8.5)exp(-X.50)+ 

[I exp( 9.5 0)) [I - - exp( 8.5 0)) 

since z.ni = 361 and CX, = 759 (seeTable II). Again, a Newton-Raphson 
iteration can be applied to solve g(8) = 0. If you do so and let 01 = .2 again, then 

02 = .24829 

O.j = .24971 

B4 = .24973 

Hence, usimg all the data through December 3 1, we conclude, for this exponential 
model, that the maximum likelihood estimate of 9 is .2497/. This implies that the 
average report lag is 4.00 months. 

Again recall that this value of 8 is the parameter of the complete exponential 
report lags distribution as well as a parameter in each of the truncated exponential 
report lags distributions. Thus, this procedure, based on truncated distributions, 
yields an estimate of the complete report lags distributions. Moreover, it also 
yields therefore an estimate of the complete average report lag. 

According to the above analysis, the average report lag for all occurrences is 4 
months. That is, when all the occurrences from a specific accident period have 
been reported, we expect that the average report lag will be 4 months. 

Finally, based on the estimated average report lag of 4 months, we can dem- 
onstrate the accuracy of this procedure. The data in Table II was randomly gener- 
ated using an exponential report lag with a mean of 4 months (0 = ,250) and in- 
creasing numbers of occurrences each accident month. While this data is therefore 
highly regular, we have obtained similar results on actual reinsurance claims data. 

3) You need not of course assume an exponential model for the distribution of 
report lags or even a continuous model. This procedure however is easier to carry 
out for some models than for others. If you believe for instance that the model is 
log-normal, then the report lag density, f(x/k, a’) is given by 

f(xIp, 02) = (I! L&i wx) exp (- .5[(Inx - ~)/a/2 1 
1 
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and the truncated density is given by 

f(xl*, ~2, c) = ffxIcL, a2)/9Nln x - 1.4/u) 
where $ is the cumulative distribution function of the standard normal, N(O,l). 
The procedure outlined yields the following equations for the joint maximum like- 
lihood estimation of fc and ~2: 

where $ is the density of the standard normal, N(O,l). To solve these equations for 
p and (~2, one could use successive substitution or a 2-dimensional Newton- 
Raphson iteration.3 The Newton-Raphson method is much quicker! 

4) We close with some procedural remarks. If after estimating the parameters of 
your model you wish to compare the model distribution and the observed sample 
distribution for an accident period, remember to use the truncated model distribu- 
tion in your comparison. Secondly, it is important that the length of the accident 
(report) periods be relatively short (i.e., month or week). The report lag as defined 
can differ from the actual report lag by as much as one report period. For example, 
if an accident occurs on January I and is reported on March 3 I, the report lag based 
on the mid-points of the reporting months is 2 months, whereas the actual lag is 3 
months. Thus, the shorter the period, the more precise the report lag is, the closer 
the data is to reality, and the better the estimation procedure works. Thirdly, it ap- 
pears that the procedure works very well if there is at least one accident period with 
some “tail” lags to help give the early lags the appropriate balance. Finally, this 
kind of estimation using truncated distributions can also be useful in pricing prob- 
lems where the losses are restricted only to large claims, only to small claims, or 
only to claims in a certain layer.4 


