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A PRICING MODEL 
FOR 

NEW VEHICLE EXTENDED WARRANTIES 





ABSTRACT 

In this paper, we use a pure premium approach to price a new vehicle extended 

warranty. 

Coverage provided by a new vehicle extended warranty begins where the 

manufacturer’s factory warranty ends. New vehicle extended warranty coverage is 

triggered and limited by both time and mileage. Since factory coverage is constantly 

being enhanced, extended warranty coverage rarely remains the same long enough 

for comparable statistics to develop. 

Our model segregates historical claims into several major types eg. power train, non- 

power train, rental car and towing. The pure premium for each claim type is defined 

as the component pure premium. 

The model utilizes claim data by type to determine the monthly component pure 

premiums at each stage of the warranty’s life. 

Exposure of an extended warranty is measured by the number of months or miles 

exposed to a particular claim type. By matching the proper component pure premiums 

with their corresponding exposure units, we can build the total pure premium of the 

proposed extended warranty. 
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Using a net discount rate of 2.5% or 3.5% p.a., the model can estimate the present 

value of the prospective cost of a proposed extended warranty. Both inflation and 

interest rate are implicitly included. 



INTRODUCTION 

A new vehicle extended warranty (hereinafter called an extended warranty) is usually 

defined by two limits, time and mileage. An extended warranty will expire when 

either one of the limits is reached. For example, a 5 years/60,000 miles warranty 

means the warranty will expire either in 5 years, or when the odometer reading 

reaches 60,000 miles, whichever comes first. The extended warranty for new 

vehicles usually does not come into effect until the coverage under the manufacturer’s 

warranty has expired. Recently, most manufacturers offered 3 years/36,000 miles 

of full (bumper to bumper) coverage. 

The absence of any loss statistics in the initial stage of an extended warranty makes 

the projection of future claim cost difficult. In this paper, we develop a model which 

builds the total pure premium of an extended warranty from its basic components, 

namely pure premium by coverage, for every contract month exposed, or every 

thousand miles exposed, depending on the age of the contract. 



METHODOLOGY AND ASSUMPTIONS 

First, the exposures (in contract months) have to be determined. Let E(j,k) be the 

number of exposures for a specific contract type, age month j and effective month k. 

For a given effective month and contract type, we can project the amount of exposure 

E1j.k) for each month subsequent to its effective month. We assume no lapse in our 

projection. For example, say there are 1,000 contracts in a 6 years/60,000 miles 

program with effective month in July, 1989. Then, using the above method, we 

would project the following exposures: 

calendar month aae in month j exoosure E(i.k) 

November 1991 29 1000 
December 1991 30 1000 

June ;995 72 1000 
July 1995 73 0 

The above projection assumes that all contracts are effective on the first day of each 

month. For the balance of the paper, we assume there is only one type of contract. 

From the data, we can estimate the monthly pure premiums by age for each contract 

as follows: 



LET N(j,k) be the claim count in month j of the contract term for contracts with 

effective dates in month k. 

E(.,k) be the certificate count for contracts with effective dates in month k. 

A(j,k) be the ultimate claim amount in month j of the contract term for 

contracts with effective dates in month k. 

P(j) be the average pure premium in month j of the contract term. 

P(j) = frequency X average claim size. 

. . . . . . . (1) 

_ rkA(j,W 
c, EC., kl 

This is usually calculated using the last 12 or 24 calendar months of data available for 

each age (month jl. For contracts sold recently, the data has not reached the latter 

part of the contract term (when claims are more likely to be made), so the pure 

premiums have to be estimated from the more mature contracts with similar features. 

The powerful feature of the model lies in the analysis of the monthly pure premium 

by coverage, hereinafter called the component pure premium. An extended warranty 

usually provides power train protection, non-power train component protection (eg. 



brakes, air conditioning, electrical systems, etc.), towing, and even rental car 

coverage. It is rare that the terms of any extended warranty stay the same for very 

long, since the manufacturer’s warranty changes yearly, and that dictates what the 

extended warranty can offer. 

It is imperative that the underlying component pure premiums be known so that the 

pricing model can react to changes in the manufacturer’s warranty. Therefore, 

equation (1) can be rewritten as 

P(j)=~Pi(j)=~ (CAiij,k)/TE(.,k)) 
1 

. . (2) 

WHERE P,(j) is the component pure premium of a specific coverage i (eg. power 

train, non-power train components, etc.) in month j of the contract 

term, 

A;(j,k) is the ultimate claim amount of a specific coverage i, in month j 

of the contract term, for contracts with effective dates in month k, 

P(j) is the pure premium of a full coverage extended warranty in month 

j of the contract term, 

THEN P(j)=kpifj) 
1-1 



It follows that the total pure premium of a full coverage extended warranty is given 

by: 

P=f+P(j)=e$Pi(j) . . . . . . . . (3) 
,=* j-l i-1 

WHERE m is the length of the contract term expressed in number of months 

n is the number of coverages 

In order to utilize this model, historical claims and sales information must be available 

in sufficient detail. Sales information should be available by effective month (ie., the 

starting point of the manufacturer’s coverage). Claims amount information (related 

to the sales) should be available by coverage, age, effective month (ie. the starting 

point of the manufacturer’s coverage) and odometer reading. If frequency and 

severity are to be analyzed separately, claim count information must also be available. 

Loss Develooment 

Among warranty insurers (and self-insurers), there are two ways of accounting for 

losses. One approach is to record claims only when payments are made and estimate 

the unpaid claims on a bulk basis. Another approach is to record a case estimate 



when a repair is authorized. Case estimates are usually accurate, but occasional 

adjustments are necessary when the actual invoices are processed. 

When the second approach is used, it is usually safe to treat the recorded losses as 

the ultimate amount. With the first approach, the reported payments have to be 

developed to an ultimate basis by lag factors as shown below: 

Lao Factors, L. (Percentage of Ultimate Claim amount ) bv Reoort Month 
Report Month 

0 1 2 3 

Age in months j LO L, L2 L3 
- - - 

1 to12 .75 .90 .95 .99 

13to24 .65 .a5 .90 .9a 

25 to 36 .60 .a0 .90 .9a 

37 t0 48 -60 .a0 .90 .9a 

49 to 60 .60 .a0 .90 .9a 

Lag factors, like those displayed above, can be determined by comparing cumulative 

loss statistics at various reporting levels. Based on historical data, we estimate L,(j) 

as follows: 

L,(j) = cumulative reported losses to reoort level e, for contracts at aae j months 

ultimate losses for contracts at age j months 



If we are using the last twelve calendar months of data, (1 ,... 12) to estimate the 

P,(j)‘s, then the A,(j,k)‘s in equation (2) can be developed to an ultimate basis as 

follows: 

WHERE Ri (j,k) are the payments (up to the valuation date) for claims in month 

j of the contract term, for contracts with effective dates in month k. 

L, (j) = lag factor applicable for claim amounts up to report level e 

1, for report level 2 4 

e = valuation month - k 

Alternatively, all R, (j,k) and Ni (j,k) not at the ultimate level have to be excluded in the 

equation. (The last few diagonals of the data triangles have to be excluded.) See the 

following schematic diagram: 

Effective Months 

Age i 1 2.. 
1 R(1.11 Ril,ZL 

2 

3 

4 

5 

55 

56 

57 

58 R(59.11. 

59 R(59,lb.. 

60 R160.1). 

report month 



Trending 

Frequency of an extended warranty tends to increase with the age of the contract. 

However, for a given age, there is usually no trend. Severity also varies with the age 

of the contract, mainly caused by different mix of claims (eg. power train versus other 

types). However, inflation also plays a role. Short term severity trends (less than one 

year) can be estimated with some accuracy, since the mechanic’s hourly rate usually 

changes once a year and price increases on parts can be obtained from the 

manufacturers in advance. 

There are two components of trend, one from the experience period to the average 

effective date of the next rating program (t,) and another from the average effective 

date to the repair date ($1. 

The first component, with a fixed trending period, can be determined from the 

historical average claim sizes if the volume of data is credible. Otherwise, an 

automotive repair index can be used to determine the first trend. 

For example, the following data is available; the experience period is 1 April 1991 to 

31 March 1992 and the average effective date is 1 Jan 1993. 

IO 



31 March 1991 
Averaoe claim size Garaoe rate index 

$300 100 
30 Sept1991 $308 104 
31 March 1992 $312 108 
31 Dec1992 110 Est 
Indicated trend 6 mo. 312/308 108/104 

12mo. 3121300 108/100 
Trend from 30/9/91 :o 31/12/92 11.04) I.*6 110/104 

to 1.050 1.058 

Equation (2) becomes 

~,(j)=xA~(j,k) *to/&%&) 
k k 

Parts index Selected 
100 
102 
104 
105 Est 
104/102 
104/100 
105/102 
1.029 1.05 

. . . . . . . . . . . . . (2a) 

WHERE t, is the trend factor from the average experience date to the 

average effective date of the rating program 

The second trend is prospective and can cover a relatively long period. Since different 

makes/models can involve substantive engineering changes, it is usually not 

appropriate to use the past frequency trend in the second trending period. A zero 

trend is probably the only unbiased estimate, unless relevant quality control data 

about the new model is available. 

Long term severity trends (over 1 year] are more related to the engineering design of 

new models, exchange rate (in the case of Japanese and European makes), and 

general wage increases. Therefore, it is difficult to estimate trends with any precision. 



Since interest rate (ie. investment yield) is usually higher than the general inflation rate 

over a long period, the net discount rate (interest rate less annual inflation rate) should 

be positive, say 2.5% to 3%. The trend of pure premiums can be implicitly included 

by calculating claims cost at a discount rate of 2.5% or 3%. If the net discount rate 

is 2.5% p.a., then the present value of the selected pure premium for coverage i in 

month j is given by: 

P. (j) / [ tj] j/12= Pi (j) / [ (1. 025) j/l21 1 

Credibility 

Extended warranty is a high frequency and low severity coverage (a claim rarely 

exceeds $5,000). with the variation between loss amounts (at like ages) being quite 

small. As a result, loss statistics for a given age develop quickly with a great deal of 

stability. Although we have not developed a formal credibility procedure, we have 

utilized an informal one for some time with some success. Depending on the stability 

of frequency and severity for a given age, we either accept the indicated pure 

premium, or reject it. In the latter case, we use our prior selected pure premium 

estimate, adjusted for inflation. 



Miieaqe Variation 

Experience shows that claims increase with mileage driven. For the same type of 

driving, drivers who drive more per year will have their claims earlier in time. If the 

historical data utilized in the pure premium calculations is from a group of drivers with 

driving patterns similar to the population being priced, then the indicated pure 

premiums will correctly reflect the underlying exposure. However, if the population 

being priced is expected to have a much different driving pattern than the historical 

group, then an adjustment may be necessary. The model can readily accommodate 

this situation. 

Up to this point, our discussion has ignored the impact of driving pattern on claim 

cost. In order to account for differences in driving pattern, we must limit the 

historical claims to certain odometer readings. If we define a “standard” driver to be 

someone who drives 1,000 miles per month (or any other convenient figure), then we 

can recast the historical claims into standard drivers experience by excluding claims 

whose odometer reading exceeds the term of the contract in months, times 1,000. 

Suppose we have the claims experience of a 5 years/80,000 miles plan and we want 

to know the pure premiums of a standard driver in this plan. The true loss exposure 

of a standard driver is only 5 yearsi60.000 miles. Therefore, all claims with odometer 

readings exceeding 60,000 miles should be excluded in the pure premium estimation. 
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(Exhibit 1 shows an example of such an adjustment.) 

Equation (2a) becomes 

Where 

B,(j) = CAi(j,k) *to/ T Ei.,k) 
k 

. . (2b) 

2, 1j.k) is the ultimate claim amount in contract month j, effective 

month k and odometer reading not exceeding m times 1,000 

miles, m being the term of the contract in months. 

6; (j) is the standard monthly pure premium for coverage i and 

contract month j. 

If someone drives twice the amount of the standard driver lie. 2,000 miles per 

month), then his monthly pure premium should be 2 8, (j), while his extended warranty 

is in-force (ie. neither time or mileage limit has been exceeded). 

Suppose historical data (trended to the average effective date) indicates that the 

standard pure premium per month (or 1,000 miles) for power train coverage is about 

$10 per month. Further suppose that the manufacturer covers power train repairs for 

5 years160.000 miles, the extended warranty provides coverage for 6 years/72,000 

miles, and we wish to estimate the cost of power train coverage for someone driving 

24,000 miles per annum. Extended warranty coverage will begin after only 30 



months for this type of driver (60,000/24,000 = 2.5 years), since the mileage limit 

of the manufacturer’s warranty will have been used up. This driver’s extended 

warranty coverage will expire after 36 months (72,000/24,000 = 3.0 years) since 

the mileage limit of the extended warranty will have been used up. The extended 

warranty in this example, provides only 6 months of coverage to this driver from 

month 31 to month 36. 

Also, this type of driver will cost twice as much per month of coverage (ie. $20 per 

month) as a standard driver (ie. a driver who drives 1,000 miles per month) as long 

as the contract is in force. While the total power train pure premium of the standard 

driver and the one driving 24,000 miles per year is identical in this example, the timing 

of claims is much earlier in the case of the high mileage driver. The present value of 

claims will usually be higher for the high mileage drivers than the standard drivers, 

since they tend to have their claims earlier in time. 

Net oresent value 

Once the non-discounted component pure premiums are trended to the average 

effective date of the rating program (using equation 2b). we can project the cashflow 

pattern of the proposed extended warranty. 



The implicit assumption in the model is that higher exposed mileage will translate into 

higher claim cost. Suppose a component part, by design, will fail in about 30,000 

miles. Someone who drives 30,000 miles annually will probably have a claim in only 

1 year while another driver who drives 10,000 miles annually will probably have a 

claim in 3 years. 

From past claims records (showing date of repair and odometer reading) or external 

sources, we can roughly estimate the distribution of the annual mileage of extended 

warranty buyers. If d,, . . . , d, is the distribution of drivers by mileage driven among 

extended warranty buyers, and w,, . . . . w, are the corresponding annual mileages 

(expressed as multiples of a standard driver’s mileage), then the weighted monthly 

pure premium is given by: 

Si(j, *(d,w,+. . .dywJ 

as long as the extended warranty is still inforce. 

Equation (3) can be rewritten as: 

P= kCF(j)=ckPi(j) . . . . . . 
1'1 ,-1 1-1 

P= $ P(j) = Jg l$ P,(j)*(d,w,+. . .+c$wJ 
. . . . . . 

1-1 I I 

.(3a) 

(3b) 

I6 



WHERE Pi(j) are the selected pure premiums 

6,(j) are the standard monthly pure premiums 

CF[j) is cashflow in month j 

If 1.025 is the net discount rate, then the net present value of the total pure premium 

becomes 

m 
PP= C m(j) / (1.025) j/l* 

J-1 

assuming payments are made at the end of each month of repair. 

. . ...(4) 
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A NUMERICAL EXAMPLE: 

A warranty company has organized its claims data in four simple coverages: 

power train, non-power train, towing, and rental car. 

From past experience with data limited to 5 years/60,000 miles and trended to the 

average effective date of the new coverage, we found 

the average power train monthly standard pure premium 

(See Exhibit 1 for details) 

the ave. non-power train monthly standard pure premium 

the average towing monthly standard pure premium 

the average rental car monthly standard pure premium 

B,(n) = IO for n > 24 

i;,(n) = 6 for n > 12 

6,(n) = .5 for n > 12 

8,(n) = .5 for n > 0 

During the experience period, the underlying manufacturer’s warranty was 1 

year/l 2,000 miles full coverage, 2 yearsi24,OOO miles power train, while the extended 

warranty was adjusted to 5 years/60,000 miles full coverage. 

Suppose the new manufacturer’s warranty is enhanced to 3 years/36,000 miles full 

coverage (but no rental car coverage), 5 years/60,000 miles power train, and one has 

to price a 6 yearsi72,OOO miles full coverage extended warranty (including rental car 

coverage). 

IS 



The proposed extended warranty will provide one year of power train coverage, three 

years of non-power train coverage, three years of towing coverage, and six years of 

rental car coverage. 

During the experience period, the extended warranty did not provide any rental car 

coverage. However, we estimate that the frequency of a rental car claim will be one- 

quarter that of a towing claim, while the severity of a rental car claim will be four times 

that of a towing claim. Thus, we estimate the monthly cost of rental car coverage to 

be about $0.50. 

Before considering the cashflow pattern, the non-discounted ultimate pure premiurn of a 

standard driver for this contract is made up of: 

power train g PI,(n) = 12 x $lO= $120 
61 

non-power train Eq(n)= 36 x $6= $216 
37 

towing 

rental car 

?4(n)= 36 x$0.50= $18 
37 

2p.,(n)= 72 x $0.50= $36 
1 



total non-discounted 

standard pure premium 
F=E B(n) =E Fl (n) +P2 (n) +P3 (n) tF4 (n) = $390 

II-1 n-1 

6,(n) = $10 is, by design, only appropriate for someone who drives 12,000 miles 

annually. For someone who drives 15,000 annually, his component 1 pure premium 

becomes $12.50 (I 0 x 15/l 2). However, since the contract is limited to 72,000 miles 

in aggregate, we would expect the latter to use up his coverage in only 57.6 months 

(as opposed to 72 months). His component 1 pure premium in month 58 represents 

only a partial month of exposure, and equals $7.50 (0.6 x $12.50). (See Exhibit 2 

column PI in 15,000 block 20th Qtr entry.) 

Suppose the plan in question shows that 65% of drivers drive 12,000 miles per year, 

25% of drivers drive 15,000 miles per year, and 10% of drivers drive 24,000 miles per 

year. The non-discounted pure premiums by coverage, weighted by the above driving 

patterns, are shown in Exhibit 2. (To facilitate the display of the results, the data has 

been grouped into quarters.) Next, we compute a discounted weighted pure premium 

reflecting claims inflation and the time value of money. We have assumed a net 

discount rate of 2.5% per annum and claims are paid uniformly throughout each 

development quarter. The discounted pure premiums are shown in Exhibit 3: 



Finally, we load the discounted pure premium for expenses and profit to determine the 

gross rate. 

Gross Rate = PP + FE 

1 - (VE + C) 

PP discounted pure premium 

FE - fixed expenses 

VE - variable expenses as a o/6 of 

gross premium 

C - profit and contingencies load. 



Exhibit 1 

Actual Power Train Experience Based on 4/91 to 3/92 data limited to 5 years/60,000 miles 

Ape (in mos) 

1-3 

4-6 

7-9 

IO-12 

13-15 

16-18 

19-21 

22-24 

25-27 

28-30 

31-33 

34-36 

37-39 

38-42 

43-45 

I 46-48 

Frequency Per Average 
Contract Month Claim Size 

0.000 0 

0.000 0 

0.000 0 

0.001 150 

0.002 140 

0.003 200 

0.005 210 

0.007 220 

0.020 280 

0.030 280 

0.035 260 

0.040 250 

0.038 250 

0.040 280 

0.035 275 

0.030 350 

49-51 

52-54 

55-57 

58-60 

Total 

0.036 300 

0.035 280 

0.030 290 

0.025 300 

Monthly Pure 
Premium B,Jj) 

0.00 

0.00 

0.00 

0.15 

0.28 

0.60 

1.05 

1.54 

5.60 

8.40 

9.10 

10.00 

9.50 

11.20 

9.63 

10.50 

10.80 

9.80 

8.70 

7.50 

Quarterly Pure 
Premium 3 x i;,W_ 

0.00 

0.00 

0.00 

0.45 

0.84 

1.80 

3.15 

4.62 

16.80 

25.20 

27.30 

30.00 

28.50 

33.60 

28.89 

31.50 

32.40 

29.40 

26.10 

22 50 

343.05f 

Average experience date = 1991-10-01 

Average rating date = 1993-01-01 

Selected trend = 1.04 lz5 = 1.05 

Total power pure premium = E?l(j) = (343.05)*1.05 = 360.20 
J-1 

Power train exposure = 60 - 24 = 36 months 

Average monthly pure premium = 360.20/36 = 10 

l this total is three times the sum of the monthly pure premium column; each monthly 

pure premium entry is applicable for a three month period. 



EXHIBIT 2 
NON- DlSCOUNTEDCOMPONENTPUREPREMlUMS 

12,000 24,000 15,000 Total 
Dev. 65% 10% 25% 100% 
Qtr. Pl P2 P3 P4 Pl P2 P3 P4 Pl P2 P3 P4 Pl P2 P3 P4 P 
10 1.50 3.00 1.075 0.00 0.00 0.00 1.74 1.74 
2Q 
30 
40 
50 
60 
7Q 
a0 
90 

10Q 
!: 110 

120 
13Q 
140 
150 
16Q 
17Q 
18Q 
190 
20Q 
21Q 
22Q 
23Q 

18.00 
la.00 
18.00 
18.00 
18.00 
18.00 
18.00 
18.00 

30.00 18.00 
30.00 18.00 
30.00 18.00 

1.50 
1.50 
1.50 
1.50 
1.50 
1.50 
1.50 
1.50 
1.50 
1.50 
1.50 

1.50 1.50 
1.50 1.50 
1.50 1.50 
1.50 1.50 
1.50 1.50 
1.50 1.50 
1.50 1.50 
1.50 1.50 
1.50 1.50 
1.50 1.50 
1.50 1.50 

3.00 
3.00 
3.00 
3.00 
3.00 

36.00 3.00 3.00 
36.00 3.00 3.00 
36.00 3.00 3.00 
36.00 3.00 3.00 

60.00 36.00 3.00 3.00 
60.00 36.00 3.00 3.00 

9.00 0.75 
22.50 1.88 
22.50 1.88 
22.50 1.80 
22.50 1.88 
22.50 1.88 
22.50 1.88 

37.50 22.50 1.08 
37.50 22.50 1.80 
37.50 22.50 1.88 

7.50 4.50 0.38 

1.875 
1.875 
1.875 
1.875 
1.875 
1.875 
1.875 
1.875 
1.075 
1.875 
1.875 
1.075 
1.875 
1.875 
1.875 
1.875 
1.875 
1.875 
0.380 

0.00 0.00 0.00 1.74 1.74 
0.00 0.00 0.00 1.74 1.74 
0.00 0.00 0.00 1.74 1.74 
0.00 0.00 0.00 1.74 1.74 
0.00 0.00 0.00 1.74 1.74 
0.00 3.60 0.30 1.74 5.64 
0.00 3.60 0.30 1.74 5.64 
0.00 3.60 0.30 1.74 5.64 
0.00 5.85 0.49 1.74 8.08 
6.00 9.23 0.77 1.74 17.74 
6.00 9.23 0.77 1.74 17.74 
0.00 17.33 1.44 1.44 20.21 
0.00 17.33 1.44 1.44 20.21 
0.00 17.33 1.44 1.44 20.21 
0.00 17.33 1.44 1.44 20.21 
9.38 17.33 1.44 1.44 29.59 
9.38 17.33 1.44 1.44 29.59 
9.38 17.33 1.44 1.44 29.59 
1.08 12.83 1.07 1.07 16.84 

19.50 11.70 0.98 0.98 33.15 
19.50 11.70 0.98 0.98 33.15 
19.50 11.70 0.98 0.98 33.15 

24Q 30.00 18.00 1.50 1.50 19.50 11.70 0.98 0.98 33.15 

120.00 216.00 18.00 36.00 120.00 216.00 18.00 36.00 120.00 216.00 18.00 36.01 120.00 216.00 18.00 36.01 389.97 



discount rate 2.50% DISCOUNTEDCOMPONENTPUREPREMIUMS EXHIBIT 3 

12,000 24,000 15,000 Total 
DW. 65% 10% 25% 100% 
Qtr. Pl P2 P3 P4 Pl P2 P3 P4 Pl P2 P3 P4 Pl P2 P3 P4 P 

0.00 0.00 0.00 1.50 0.00 0.00 0.00 2.99 0.00 0.00 0.00 1.87 0.00 0.00 0.00 1.74 1.74 1Q 
2Q 
3Q 
40 
50 
6Q 
70 
8Q 
9Q 

100 
11Q 
120 

'il 13Q 
14Q 
15Q 
16Q 
170 
18Q 
190 
20Q 
2ia 
220 
230 

0.00 0.00 0.00 1.49 0.00 0.00 0.00 2.97 0.00 0.00 0.00 1.86 0.00 0.00 0.00 1.73 1.73 
0.00 0.00 0.00 1.40 0.00 0.00 0.00 2.95 0.00 0.00 0.00 1.85 0.00 0.00 0.00 1.72 1.72 
0.00 0.00 0.00 1.47 0.00 0.00 0.00 2.94 0.00 0.00 0.00 1.83 0.00 0.00 0.00 1.71 1.71 
0.00 0.00 0.00 1.46 0.00 0.00 0.00 2.92 0.00 0.00 0.00 1.82 0.00 0.00 0.00 1.70 1.7 
0.00 0.00 0.00 1.45 0.00 0.00 0.00 2.90 0.00 0.00 0.00 1.81 0.00 0.00 0.00 1.69 1.69 
0.00 0.00 0.00 1.44 0.00 34.58 2.88 2.88 0.00 0.00 0.00 1.80 0.00 3.46 0.29 1.67 5.42 
0.00 0.00 0.00 1.43 0.00 34.37 2.86 2.86 0.00 0.00 0.00 1.79 0.00 3.44 0.29 1.66 5.39 
0.00 0.00 0.00 1.42 0.00 34.16 2.85 2.85 0.00 0.00 0.00 1.70 0.00 3.42 0.29 1.65 5.35 
0.00 0.00 0.00 1.41 0.00 33.95 2.83 2.83 0.00 8.49 0.71 1.77 0.00 5.52 0.46 1.64 7.62 
0.00 0.00 0.00 1.41 56.23 33.74 2.81 2.81 0.00 21.09 1.76 1.76 5.62 8.65 0.72 1.64 16.63 
0.00 0.00 0.00 1.40 55.89 33.53 2.79 2.79 0.00 20.96 1.75 1.75 5.59 8.59 0.72 1.63 16.53 
0.00 16.66 1.39 1.39 0.00 0.00 0.00 0.00 0.00 20.83 1.74 1.74 0.00 16.04 1.34 1.34 18.72 
0.00 16.56 1.38 1.38 0.00 0.00 0.00 0.00 0.00 20.70 1.73 1.73 0.00 15.94 1.33 1.33 18.6 
0.00 16.46 1.37 1.37 0.00 0.00 0.00 0.00 0.00 20.57 1.71 1.71 0.00 15.84 1.32 1.32 18.48 
0.00 16.36 1.36 1.36 0.00 0.00 0.00 0.00 0.00 20.45 1.70 1.70 0.00 15.75 1.31 1.31 18.37 
0.00 16.26 1.35 1.35 0.00 0.00 0.00 0.00 33.87 20.32 1.69 1.69 8.47 15.65 1.30 1.30 26.72 
0.00 16.16 1.35 1.35 0.00 0.00 0.00 0.00 33.66 20.20 1.68 1.68 8.42 15.55 1.30 1.30 26.57 
0.00 16.06 1.34 1.34 0.00 0.00 0.00 0.00 33.45 20.07 1.67 1.67 8.36 15.46 1.29 1.29 26.4 
0.00 15.96 1.33 1.33 0.00 0.00 0.00 0.00 6.65 3.99 0.33 0.34 1.66 11.37 0.95 0.95 14.93 

26.43 15.86 1.32 1.32 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 17.18 10.31 0.86 0.86 29.21 
26.27 15.76 1.31 1.31 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 17.08 10.24 0.85 0.85 29.02 
26.11 15.67 1.31 1.31 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 16.97 10.19 0.85 0.85 28.86 

240 25.95 15.57 1.30 1.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 16.87 10.12 0.85 0.85 28.68 

104.76 193.34 16.11 33.47 112.12 204.33 17.02 34.69 107.63 197.67 16.47 33.95 106.22 195.53 16.30 33.72 351.79 



THE USE OF SIMULATION TECHNIQUES 
IN ADDRESSING AUTO WARRANTY PRICING 

AND RESERVING ISSUES 

25 



Title : The Use of Simulation Techniques in Addressing Auto Warranty Pricing 

and Reserving Issues 

Abstract : Extended warranty contracts are generally quite difficult to evaluate 

because the factors affecting ultimate loss emergence tend to change quite 

considerably over time. The actuary is forced to extrapolate from 

historical data to take these changes into account whatever the 

methodology employed, and simulation techniques provide a powerful tool 

to model the changes in loss exposure in a way that is easy for the actuary 

and layman alike to grasp. 



A. Policy Coverage 

The coverage generally provides mechanical breakdown protection for new and used vehicles 

sold by automobile dealerships. Often, the dealership is legally the policyholder of the insurance 

company rather that the owner of the automobile, who instead purchases a service contract from 

the automobile dealer. The insurance policy reimburses the dealer for expenses incurred in 

fulfilling his obligations under the service contract. Despite the legal form of this arrangement, 

the insurance company is generally obligated to fulfill the terms of the service contract with the 

consumer should the automobile dealer fail to meet their contractual obligations, even if this is 

not specified in the service contract. 

Coverage is nowadays generally limited to specified mechanical failures to eliminate coverage 

for parts which naturally wear out (e.g. shock absorbers) and to restrict in some fashion the 

automobile dealer’s ability to make unnecessary and expensive repairs. 

For new automobiles, the policy is essentially an umbrella coverage over the manufacturer’s 

warranty, broadening the policy form with additional coverage such as the provision of a free 

rental car while repairs are beiig made, lengthening the time for which the coverage is valid and 

increasing the maximum mileage that may be driven before the auto owner must pay for repairs 

out of his own pocket. 



B. Factors Affecting Consistency of Loss Emergence 

More than with most lines of insurance, the factors affecting loss emergence tend to change 

considerably over time. The two most important changes are generally: 

ro The manufacturer’s warranties have changed dramatically over time as auto 

manufacturers have sought to compete more or less heavily on the basis of quality. For 

example, one major manufacturer has offered the following coverage in recent years: 

1986 12112 36136 

1987 12112 72160 ** 

1988 12/12 72160 

1989 36150 36/50 

1990 36150 36/50 

1991 36/50 36150 

** meaniog coverage is provided for 72 months or 60,ooO mles. whichever expires sooner. 

Clearly, changes of this magnitude have a considerable effect on loss emergence. 



Lp In response to the above and other changes in the marketplace, insurers writing this line 

have adapted the coverage they offer to the changes in the underlying warranty. This has 

generally meant increasing both the duration of the policy and the mileage cap on the 

policy. 

In many cases, companies that were offering 60 month/50,000 mile policies over 12 

month112,000 mite factory warranties find themselves offering 6 or 7 year contracts with 

100,000 mile caps. The fact that the bulk of the exposure for this line occurs late in the policy 

term exacerbates the problem by requiring that the actuary develop loss projections from loss 

data that stems from policy forms that are several years old. 

C. Methodology Employed 

The loss data are aggregated by model year and losses are then divided according to which 

mileage band they fall into. Based on the number of contracts originally written, a pure 

premium is developed. Calculations based on hypothetical data are contained in the various 

Exhibits. As an example of the basic structure of the loss data, loss payments that have been 

made as of 4/30/91 (the evaluation date) for model year 1987 with mileage on the odometer ot 

the vehicle of between 10,ooO and 20,000 miles at the time of claim would total $2,658,300 and 

the corresponding pure premium would be $21.79 based on 122,000 contracts written for that 

model year (Exhibits 3, Parts A and B). 



Each of the elements of this data matrix will tend to increase over time, until either all policies 

in the cohort have expired, or all automobiles have been driven a distance in excess of the upper 

mileage band. Basic questions of pricing or loss reserving therefore boil down into how to 

estimate the ultimate pure premium in each cell. 

Assuming the mileage on the odometer of the vehicle is captured in the claims database of the 

insurance company at the time of each loss (without this, the loss data cannot, of course, be 

produced in the requisite form), it is possible to develop estimates of the distribution of the 

distance driven by a typical policyholder each year, and the correlation between successive 

years. Armed with this information, we can estimate the following quantities using simulation 

techniques: 

(A) the mean distance driven in each mileage band at the evaluation date while under the 

manufacturer’s “basic” warranty. 

(ES) the mean distance driven in each mileage band at the evaluation date while under the 

manufacturer’s “powertrain-only” warranty. 

(C) the mean distance driven in each mileage band at the evaluation date while under the 

insurance company’s warranty. 

(D) the mean distance driven in each mileage band at the expiration of all policies while 

under the manufacturer’s “basic” warranty. 



(E) the mean distance driven in each mileage band at the expiration of all policies while 

under the manufacturer’s “powertrain-only” warranty. 

(F) the mean distance driven in the mileage band at the expiration of all policies while under 

the insurance company’s warranty. 

Exhibit 2, Parts A to F shows the estimates of these quantities where the distance driven has a 

lognormal distribution with mean 10,000 miles and standard deviation 5,ooO miles. Coverage 

was assumed to be the lesser of 5 years or 50,tNO miles under the extended warranty contract, 

the lesser of 1 year or 10,000 miles under the manufacturer’s basic coverage and the lesser of 

2 years or 20,000 miles under the powertrain-only coverage provided by the manufacturer. The 

numbers contained therein were developed by performing 500 simulations for each data cell 

using add-in software in conjunction with a standard computer spreadsheet, a printout of which 

is shown in Exhibit 1. Information on the derivation of an appropriate distribution is contained 

in Appendix A. 



As an example of the approach outlined above, one iteration of the simulation for the distance 

driven at policy expiration might generate the following data: 

I 603’3 

2 12,ooo 

3 a,m 

4 20,cal 

5 3.wJ 

Then the entries in the entries in Exhibit 2, Parts D, E and F would be: 



Covel-ape Distance Driven at Pohcy Expiramo in Mileage Band 

0 to 10,ooo 1” 2o.oca to 30,oNl to 40,ooo to 

lO,OGQ 20.5xl 30,lXil 40,ooo 50,w 

‘B&WC’ 

Part D 

6,‘XC’ 

‘Powertrain” 

Part E 

10,030 a,m 

‘Insurance” 10,030 10,cm lO.OCQ 10,om 9.ooo 

Part F 

For example, the coverage for the power-train-only warranty is the lesser of 2 years and 20.000 

miles. For this example, the driver covered 18.tXHJ miles at policy expiration, which implies 

that the full 10,OCKl miles were driven in the first mileage band, but only 8,000 miles in the 

second band from 10,OGU to 20,000 miles. 

We need to examine the question of what percentage of losses that are covered under the 

insurance company’s policy form would also be covered by either the manufacturer’s “basic” 

coverage or by the “power-train-only” coverage assuming that all three coverages are in force 

at the time of a claim. Ranked in decreasing order of coverage, the three coverages would be 

the insurers coverage, the manufacturers basic coverage and the powertrain only coverage. 

Bearing this in mind, the results of such an analysis might hypothetically be as follows: 



$100 of losses 

covered by 

the insurer 

$10 covered by 

=> the insurer 

alone 

4 
=> 

=> 

$30 covered by 

both insurer 

-. 

and basic coverage 

b 

$60 covered by 

insurer, basic 

coverage and 

Stated another way, while both the basic warranty and the power-tin coverage are in force, 

the insurer is responsible for 10% of the losses. Once the basic warranty expires, the insurer 

is responsible for 40% of the losses; the original 10% plus the 30% that were previously 

covered under the basic warranty. Finally, the insurer picks up 100% of the losses once bolh 

the manufacturer’s warranties expire. 
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The hypothetical data above might be empirically derived from a study of the cause of actual 

losses. 

Were the loss data available, we could, of course, analyze the losses separately according to 

which policy form they would be covered under, dividing our single claims matrix into 3 

separate matrices. In the absence of such a division, we may estimate the effective exposure to 

loss at the evaluation date (g.) as: 

(‘3 = (C) - 90% * (A) - 60% * [ (B) - (A)] 

= 10% * (A) + 40% * [ (B) - (A) ] + 100% * [ (C) - (B) ] 



The effective exposure to loss at the expiration of all policies can similarly be calculated as: 

(H) = (F) - 90% * (D) - 60% * [ (E) - (D)] 

These exposures are tabulated in Exhibit 2, Parts G and H respectively, with the ratio: 

(1) = 0-J) / ((3 

tabulated in Exhibit 2, Part I and a smoothed version of these factors-to-ultimate shown in 

Exhibit 2, Part J, where the factors of close to unity, caused by random errors in the simulation 

process, are rounded to 1. 

The derivation of estimates of ultimate pure premiums is shown in Exhibit 3. The basic loss 

data is shown in Part A and paid pure premiums are calculated in Part B. Ultimate pure 

premiums for a policyholder who drives the maximum 10,000 mile distance in the cell with no 

underlying manufacturer’s coverage are shown in Exhibit 3, Part C. It might be thought that 

this step could be bypassed; if the typical policyholder has driven 2,000 miles at the evaluation 

date and will ultimately drive 4,OCKl miles then an estimate for the ultimate pure premium is two 

times the paid pure premium. However, the ultimate pure premium for the 10,000 mile driver 

is a useful quantity to know when extrapolating experience from say a 5/50 policy to a 5/100 

coverage in that the underlying exposure to loss from a driver who drives more than l@J,OCMl 

miles can be estimated, before the typical distance driven in the higher mileage bands is 

considered. 
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Exhibit 3, Parts D, E and F, show a regression, performed to estimate ultimate pure premiums 

in each mileage band by averaging the data from all model years and then trending the average 

for the individual model years. The normalized pure premiums shown in Part F reflect the 

average pure premium, assumed to relate to model year 1987.5 trended forwards or backwards 

for the appropriate period of time using the trend rate derived in the regression. This step is 

desirable in computing estimates of ultimate loss using the Bomhuetter-Ferguson’ method, as 

well as in determining a trend factor from historical data for ratemaking purposes. Obviously, 

the methodology can be refined to separate the overall claims trend into frequency and severity 

components. which is generally useful, since severity tends to be amenable to estimation, even 

for new components, leaving only frequency as the major unknown. 

In Exhibit 3, Part G, we determine the ultimate pure premium for a typical driver, rather than 

for one who drives the full 10,ooO miles in each exposure cell. With the hypothetical numbers 

shown, the pure premium for the typical driver declines at the higher mileage intervals even 

though the pure premium for the 10,000 mile driver rises with increasing mileage -- stemming 

from the reduction in distance driven by the typical driver in the higher mileage bands. 

Exhibit 3, Parts H and I, show the derivation of estimates of ultimate pure premiums for the 

typical policyholder using two different approaches. 
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In Part H, the paid pure premiums as of the evaluation date are increased in the same proportion 

as the “ultimate effective exposure” bears to the “effective exposure at the evaluation date”. In 

an analogous fashion to most forms of loss projection using triangular methods, the approach 

works best for those data cells where the factor to ultimate is not excessively large. 

In Part I, ultimate losses are estimated using the Bomhuetter-Ferguson methodology adapted for 

current purposes : 

(ult. effective - effective ) + normalized ult. pure premium 

G.pOS”re exposure at for a 10,ccil mile 

evaluation driver 

date 

/ 10,occl 

This approach works well for the more recent model years, where little in the way of ultimate 

loss emergence has taken place at the evaluation date, and where expected ultimate losses are 

taken from trended pure premium information from the older years. 



D. Advantages of the Approach Used 

There are several methods that make this approach quite useful in auto warranty work: 

1. The financial effects of changes in several factors that have an impact on loss emergence 

can easily be modelled explicitly: 

A. Changes in Manufacturer’s Warranty 

A change in the manufacturer’s warranty in any given year can be dealt with in 

changing the parameters of the simulation. For example, if the basic warranty 

increases from 1 year/lO,OOO miles to 3 years136,OOO miles, then one needs 

merely to re-run Exhibit 2, Parts A and D. 

B. Changes in the Insurance Company’s Warranty 

As with A., changes can be made in the simulation parameters to re-run Exhtbn 

2, Parts C and F. In particular, were we dealing with a company that war 

writing contracts with longer terms than those in the data, we could expliculy 

reflect this by calculating the increase in “effective exposure”. In an instance 

where the insurer was covering high mileage bands never before covered, we 

could use the available data for an individual who drives the full 10,000 miles tn 

the band to extrapolate into higher mileages. 



C. Changes in Driving Habits 

There is likely to be considerable adverse selection against the insurance company 

if a range of policies are offered, in that policies which offer high mileage caps 

tend to attract high-mileage drivers. Changes in the mix of coverage written will 

affect the distances driven by policyholders and these can be explicitly allowed 

for in the computations. 

D. Bivariate Approach of the Methodology 

Both the mileage limitation of the policy and the time limitation are taken into 

account. In some simpler methods, such as computing the “effective” mileage 

limitation of the policy, this is not the case. It is obviously not appropriate to 

reason: “if the average driver covers 20,000 miles per year, then there is no more 

exposure in a 6 year/lOO,OOO mile policy than in a 5 year/iOO,OOO mile policy 

because both have an effective mileage limit of 100,000 miles”. 

E. Changes in Cancellation Rates 

The approach can readily be adapted to account specifically for cancellation rates. 

If one can track the percentage of policies in force at a given duration (time or 

mileage), then a change from say 80% to 70% can be expected to reduce loss 

emergence by a like amount. 



F. Timing of Auto Sales 

There are frequently considerable differences between model years in the timing 

of new car sales, primarily because of tluctuationr in the strength of the economy. 

These can be explicitly allowed for in the analysis. 

G. Use of Up-To-Date Data 

Unlike most forms of actuarial study, no complicated adjustments are necessary 

for data recorded as of a date other than the anniversary of the model year. The 

most up-to-date data can be readily used. 
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E. Diiculties With the Method 

There a number of practical problems that one is likely to face in employing the approach 

suggested: 

A. Discounting for Investment Income 

This is generally a relatively easy exercise in the normal course of actuarial 

events, but in this case becomes more difficult when the loss estimates are 

computed by mileage band rather than time interval. The approach we use is to 

use the simulation model to compute the expected value of: 

future miles driven * time to when the 

in mileage band miles are driven 

If we divide each of these quantities by the expected future mileage driven, we 

get an estimate of the average time to payment of unpaid losses and thus the 

discount can be computed. 
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B. Settlement Lugs 

While payment lags are generally modest, there are a few weeks elapsing between 

the time an incident gives rise to a claim and the time when that loss has been 

adjusted and coded into the insurance company’s system. This needs to be 

allowed for when selecting an evaluation date for simulation purposes, and 

changes in administrative procedures or claims-handling practices cause similar 

problems to those encountered in other books of business. 

References: 

l.The Actuary and IBNR, R.L.Bomhuetter and R.E.Ferguson, PCAS LIX 1972 
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AUALISlf OF INSURER AND YAYUFACTUPER COVERAGES Exhibit 1 

Tim 

Cap 
(years) 

Mileage 

Cap 
(ml les) 

Insurance Policy Coverage 5 50,000 
Manufacturer's Basic Coverage 1 10,000 
Uanufacturer'S Powertrain-Only Coverage 2 20,000 

DISTANCE DRIVEN 
Nesn Distance Driven : 
Standard Deviation : 
Distribution : 
Correkion Bet~m Mileage : 
Driven in Successive leers 

10,000 
5.000 

lognormsl 
0.5 

lWCEPT,oN OF PDLlCI 
Distribution : 
Inception 

uniform over one year 
9130 preceding model year 

E”ALUAT,oN OATE 
Date at which data are collected : lW1.33 i.e. 4/30/91 

Band lnvcsrigeted Model "ear 
LOU Hi Leo 
",gh Y<Les 

Projection of Current (C) exposure 
as of the evaluation date 
or ULtimate (U) expxurc. 

1989 
0 

10,000 

C 

Projection of Exposure under Insurer's (1) 8 
Coverage, Manufacturer's Basic (8) 
coverage or Manufacturer's 
Pouertrain (P) Coverage. 

Random Tim of Policy Inception 1989.25 
Time Policy in Force at Projected Date 1 .oo wars 

‘lear 
Distance 
Driven 

1 10,000 
2 10,000 
3 10.000 
: 10,000 

10,000 

Portion of 
'Icar 
Arqlicsble 

Applicable 
Distallce 
Driven 

1.00 10,000 
0.00 0 
0 .oo 0 
0.00 0 
0.00 0 

10,000 Total Distance Drivn 
Carwed by Coverwa Limit 

Distance Driven in Bud U&r Study 10,000 

Variance .. Covarimcc Matrix 

4 5 
0.5 0.5 
0.5 0.5 
0.5 0.5 

1 0.5 ‘ 
5 



AYALISIS OF DISTAYCE DR,"EY AT THE EVALUATION OATE Exhlbif 2 I 

Distance Driven in Each MiLeage Band 
at 4/30/91 UhiLc Under the 
mwfscturer's mmBasic8s uarranty 

McdCl Mileage Band 
"ear 0 to 10,000 to 20,000 to 30,000 ro 40,000 to 

10,000 20,000 30,000 40,000 50,000 

1985 a.134 0 0 0 
1986 8.134 0 0 

i 
0 

1987 8.134 0 z 0 0 
1988 a.132 0 0 
1989 8.133 0 0 0 : 
IWO 7.645 0 0 0 0 

Model Mileage Bend 
"ear 0 CO 10,000 to 20,000 to 30,000 to 40,000 to 

10,000 20,000 30,000 40,000 50,000 

1985 9.876 6,530 0 0 0 
1986 9.867 6.701 0 0 0 
19.57 9.w 6.606 0 0 0 
19ea 9.857 b,b45 0 0 0 
1989 9.860 6,348 0 0 
1WD 8,171 2,259 0 0 

Distance Drive-n in Each Mileage Bsd 
at L/30/91 vhile U&r tke 
lnsuraxe Company Yarranty 

Model MiIcapc Bml 
"Cm 0 to 10,000 to 20,oDO to 30,000 to 40,000 to 

10,lMo 20,000 30,000 40,000 50,000 

1985 10,000 9,998 9,469 7,590 5.246 
19M lO.ODD 

1D:DM 
9.987 
9:a94 

9.280 
1987 a:431 

7.217 
5:7&s 

5.056 
3:369 .~~~ -, ~. ~,~~ 

19M 9.999 9;i28 6;Go 3,153 1,415 
1989 9&J 6,918 2.m 942 281 
IWO 8,lR 2.D92 27a aa 3 

Part A 

Part 8 

Pa-C c 



A"AL"S,S OF DISTANCE DRIVEN AT POLICY EXPIRATIW Exhibit 2 Ccmt) 

Distance Driven in Eech Mileage Sand 
at Policy Expiratim Wile Under the 
hwfacturerts "Basic" Yenmty 

Model MiLeage Sand 
Ye.r 0 to 10,000 to 20,000 to 30,000 to 40,000 to 

10,000 20.000 30,000 L0.000 50,000 

1985 8,134 : 0" 0 0 
1986 8,134 0 0 

1987 8,134 0 0 0 1988 a.134 0 0 0 i 
1909 8,134 0 0 0 0 
1990 8.134 0 0 0 0 

Distance Driven in Each MiLeage Sand 
at PolicY Expiration mile Urder the 
"anufsct"rer'o "Powrtrain-only" uarranry 

MC&l Mileage Bard 
'Ic.r 0 to 10,000 to 20,000 to 30,000 to 40,000 to 

10,000 20,000 30,000 40,000 50,000 

1905 9.861 6,&O 0 0 0 
1986 9,861 6,640 0 0 0 
1987 9,861 6,&O 0 0 0 
19P 9,861 6,640 0 0 0 
1989 9,a61 6.640 0 0 0 
1990 9.1161 b,bbO 0 0 0 

Distmce Driven in Each MiLesge W-d 
at Policy Expiration mile Under the 
lnsursncc conpsny biarrsnty 

Model Mileage 8m-d 
YC.T 0 to 10,000 to 20,000 to 30.000 to 40,000 to 

10,000 20,000 30,ODo 40,000 50,000 

1985 10.000 
x2 

9,405 7,439 5,194 
1986 10,000 9,405 7,439 5,194 

1987 10,000 9:996 9,405 7,439 5,194 
1988 10,Ooa 9.996 9,405 7,439 5,194 
1989 10,ow 9.996 9,405 7,439 5,194 
IWO 10,oao 9.996 9,405 7.L39 5,194 

PBTC D 

P.rt E 

Plrt F 



ANALYSIS OF EFFECTIVE EXPOSURE TO LOSS 

Effective Exposure to Loss 
at 4/30/91 in Miles 
(g.) = Cc.1 - POX l (S.) . 60X l [ (b.) - (a.1 I 

Model Milclge Band 
Year 0 to 10,000 to 20,000 TO 30,000 to 40,000 to 

10,000 20,000 30,000 c0.000 50,000 

19.35 1,634 6,080 9.469 7,590 5.246 
1986 1,640 5,966 9,280 7,217 5.056 

7987 1,629 5,932 8,431 5,706 3.369 
19M 1,645 5,241 6,OCO 3,153 1,415 
19.39 1,487 3,109 2.896 942 281 
1990 976 737 27a aa 3 

Effective Exposure CO Loos 
It Policy Expiratim 
(h.) = cf.) - 90% * cd.1 . 60% l C Cc.1 . Id.) 1 

Model Mileqe naml 
Y.ZW 0 to 10,000 CO 20,000 to 30,000 to 40,000 to 

10.000 20,DOO 30,000 40,000 50,000 

1985 1,643 6,012 9.405 7,439 5,194 
19% 1.643 6,012 9.405 7.439 5,194 
1987 1,643 6,012 9.405 7,439 5.194 
1988 1,643 6,012 9,405 7,439 5,194 
1989 1,&3 6,012 9,405 7,439 5,194 
19% 1,u3 6,012 9,405 7,439 5.194 

P.,-t 0 

PWC II 

Exhibit 2 (cant) 
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DEVELO#IEWT FACTORS TO ULTIMATE Exhibit 2 (mm) 

unsmoothed Factor to ULtimate 

(i.) = (h.1 I (9.1 

llcdel MiLeage Band 
veer 0 to 10,000 to 20,000 to 30,000 to 

10,000 20,000 30,000 40,000 

1985 1.006 
19w 1.002 
1937 1.008 
198a D.W9 
1989 1.105 
1990 1.684 

0.989 o.ws 0.980 0.990 
1.008 1.013 1.031 1.027 
1.013 1.116 1.3D4 1.542 
1.147 1.557 2.359 3.671 
1.934 3.248 7.897 18.4% 
8.162 33.831 84.534 1731.333 

L0.000 10 
50,000 

Smothcd Factor to Ultimate 

lldel MiLeage lard 
Tear 0 to 10,000 to 20,000 TO 30,000 to 40,000 to 

10,000 20,000 30,000 40,000 50,000 

1985 1.000 
1986 1.000 
19a7 1.000 
1988 1.004 
1989 1.105 
lppo 1.6% 

1.000 1.000 1.000 1.000 
1.008 1.013 1.031 1.027 
1.013 1.116 1.304 1.542 
1.147 1.557 2.359 3.671 
1.934 3.248 7.897 ia.4a4 
8.162 33.831 a4.534 1731.333 

Part I 



AHALYSIS OF PURE PREWlUll FOR A 10,000 RlLE Dg,"ER 

Paid Lrrsses at 4/30/91 in $000'5 

Exhibit 3 

Nukerof 
ncdc1 Hileagc Bard contracts 

"ear 0 CO lo,~~,;; 20,000 to 30,000 to 40,000 to 
10,000 

OriginalLy 
, 30,000 40,000 50,000 Uritren 

i9a5 507.1 2.027.4 L.013.9 3.756.7 2.893.1 102,OOD 
1986 592.2 2.337.5 4.578.6 4.196.9 3.184.1 112,0DD 
1987 M6.7 2,658.3 4.e48.3 3,903.6 2.519.1 122,OOD 
1988 TIP.4 2s769.6 4.021.1 2,427.Z 1.213.5 
1989 ala.5 1.838.3 

132,000 
2.157.0 8L2.5 277.4 142,000 

1wo 603.7 489.5 228.3 91.8 3.4 152,000 

Paid Pure Premiums ~lt 4lJOI91 in S's 

Model MiLeage Bard 
year 0 to lD.000 to 20,000 to 30,000 to 40,000 to Total 

10,000 20,000 30,000 40,000 50,000 

19.35 S4.97 519.88 s39.35 S36.83 f28.36 1129.39 
19M 15.29 120.87 SL0.M s37.47 S28.43 S132.94 
1987 s5.47 121.79 s39.74 132.00 120.65 Sl19.64 
19ea 15.90 s20.98 S30.46 5111.39 s9.19 104.93 
1 9a9 15.76 S12.95 115.19 s5.93 11.95 S41.79 
1WD s3.97 S3.22 s1.50 SO.60 so.02 S9.32 

Ulrinmte Pure Premiums for a 10,000 mite driver 

“odei YiLew* Bard 
rear 0 to 10,000 to 20,000 to 30,OW to 40,000 to 

10.000 20,000 30,000 40,000 50.000 

1985 130.42 132.69 141.56 548.53 s54.07 
19M 132.25 s34.9a 144.05 151.92 S56.23 
1987 s33.54 $36.73 s47.14 156.08 S61.29 
19M 135.89 s40.03 s50.43 158.32 %4.97 
1989 Ha.76 S41.64 152.45 S62.98 S69.52 
lW0 S40.70 U3.R $54.03 S68.65 s75.00 

AvcraQc 135.26 SM.30 s48.28 s57.75 S63.52 

Ultimtc Pure Prcmlm for 10,000 nil* driver = 
[Paid Pure Premiu l t 413Of911 

l 10,000 / [Effective Expaurm l t 41301911 

Ultimtc Pure Pr(llu / Average for Mileage band 
for the 10,000 fllle Driver 

M&l Mileage aand 
"e.P 0 to 10,000 to 20,000 to 30,000 to 40,000 to 

10.000 20,000 30.000 40,000 50,000 

1985 0.863 0.854 0.861 O.&CO 0.851 
1986 0.915 0.913 0.912 0.899 o.ed5 
1987 0.951 0.959 0.976 0.971 0.965 
19aa 1.018 1.045 1.D45 1.010 1.023 
1989 1.099 1.017 1.086 1.091 1.094 
1990 1.154 1.142 1.119 i.ia9 t.ia2 

Part A 

Parr g 

Part D 
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REGRESSlMl TO OETERHINE WRE PRERIW TREND FACTOR Exhibit 3 (cant) 

1985 
1985 
i9a5 
1985 
1985 
1986 
1986 
19Bb 
1986 
1986 
1987 
1987 
1987 
1 9a7 
I 987 
1988 
1988 
19a8 
19ea 
19ai3 
i9a9 
i9a9 
1989 
1989 
1989 
199D 
1990 
1990 
1W-l 

ULtinyte 
,A"cr.ge 

(U/A) 
year . 

1987.5 

0.863 -2.5 
0.854 -2.5 
0.861 -2.5 
0.840 -2.5 
0.851 -2.5 
0.915 -1.5 
0.913 -1.5 
0.912 -1.5 
o.aw -1.5 
0.885 -1.5 
0.951 -0.5 
0.959 .D.5 
0.976 -0.5 
0.971 -0.5 
0.965 -0.5 
1 .oia 0.5 
1.045 0.5 
1.045 0.5 
1.010 0.5 
1.023 0.5 
1.099 1.5 
1.087 1.5 
1.086 1.5 
1.091 1.5 
1.094 1.5 
1.154 2.5 
1.142 2.5 
1.119 2.5 
i.ia9 2.5 
1.182 2.5 

In(U/A) 

-0.147 
-0.156 
-0.150 
-0.174 
-0.161 
-0.089 
-0.091 
-0.092 
-0.106 
-0.122 
-0.050 
-0.D42 
-0.024 
-0.029 
-0.036 

0.018 
0.044 
0.044 
0.010 
0.022 
0.0% 
0.004 
0.083 
0.087 
0.090 
0.143 
0.132 
0.113 
0.173 
0.167 

Regression Model 

(U/A) = (l*t) - cyear . 1987.5) there f is the .m-uL 

W/A) = Ln(i+t) l (VW 1987.5) trend factor 

Regression (krtput: 
COMtlnt a sclrcred u-de? mdel 
Std Err of 'I Est 0.01467163 
RSquared 0.911131m 
No. of tiCrvAtims 30 
Degrees of Freedm 29 

x coefficient(s) 0.0613D442 = In(l*t) =a t= 
Sfd Err of Coef. 0.DD156046 

6.3% 



WM,,RL,SED ULTI*LTE PURE PREMIIMS 

No~lisd Ultimate Pure ProIIiuIG 
for the 10,000 Mile Driver 

llt&l Mileage Bard 
leer 0 to 10,000 to 20,000 to 30,000 to 40,000 to 

10,000 20,000 30,000 40,000 50,000 

1985 530.25 S32.66 141.42 519.54 s54.50 
19Bb S32.16 134.93 EL4.04 S52.67 157.94 
1987 S34.20 137.14 s46.82 156.00 S61.61 
19aa S36.36 139.49 249.78 159.54 sb5.50 
l9a9 s3a.66 141-w 152.93 sb3.31 169.64 
lW0 s41.10 144.64 S56.27 s67.31 174.05 

i9a7.5 135.26 138.30 %a.28 157.75 163.52 

Exhibit 3 (cmt) 

Part F 

NorrnaLiled ULtimste Pure Premium 
for the Typical Driver 

I(DdCI Miteage Bud TDC.¶l 
Tear 0 to 10,000 to 20,000 CO 30,000 to 40,000 CO 

10,000 20,000 30,000 40,000 50,000 

1985 24.97 s19.75 138.95 136.85 128.31 si28.84 
lwJ6 15.28 s21.w %1.42 139.111 130.10 S136.98 
1987 S5.62 $22.33 s44.03 %1.66 S32.00 Sl45.64 Part 0 
1988 15.97 s23.74 146.82 S44.29 134.02 S154.85 
i9a9 sb.35 S25.24 s49.78 147.09 S36.17 S164.G 
1990 16.75 S26.84 S52.92 150.07 s3a.u 5175.05 

Ultinwe Pure PrewGm for Typical Driver = 
Pure Prmiln for the 10,000 YiLs Driver 
l Effective Exposure at Policy Expirnrim I 10.000 



PROJECTED ULTIMATE WRE PREMILM Exhibit 3 (cant) 

Projected Ultimate Pure Prmlun Using "Facror 
to Ultimate" MefhDdology 

Model Mileage Bard Total 
Year 0 to 10,000 CO 20,000 to 30,000 to 40,000 to 

10,000 20,000 30,000 40,000 50,000 

1985 14.97 s19.88 s39.35 S36.83 528.36 1129.39 
1986 55.29 s21.03 141.43 138.62 S29.21 1135.58 
1987 15.47 122.08 IL4.33 s41.71 231.83 ~145.43 Part n 

19aa 15.90 S24.07 IC7.43 %3.3a 133.74 s154.53 
1989 s6.37 S25.03 UP.33 %6.85 136.11 1163.69 
1wo S6.69 S26.2B s50,ai s51.07 s3a.w 1173.85 

UltilMte Pure Prmim for Typical Driver = 
Paid Pure Prtmim at 4130/91 
l Smoothed Factor TO ULtimte from Exhibit 2j 

Projected Ulfimefc Pure Premiun using 
gornhuctter-Ferguscm Methodology 

k&l nilcage Band Total 
"ear 0 to 10,DOO to 20,000 to 30,000 'IO 40,000 to 

10,000 20,000 30,000 40,000 50,000 

1985 s5.00 S19.65 139.09 136.08 S28.08 S127.90 
1986 s5.30 $21.03 %1.43 138.64 S29.23 1135.63 
1917 
l&G 
l9a9 

s5.51 s22.oa s&4.30 %1.70 131.89 11~5.~9 Part , _ 
s5.90 S24.03 %7.21 143191 s33.95 s154.w 
16.37 125.13 u9.64 147.06 336.17 S164.37 

lW0 16.71 126.77 152.86 s50.08 138.46 1174.89 

ULtimste Pure Premun = 
Paid Pure Prmim 
+ Wltirmtc Effective Exposure - Effective Exposure at 4/30191> 
l Ultimate Pure Prnim for the 10,000 Rile Driver I 10,000 
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THE IMPACT OF LAW CRANGES ON RATEMAKING DATA 

FOR PRIVATE PASSENGER AUTOMOBILE INSURANCE 

1. Introduction 

Various types of data are used in determining statewide rate 

level indications ("RLI") for private passenger automobile 

insurance. Some major types of data used in RLI's are the base 

data, loss development data, trend data, and data used to measure 

investment income. In this paper, the impacts of several 

hypothetical law changes on these various types of ratemaking 

data are analyzed. Beginning with actual Allstate data, the 

impact of the law change on that data is modelled, allowing the 

overall impact of the law change on the various types of 

ratemaking data to be determined. 

This paper is intended primarily for students of the CAS, 

but also will serve as a ready reference for experienced 

actuaries working in a ratemaking capacity. Although the 

examples presented in this paper are from private passenger 

automobile, the applications and conclusions can be applied to 

other lines of business. 

In an attempt to give this subject adequate coverage, yet 

keep it manageable, three different law changes are examined. 

1. Bodily Injury liability ("BI") coverage is analyzed for 

a change from a tort liability system to a strong 

verbal threshold restricting the right to sue. A 



choice no-fault option is also examined. 

2. Collision coverage is examined for a law change that 

mandates every policy be renewed with $500 deductible. 

For simplicity, this paper assumes that all policies 

were previously written with a $200 deductible and no 

"buy-down" is allowed. In practice, most insureds will 

not exercise the option to change coverage but stay 

with the default coverage option. 

3. Personal Injury Protection coverage is examined for a 

law change that mandates a $250 deductible instead of 

no deductible. 

2. Initial Data and Notation 

Appendix 1 contains the definition and development of the 

notation and general assumptions used in this paper. Appendix 2 

displays the data and results of the model for BI coverage. 

Exhibit 1, page 1 of Appendix 2 presents accident year payments 

by quarter in the column labeled "Amount Paid". Also presented 

are the "Cumulative Amount Paid" (Column 2) and "Loss Reserves" 

in Column 3. 

In order to shorten the length of this paper, Collision and 

Personal Injury Protection ("PIP") data was excluded. The 

exhibits for these coverages, similar to Appendix 2, are 

available from the author upon request. 



3. Bodily Injury - Verbal i’keshold 

In this section all exhibits are contained in Appendix 2, except 

where otherwise noted. The verbal threshold will essentially 

eliminate small claims from the insurance system. Further 

assumptions regarding the BI law change are: 

1. The overall reduction in pure premium due to the law change 

is 30%. 

2. The law change is effective January 1, 1995. 

3. The law change applies to all outstanding policies. 

Data under a tort law is used to derive Exhibit 1, page 1. 

Column 1 of Exhibit 1, page 2 was created by beginning with the 

payment pattern on Exhibit 1, page 1 and assuming that the verbal 

threshold eliminates the first 30% of paid loss. Paid loss data 

by payment duration between accident date and payment date, and 

by size of loss was used to determine the amount and timing of 

payments eliminated by the verbal threshold. All payments under 

$10,000 were eliminated, along with about 90% of the losses 

between $10,000 and $15,000. A portion of this data is included 

for reference in Appendix 3.' 

Base Data 

Assume the base data used in ratemaking is accident year. 

Is it necessary after a law changes to adjust base data to be 

used in a statewide rate level calculation? The answer is maybe. 

In order to make that evaluation, the ratemaker must know the 

' The data in Appendix 3 is included with Allstate's 
permission and represents data for BI coverage under a tort law. 



period of base data, the effective date of the law change, if the 

law change applied to all outstanding policies or was applied at 

policy renewal, and if premiums were previously adjusted. The 

key determining factor is whether or not the premium and loss 

base data match. This paper will not deal with the costing of a 

law change. If the law change has not yet been implemented, then 

it must be costed and that is beyond the scope of this paper. 

Base data is 100% pre-law chancre 

If the rates already reflect law change impact and the 

ratemaker is interested in a prospective rate level review, 

simply assuming that the previously determined price impact of 

the law change is proper would allow the ratemaker to proceed 

without adjustment of the base data, Of course, the ratemaker 

could adjust both losses and premiums to reflect this previously 

determined impact. 

Base data is 100% post-law chanse 

When the base data is completely reflective of the law 

change, no adjustments are necessary. In this paper, the base 

data is 100% post law change for accident years 1995 and 

subsequent. 

Base data is a mix of pre-law chanae and nest-law change 

An adjustment may be necessary. In order to determine this, 

a complete understanding of how the law change was implemented 

from both a premium and loss perspective is necessary. If the 

base data is completely prior to 1995 or subsequent to 1995, the 

previously stated general conclusions apply. However, the case 



where the base data is 1995 deserves further discussion. 

Assume that a 30% premium reduction was implemented for 

policies effective on or after l/1/95 to reflect the loss 

reduction due solely to the law change. Assume, just for this 

example, that the law change does not apply to outstanding 

policies, but only applies as policies renew. 

Under the assumptions of this example, no adjustment is 

necessary. Both the calendar year earned premium and the 

accident year incurred losses will be half under the old law and 

half under the new law. Using the hypothetical data from Exhibit 

1, pages 1 and 2 accident year 1995 pre-law incurred losses would 

be $50 (% of $100) and post-law losses would be $35 (f of $70). 

Assuming rate adequacy and a 20% expense ratio, the pre-law and 

post-law earned premium would have been $62.5 and $43.75, 

respectively. Using the loss ratio method of determining an RLI 

and the equation: RLI = ( (EP/IL)/ (1 - E) ) - 1, where EP is 

Earned Premium, IL is Incurred Loss, and E is the expense ratio 

as a percent of premium. The impact of the law change can be 

examined. A law change, which applies only to policies as they 

renew, can be represented by a diagonal line: 

1995 1996 



The pre-law RLI is ((50/62.5)/.8)-l = 0% , and 

the post-law RLI is ((35/43.75)/.8)-l = 0% , and 

combining the data, the RLI is ((85/106.25)/.8)-l = 0%. 

Thus, under these assumptions no adjustments to the base data are 

necessary as a result of the law change. 

Instead, return to the base assumption that the law change 

is deemed to apply to all outstanding policies on l/1/95, with 

all other assumptions unchanged including the 30% decrease in 

premiums as policies renew. The loss exposure can be represented 

by a vertical line, while the earned premium impact is still 

represented by a diagonal line: 

1995 1996 

The combined RLI without adjustment is: 

((70/106.25)/.8)-l = -17.6%. 

However, we know that the correct prospective RLI is 0%. The 

discrepancy arises because the 30% premium decrease was applied 

upon renewal while the 30% loss reduction attributable to the law 

change is completely realized during accident year 1995. Thus, 

the premiums and losses do not match, and it would be necessary 

and proper to adjust the premiums completely to their post-law 

level. 



In summary, as long as the premium and losses in the base 

data are equally reflective of the law change, no adjustments are 

necessary. If the premium and losses in the base data are not 

equally reflective of the law change, then some adjustment is 

required. 

Trend Data 

Since there is one exposure, the ultimate incurred pure 

premium for each accident year before the law change is $100. 

For simplicity, assume the trend data will be calendar year paid 

pure premium. Twelve month moving paid pure premium trend data 

can be developed. It is a relatively simple exercise to expand 

the model to severity and frequency separately, but it is not 

essential for the purposes of this paper. 

Exhibit 2, page 1 displays twelve month moving paid 

pure premium data. In order to analyze the impact of the law 

change, the data displayed on Exhibit 2, page 1 is fit to an 

exponential curve. Exhibit 2, page 2 displays three examples of 

the calculation. The resulting annual trend for all the data 

evaluation periods is displayed on page 3 of Exhibit 2. 

The expected pure premium trend for this data is 0% because 

it is assumed that there is no frequency and no severity trend. 

This allows the quantification of the impact of the change to a 

verbal threshold on BI trend data. Failure to account for the 

impact of the law change on trend data can result in an error of 

up to 10.6% on a 12 point basis and 12.4% on a 6 point basis 

depending on the duration between the effective date of the law 



change and the evaluation date. Furthermore, from this model it 

can be concluded that the trend data has a measurable bias for up 

to 8 years after the law change. 

Loss Develo!ment Data 

Paid loss development factors can be determined easily from 

column (2) of Exhibit 1. Paid loss development triangles are 

derived by the formula developed in Appendix 1. Pre-law and the 

post-law paid development triangles are displayed on pages 1 and 

2 of Exhibit 3, respectively. A comparison of the indicated 

factors from these two exhibits (see Exhibit 3, page 4) clearly 

leads to the conclusion that the law change significantly changes 

the payment pattern and it is clearly inappropriate to apply paid 

loss development factors from pre-law data to base data that is 

post-law change. The paid development factor for 5 quarters to 

ultimate changes from 5.319 to 8.140. Therefore, the use of the 

paid loss development factors based on pre-law patterns applied 

to post-law change base data will understate ultimate incurred 

losses by almost 35% (1 - (5.319/8.140)). 

When the loss development factors are based on data that is 

a mix of pre-law and post-law, the analysis is a bit more 

complicated. Assume that the base data is paid loss from 

accident years 1996 and 1997 evaluated as of March 15, 1998 (P,.,, 

= $ 28.6, and P,,, = $ 8.6). In a loss development triangle,. 

accident year 1995 development from 5 to 9 quarters and from 9 to 

13 quarters, and accident year 1996 development from 5 to 9 

quarters would be post-law change. All other observations in 



the triangle would be pre-law change. This paid loss development 

triangle is shown on Exhibit 3, page 3. The indicated paid loss 

development factor would be 2,117 and 6.532 for accident years 

1996 and 1997, respectively. The correct factors would be 2.448 

and 8.140, respectively. The ultimate accident year losses for 

both these accident years are $70, because both accident years 

are post-law change. However, typical ratemaking procedures 

would develop the following estimate of ultimate incurred loss: 

Accident year 1996 paid loss = $28.6 

Accident year 1997 paid loss = $ 8.6 

Paid loss development factor 

9 quarters to ultimate = 2.117 

Paid loss development factor 

5 quarters to ultimate 6.532 

Ultimate accident year 1995 incurred losses: $ 60.5 

Ultimate accident year 1996 incurred losses: $ 56.2 

The ultimate incurred losses in this example are understated by 

13.6% and 19.7% for the two accident years, respectively. 

Incurred loss development factor evaluation is more 

complicated because it requires assumptions on the development 

patterns both pre- and post-law change. If loss reserves are 

adequate before and after the law change, then incurred loss 

development factors will be 1.000 and the law change will not 

impact the use of incurred loss development factors. 



Investment Income Data 

Although much potential bias exists, ratemakers have 

utilized the ratio of reserves to incurred losses to estimate the 

amount of investment income potential that exists from the 

investment of premiums. The reserve to incurred ratio is not 

generally an accurate measure of investment income potential. 

This is recognized by both the actuarial and academic 

communities. Dr. Cummins states: "The k factor represents only a 

crude approximation of the discounting process that can lead to 

serious errors when estimating premiums (Myers and Cohn (1987)."* 

In his study note on the CAS Part 6 Examination Syllabus, Dr. Ira 

Robbin also recognizes the shortfall: "However, since calendar 

year results are an inherently retrospective summary of 

contributions from current and prior policy years, their 

applicability in prospective ratemaking could be challenged. In 

particular, the prior growth history and loss experience of the 

line could distort answers."' 

The development of the reserve to incurred ratios for BI 

coverage is displayed on Exhibit 4, page 1. The incurred loss 

for accident year 1994 is $100, and for accident year 1995 and 

IJournal of Risk and Insurance, July 1991, J. David Cummins, 
"Statistical and Financial Models of Insurance Pricing and the 
Insurance Firm." pp 286-287. The k factor referred to in this 
quote is the reserve to premium ratio. However, the comment is 
equally applicable to reserve to incurred ratios. 

'Casualty Actuarial Society Syllabus of Examinations, 1992, 
Part 6, Study Note Reading: Robbin, I. - "The Underwriting Profit 
Provision", p. 13. 

M 



subsequent is $70. Since accidents are equally distributed 

throughout the year, incurred losses for the fiscal accident 

years ending 3/31/95, 6/30/95, and g/30/95 are $92.5, $85 and 

$77.5, respectively. The reserve to incurred ratio increases 25% 

from 12/31/94 to 12/31/95 (2.00 to 2.51), because incurred losses 

under the new law are immediately reduced while the reserves 

gradually reflect the new law over 25 quarters or 6% years. The 

true reserve to incurred ratio under the new law is 2.24, thus 

using the incurred to reserve ratio to measure investment income 

in an RLI can overstate the true investment income by up to 12.0% 

(2.51/2.24). 

A superior method of measuring the investment income 

potential of policyholder supplied funds is a discounted cash 

flow of the policy transaction. For simplicity, it is assumed 

that all expenses are paid and all premium is collected on the 

policy effective date. Policy year loss payment patterns are 

superior because ratemaking is always done for a set of policies. 

Accident year patterns have already been developed and are used 

here for illustrative purposes. The average effective date of 

the policies providing coverage for losses occurring in an 

accident year under an annual policy is January 1 of that year. 

Since it is assumed in this paper that accidents and policies are 

equally distributed throughout the year, it is proper to discount 

to the average premium collection date (the beginning of the 

accident year). 
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The cash flow calculations are derived on Exhibit 4, page 2. 

It is assumed that the average payment date is half way through 

the quarter. The difference between the discounted payments and 

undiscounted payments yield the investment income opportunity of 

the loss portion the premium. Using a 6% annual yield, the 

investment income opportunity is 13.9% under the old law and 

15.1% under the new law. Until the payment pattern data fully 

recognizes the new law an adjustment is necessary. Using the old 

payment pattern understates the investment income potential 

(13.9% vs. 15.12). 

Sensitivity of the Projected Pavment Pattern 

The original model assumes all small losses are eliminated from 

the system by a change from a tort system to a verbal threshold. 

This was done by using the distribution in Appendix 3. Two other 

post-law change distributions were used to test whether the 

results of the model were sensitive to the chosen post-law 

distribution. The first is based on the current distribution of 

another state where the data was completely under a verbal 

threshold. These results are shown in Appendix 4. Using the 

distribution of this other state removes more of the earlier 

payments and less of the later payments from the accident year. 

This makes the impact of the law change greater than under the 

model in Appendix 2. The impacts, however, are not significantly 

different. 

In Appendix 5, the data from Appendix 2 is used to model 

what would happen under a choice no-fault system where 20% of the 



exposures select the pre-law system and 80% select the verbal 

threshold. This was accomplished by weighing Column 1 of Exhibit 

1, page 1 and Column 1 of Exhibit 1, page 2 (from Appendix 2) 20% 

and 80%, respectively. The impact of the law change under a 

choice system is less by the proportion of exposures that do not 

convert to the verbal threshold. 

Conclusion 

The implementation of a verbal threshold obviously creates 

significant distortions in BI ratemaking data for years. This 

includes the base data, trend data, loss development data, and 

investment income data. The accident year payment pattern is a 

function of coverage in effect, the environment, the economy and 

anything else that would affect how much is paid and when. Thus, 

it is impossible to isolate the sole impact of a law change on a 

payment pattern. The model in this paper attempts to quantify 

the impact of the law change on the various ratemaking data. The 

results of the model can be used by ratemakers as a guide when 

confronted with ratemaking data that is impacted by a law 

change. 

4. Collision - Mandatory Deductible roll 

The same techniques used to evaluate the BI law change are used 

for collision coverage. The mandatory deductible roll for 

collision coverage eliminates the first $250 of each payment. 

Since, the payments for collision coverage are made relatively 

quickly after the accident occurs, the underlying payment pattern 
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remains similar after the law change except that each payment is 

reduced by the amount of the deductible. 

Base Data 

The general conclusions in the BI section hold true for collision 

coverage under a deductible roll. 

Trend Data 

The impact of a deductible roll on trend data is significant. 

Based on the results of the model, failure to account for the 

impact of the law change on trend data could result in an error 

of up to 11.1% on a 12 point basis and 19.6% on a 6 point basis 

depending on the length of time between the end point of the 

trend data and the effective date of the law change. A 

significant influence from the law change remains for about three 

and a half years after the law change (see Exhibit 2, page 2). 

Using the assumed pre-law and post-law change distributions, 

the trend is biased upward after a certain point because of 

larger subrogation recoveries under the prior law occur with a 

lower amount of claim payments under the new law. 

Loss DeVelODment Data 

The impact is minimal, because claims are paid quickly. 

Investment Income Data 

Again, the impact is minimal because claims are paid quickly. 

Conclusion 

The major influences of a deductible roll on ratemaking data for 

collision coverage are for base data and trend. Loss development 

and investment income are not significantly impacted because 



payments are generally made very quickly for this coverage. 

5. PIP - Mandatory Deductible roll 

The reason this type of law change was chosen was to contrast the 

impact of a deductible roll between short and long tail 

coverages. For a long tail coverage (PIP), the deductible roll 

impacts loss development and investment income data in addition 

to the base data and trend data. 

Base Data 

The general conclusions in the BI section hold true for PIP 

coverage under a deductible roll. 

Trend Data 

The impact of a deductible roll on trend data is significant. 

Failure to account for the impact of the law change on trend data 

can result in an error of up to 7.5% on a 12 point basis and 

12.6% on a 6 point basis depending on the length of time between 

the end point of the trend data and the effective date of the law 

change. A significant influence from the law change remains for 

about three and a half years after the law change. 

Loss Development Data 

The impact is significant. The paid loss development factors 

change from 2.45 to 3.82 and from 1.58 to 1.76 for the 5 and 9 

quarter evaluations, respectively. 

Investment Income Data 

The reserve to incurred ratios move from 2.18 to 2.59 within a 

year after the law change. The measurement of investment income 



from the discounted value of the policy transaction increases 

from 14.4% to 16.1%. This difference is significant enough that 

is must be considered by the ratemaker. 

Conclusion 

A deductible roll for a longer tail line also impacts paid loss 

development data and investment income data. 
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DESCRIPTION OF NOTATION 

The data and model will be presented for Bodily Injury 

Liability ("BI") coverage in Appendix 2. The model was also used 

for Collision coverage and Personal Injury Protection ("PIP") 

coverage. Accident year paid loss patterns are presented for BI 

coverage in Appendix 2 on Exhibit 1, page 1. The "Amount Paid" 

(P) data has been derived from actual Allstate data.' The sum of 

the accident year payments pre-law change through 40 quarters of 

evaluation is $100, which is assumed to be the ultimate incurred 

loss for each accident year. For simplicity of analysis, the 

following assumptions hold throughout this paper: 

1. 

2. 

3. 

4. 

There is no change in the volume of business. For 

simplicity of the trend data calculations it is further 

assumed that there is always only one exposure each year. 

There is no frequency or severity trend. 

Effective dates of policies are equally distributed 

throughout the year. 

Accident occurrence is also equally distributed throughout 

the year. 

'With Allstate's permission, actual accident year paid loss 
patterns at quarterly evaluations were used to create column 1 of 
Exhibit 1, page 1 of each Appendix. The selected amounts as a 
percent of ultimate paid loss for each quarter were based on 
three year averages of actual data and applied to $100 to produce 
a payment pattern in dollars. 
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5. Payments made in each quarter occur such that the average 

payment date (based on dollars) is mid-way through the 

quarter. 

6. All policies have an annual term. 

7. All expenses vary directly with premium and are 20% of 

premium. 

Various ratemaking data can be derived from these 

assumptions and the accident year payment patterns. The 

"cumulative Amount Paid" (CP) is the sum of all amounts paid up 

to and including the end of the evaluation quarter. "Loss 

Reserves" (R) is 100 minus the cumulative amount paid.2 

For purposes of this paper, let: 

Subscrivts: 

i- represent an accident year. 

j - represent an evaluation date in quarters of a year, 

where j=O at the beginning of the accident year. 

k,l - represent an actual evaluation date, where k is the 

quarter and 1 is the year. For example, 3,96 is the 

g/30/96 evaluation. 

*At the 1, 2, and 3 quarter evaluations 114, l/2 and 314 of 
the ultimate incurred loss are used in lieu of the ultimate 
incurred loss. For collision coverage the anticipated salvage 
and subrogation for the accident year is added to the equation 
for determining R, otherwise the reserves would be negative. 
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Variables: 

1. Basic Model 

P,.j = 

cPi,j = 

R,,j = 

u = 

Then, 

the payments from accident year i made during the 

quarter ending at the j evaluation. 

the sum of all accident year i paid losses through 

the j quarter evaluation. 

the reserves from accident year i evaluated at the 

end of quarter j. 

Ultimate accident year loss 

-j 
CP1.j = t,,x,,, , and 

R, = u - ci,j . ’ 

2. Trend 

CYP,,, = payments made during the 4 quarter moving 

period ending k quarter of year 1. 

Then, cyp,,,, = p,,,, + p94.2 + p94.3 + p94.4 + p93,5 + P93.6 + p93.7 + 

P 93.8 + p93.9 + ... + p*5,39 + pm,. 

' This equation only holds for j > 3. For j = 1, 2 and 3, 
114, 112, 3/4 of U are substituted for U. Also, for collision 
coverage anticipated salvage and subrogation needs to be added to 
U, otherwise the reserves would be negative. 
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Since there is no change in the volume of business or losses, it 

follows that P93,j = P,,,j = P92,j = . . . = Pss,j , for each j. 

40 

Therefore, CYP,,, = c P,,j = CP i,40 = 100, 
j-l 

for all years (i) prior to the law change. 

However, after the law change this is no longer true. The 

underlying assumptions make P9s,j = P96,j = P97,j = . . . . but Pgdj does 

not equal P,,,,. 

Let V represent accident years under the verbal threshold, 

and T represent accident years under the tort threshold. 

Then, CYP,,, = c’p,. + c P 
40 

n=1 
rn 
n&j 

, where j is the number of 

quarters between the evaluation date k,l and 1,95. 

3. Loss Development 

Let, PLDF,,, be the paid loss development factor (also 

referred to as a link factor when k-j = 1) between j and k 

quarters of evaluation. 

Then, PLDF,,, = CP,,, / CP,,, . 

For example, PLW.,, = CP,w, /CP,,,, . 
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4. Investment Income 

Total Reserves are derived by: 

10 
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Ii) 

QUARTERS OF 
EVALUATION 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 

(P) 
(11 

AMOUNT 
PAID -__ 
0.3 
1.9 
4.0 
6.0 
6.6 
7.4 
7.7 
8.2 
6.9 
6.9 
6.7 
6.4 
5.9 
4.9 
4.3 
3.2 
3.0 
2.3 
1.5 
1.2 
0.7 
0.5 
0.5 
0.5 
0.5 
0.3 
0.2 
0.2 
0.1 
0.1 
0.2 
0.1 
0.1 
0.2 
0.1 
0.1 
0.1 
0.0 
0.1 
0.1 

PRE-LAW CHANGE 
BODILY INJURY PAYMENT PATTERNS 

ACCIDENT YEAR 

- 

(CPI (R) 
(21 (3) 

CUMULATIVE LOSS 
AMOUNT PAID RESERVES 

0.3 24.7 
2.2 47.8 
6.2 68.8 

12.2 87.8 
18.8 81.2 
26.2 73.8 
33.9 66.1 
42.1 57.9 
49.0 51.0 
55.9 44.1 
62.6 37.4 
69.0 31 .o 
74.9 25.1 
79.8 20.2 
84.1 15.9 
87.3 12.7 
90.3 9.7 
92.6 7.4 
94.1 5.9 
95.3 4.7 
96.0 4.0 
96.5 3.5 
97.0 3.0 
97.5 2.5 
98.0 2.0 
98.3 1.7 
98.5 1.5 
98.7 1.3 
98.8 1.2 
98.9 1 ,l 
99.1 0.9 
99.2 0.8 
99.3 0.7 
99.5 0.5 
99.6 0.4 
99.7 0.3 
99.8 0.2 
99.8 0.2 
99.9 0.1 

100.0 0.0 
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(jl 

OUARTERS OF 
_~ m.FVALUATlON 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 

POST-LAW CHANGE - USING MODEL 
BODILY INJURY PAYMENT PATTERNS 

ACCIDENT YEAR 

(P) ICP) IRI 
(11 (2) (31 

AMOUNT CUMULATIVE LOSS 
.PAlD-. AMOUNT PAlo RESERVES 

0.1 0.1 17.4 
0.9 1 .o 34.0 
1.5 2.5 50.0 
2.7 5.2 64.8 
3.4 8.6 61.4 
4.5 13.1 56.9 
5.1 18.2 51.8 
5.5 23.7 46.3 
4.9 28.6 41.4 
5.3 33.9 36.1 
5.3 39.2 30.8 
4.9 44.1 25.9 
4.5 48.6 21.4 
4.0 52.6 17.4 
3.5 56.1 13.9 
2.7 58.8 11.2 
2.7 61.5 8.5 
2.0 63.5 6.5 
1.3 64.8 5.2 
1.1 65.9 4.1 
0.6 66.5 3.5 
0.3 66.8 3.2 
0.4 67.2 2.8 
0.4 67.6 2.4 
0.4 68.0 2.0 
0.3 68.3 1.7 
0.2 68.5 1.5 
0.2 68.7 1.3 
0.1 68.8 1.2 
0.1 68.9 1.1 
0.2 69.1 0.9 
0.1 69.2 0.8 
0.1 69.3 0.7 
0.2 69.5 0.5 
0.1 69.6 0.4 
0.1 69.7 0.3 
0.1 69.8 0.2 
0.0 69.8 0.2 
0.1 69.9 0.1 
0.1 70.0 0.0 
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LAW CHANGE - APPLIED TO ALL OUTSTANDING POLICIES l/1/95 
BODILY INJURY PAID PURE PREMIUMS 

12 MONTH MOVING 

12 MONTH 
(CYP) 

PAID PURE 
MOVING ENDING - 

MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 

1992 
1992 
1992 
1992 
1993 
1993 
1993 
1993 
1994 
1994 
1994 
1994 
1995 
1995 

1995 

1995 
1996 
1996 
1996 
1996 
1997 
1997 
1997 
1997 
1998 
1998 
1998 

2001 
2001 
2001 
2002 
2002 
2002 
2002 
2003 
2003 
2003 
2003 

PREMIUM 
100.0 

100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 

99.8 
98.8 
96.3 
93.0 
89.8 
86.9 
84.3 
81.6 
79.6 
78.0 
76.6 
75.1 
73.7 
72.8 
72.0 
71.5 
71.2 
70.9 
70.7 
70.6 
70.5 
70.3 
70.2 
70.1 
70.0 
70.0 
70.0 
70.0 
70.0 
70.0 
70.0 
70.0 
70.0 
70.0 
70.0 
70.0 
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LAW CHANGE TREND ANAL 
Bodily Injury Liabiltrv 

Patid Pure Premium 
12 Month Moving 

YSIS 

12 PI. 
C”,“B of 

LsLiil 
100.604 
100.415 

100.226 
100.038 

99.850 
99.663 
39.476 

99.289 
99.103 

98.917 
98.731 

98.546 

6 pt. 

C”WB of 

4aLhl 

actual 

dala 
100.0 
100.0 

100.0 
100.0 
100.0 
100.0 

100.0 
100.0 
100.0 

99.8 
98.8 

35.3 

12 MONTH 

MOW 
DECEMBER 1992 
MARCH 1993 

JUNE 1993 
SEPTEMBER 1933 
DECEMBER 1993 
MARCH 1994 

100.759 

100.109 
99.462 
98.820 

JUNE 1994 

SEPTEMBER 1994 
DECEMEER 1934 
MARCH 1995 
JUNE 1995 

SEPTEMBER 1395 

98.182 

97.548 

-2.56% 

12 pt. 
C”WO of 

b9ti 
103.986 
101.354 

98.788 
96.288 
93.851 
91.475 

89.159 
86.903 
94.703 

82.559 
80.469 

78.432 

12 MONTH acwa, 

MOVING ENDING d&a 
SEPTEMBER 1994 100.0 

DECEMBER 1394 100.0 
MARCH 1995 99.8 

JUNE 1995 98.8 

SEPTEMBER 1995 96.3 
DECEMBER 1995 93.0 
MARC” 1998 89.8 
JUNE 1996 as.9 

SEPTEMBER 1396 84.3 

DECEMBER 1996 81.6 

MARCH 1997 79.6 

JUNE 1997 78.0 

89.433 
86.913 
64.465 

82.085 
73.773 

77.525 

.9.75% -10.80% 

12 MONTH 
MOVING ENDMj- 

SEPTEMBER 1996 

12 pt. 
cur”* of 

prti 
82.243 84.3 

81.6 

73.6 

78.0 

DECEMBER 1996 
MARC” 1997 

JUNE 1997 

SEPTEMBER 1997 
DECEMBER 1397 

80.972 

79.720 
78.488 

77.276 
76.081 

74.906 
73.748 

72.608 
71,466 

70.382 

69.294 

76.6 
75.1 

73.7 
72.6 

MARCH 1998 

JUNE 1998 

73.398 

72.840 

72.286 
71.736 

71.190 

70.646 

SEPTEMBER 1998 72.0 
DECEMBER 1998 71.5 

MARCH 1999 71.2 

JUNE 1339 70.9 

-3.01% *varsge A”““d % clleng.3 -6.04% 
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LAW CHANGE - APPLIED TO ALL OUTSTANDING POLICIES l/1/95 
BODILY INJURY PAID PURE PREMIUMS 

SUMMARY OF 12 MONTH MOVING TRENDS 

TRENDS ENDING 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 

1994 
1995 
1995 
1995 
1995 
1996 
1996 
1996 
1996 
1997 
1997 
1997 
1997 
1998 
1998 
1998 
1998 
1999 
1999 

2001 
2001 
2002 
2002 
2002 
2002 
2003 
2003 
2003 
2003 

12 POINT 
-0.0% 
-0.0% 
-0.2% 
-0.7% 
-1.7% 
-3.0% 
-4.4% 
-5.9% 
-7.4% 
-8.8% 
-9.7% 

-10.4% 
-10.6% 
-10.4% 

-9.7% 
-8.9% 
-8.0% 
-7.0% 
-6.0% 
-5.1% 
-4.3% 
-3.5% 
-2.8% 
-2.1% 
-1.6% 
-1.2% 
-0.9% 
-0.7% 
-0.6% 
-0.5% 
-0.4% 
-0.3% 
-0.2% 
-0.1% 
-0.1 % 
-0.0% 
0.0% 

6 POINT -___ 
0.0% 

-0.1% 
-0.8% 
-2.6% 
-5.4% 
-8.5% 

-10.9% 
-12.2% 
-12.4% 
-1 1.8% 
-10.8% 

-9.7% 
-8.6% 
-7.7% 
-7.0% 
-6.3% 
-5.4% 
-4.1 % 
-3.0% 
-2.2% 
-1.5% 
-1.1% 
-0.9% 
-0.8% 
-0.7% 
-0.7% 
-0.6% 
-0.4% 
-0.2% 
-0.1% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 



PAID LOSS DEVELOPMENT 
PRE-LAW CHANGE 

BODILY INJURY LlABlLlW 

3 YEAR 
AVERAGE 

C”MM”LATI”E 

LINK FACTORS 
5 TO 9 970 13 

2.606 1 52Y 

2 606 1 529 
2 606 1.529 
2 606 1.529 
2 608 1.529 
2.606 1.529 
2.606 1.529 
2.606 1.529 
2.606 1.529 
2.606 I.529 
2.606 

2 6064 1.5286 

7TO21 21 TO 25 25 TO 29 29 TO 33 
1.083 I.021 1 008 1 005 
1.063 1.021 1 008 1.005 
1 .om 1.021 1 008 1 005 

1.083 1.021 LODB 1 005 
1.063 1.021 1.008 1 005 
1.063 1.021 1.008 
1 063 1021 
1 063 

I.0631 1 0208 I.0082 1.0051 

33 TO 37 37 TO 40 
1 005 1.002 
1.005 1.002 
1.005 1 002 

1 005 

1.0050 1 0020 

FROM. 5 9 13 17 21 26 29 33 37 40 

TO “LTlMP.TE 5 3191 2 0408 1 335, 1.1074 I.0417 1.0204 1.0121 1 0070 1.0020 1 .oooo 
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PAID LOSS DEVELOPMENT 

POST.LAW CHANGE 

BODILY INJURY LIABILITY 

ACCIDENT 

YEAR 

1996 

1996 

1997 

1998 

1999 

2000 

2001 

2002 

2003 

2004 8.6 28.6 

2005 8.6 28.6 

2006 8.6 

ACCIDENT 

YEAR 

1996 

1996 

1997 

1998 

1999 

2000 

2001 

2002 

2003 

2004 

2005 
2006 

3 YEAR 

AVERAGE 

CUMMULATIVE 

FROM: 

TO ULTIMATE 

EVALUATION 

5 9 

8.6 28.6 

8.6 28.6 

8.6 28.6 

8.6 28.6 

8.6 28 6 

86 28 6 
8.6 28.6 

8.6 28.6 

8.6 28 6 

LINK FACTORS 

6 TO 9 

3.326 

3.326 

3.326 

3.326 

3.326 

3.326 

3.326 

3.326 

3.326 

3.326 
3.326 

NIA 

ST0 13 

1.699 

1.699 

1.699 

1.699 

1.699 

1.699 

1.699 

1.699 

, .699 

1.699 

13 TO 17 

1.266 

1.265 

1.265 

1.265 

1.265 

1.266 

1.265 

1.266 

1 266 

17 TO 21 

1.081 

1.081 

I.081 

1.081 

1.081 

, ,061 

1.061 

1.081 

21 TO 25 25 TO 29 29 TO 33 33 TO 37 

1.023 1.012 1.007 1.007 

1.023 1.012 1.007 1.007 

1.023 1 ,012 1.007 1.007 

1.023 1.012 1.007 1.007 

1.023 1.012 

1.023 1.012 

1.023 

3.3266 1.6993 1.2654 1.0813 1.0226 1.0118 

6 9 

8.1396 2.4476 

13 17 21 
48.6 61.5 66.5 

46.6 61.6 66.6 

40 6 61.6 66.5 

48 6 61 6 66 5 

48 6 61 5 66.5 
46.6 61 5 66 5 

48 6 61.5 66.5 

48 6 61.6 66 5 
48 6 61.6 

48.6 

13 

25 29 33 
68 66.8 69.3 

68 68.8 69.3 
68 68 8 69.3 
68 68.8 69.3 
68 68 8 69.3 
68 68 8 
68 

17 21 

1.4403 1.1382 1.0626 

1.007 

1.0073 1.0072 

26 29 
1.0294 1.0174 

37 40 

69.8 70 

69.8 70 

69.8 70 

69.8 

37 TO 40 

1.003 

1.003 

1.003 

1.0029 

33 37 40 
1.0101 1.0029 1 .oooo 
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ACClOENT 
YEAR 
1986 
1987 
1988 
1989 
1990 

1991 
1992 
1993 
1994 
,995 
199e 
1997 

*CCIDENT 
YEAR 
,986 
,987 
1968 
,989 
,990 
,991 

1992 
1993 
,994 
1995 

1996 
1997 

3 YEAR 
AVERAGE 

CUMM”LATI”E 
FROM: 
TO VLTlMPiTE 

E”AL”ATlON 

5 9 
18.8 49 
,S.E 49 
18 8 49 

18.8 49 
18 6 49 

18.8 49 
18.8 49 
18.6 49 
18.8 49 

8.B 26.6 
88 26.6 
6.6 

LINK FACTORS 
5 TO 9 9TO13 

2.606 1.529 
2.606 1.529 

2.806 1.529 
2.606 1.529 

2 eoe 1.529 
2.606 1.529 
2.606 1.529 
2 608 1.529 
2 308 1.529 
3.326 1 699 
3 326 

Nlli 

3.0858 1 5855 

5 
6.5321 

PAlO LOSS DEVELOPMENT 
MIX OF PRE-LAW AND POST-LAW CHANGE 

BODILY INJURY LlAB,L,,Y 

13 17 

74.9 90.3 

74.9 90.3 
74.9 90 3 

74 9 90.3 
74 9 90.3 

74.9 90.3 
74.9 90 3 
74.9 90.3 
74.9 90.3 

48.8 

13T017 17TO21 
1.206 1 .oe3 
1 206 1 om 
1.206 1 .M13 
1.206 1.063 
1.208 1 063 
1 208 1083 

1.206 1 063 
1.206 I.OK3 

1 206 

1 2056 ,063, 

9 13 
2.1168 13351 

2, 25 29 33 37 40 
96 98 96.8 99.3 99.8 
96 98 98.8 99.3 99.8 
96 98 98.8 99.3 99 8 
96 98 98.8 99.3 99.6 

100 
100 
100 

9.5 

96 
98 

98 

98 
98 
98 

98.8 99.3 
9B.E 

21 TO 25 25 TO 29 29 TO 33 33 TO 37 37 TO 30 
1.021 1 008 1.005 1 005 1 002 
,021 1 006 1.005 1.005 1 .oo* 
102, 1 008 1 005 1.005 1 002 
,021 1.008 1.005 1.005 

1.021 1.008 1 005 
1.02, 1.008 
102, 

1 0208 1 0062 I .005, 1 0050 1 0020 

17 2, 26 28 33 37 40 
LlO74 10417 1 0704 1 Ol2, 1 0070 1 .oo*o 1 0000 



PAID LOSS DEVELOPMENT 
BODILY INJURY COVERAGE 

ACCIDENT YEAR 

APPENDIX 2 
EXHIBIT 3 
PAGE’4 

Qld Law New Law Exam& 
15 months to ultimate LDF15.401 5.319 a.140 6.532 

27 months to ultimate LDFl9.401 2.041 2.448 2.117 

39 months to ultimate LDFl13,401 1.335 1.440 1.335 
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Eyn_LunTlpy 

1 

2 
3 

4 

5 

6 
7 
8 
9 

10 
11 

I2 
13 
14 

15 
16 

17 

18 

19 

20 

21 

22 
23 

24 

25 
26 

27 
28 

29 
30 
31 
32 

33 

34 

35 

36 

37 
38 

39 
40 

OLD LAW 
AMOUNT 

PAID 

03 

1 9 

40 

6.0 

66 
74 

7.7 
6.2 
6.9 
6.9 
6.7 

6.4 
5.9 

4.9 

4.3 
3.2 

3.0 

2.3 

1.5 

1.2 

0.7 

0.5 

05 

05 
05 

03 

02 
02 
01 
01 
02 
01 

01 

0.2 

0.1 

01 
01 

00 
0.1 

0.1 

TOTAL 100 

SODILY INJVRY LlABlLlTY 

INVESTMENT INCOME MEASUREMENT 

DISCOUNTED CASH FLOW OF THE POLICY TRANSACTION 

PERCENT OF PREMIUM 

DISCOUNTED 

AMOUNT 

P&D 

0.296 

1.845 

3.829 

5.660 

6.136 

6.781 
6.954 
7.298 

6.052 
5.965 
5.708 
5.374 

4.882 
3.996 

3.456 

2.535 

2 342 
1 770 

1 137 

0 897 

0.516 
0 363 

0 358 04 
0 352 

0.347 

0 205 
0 135 
0.133 

0 066 
0.065 
0.1 27 
0 063 

0.062 

0.122 

0.060 

0.059 

0.058 

0.000 
0.057 
0.056 

86.11 

13.69% 

NEW LAW 
AMOUNT 

PAlD 

0.1 

0.9 

15 

2.7 
3.4 
45 

5.1 
5.5 
49 

53 
53 
49 
45 

4.0 

3.5 
27 

2.7 

20 
1 3 

1 1 

06 

03 

04 
0.4 

0.3 
0.2 

0.2 
0.1 
0.1 
0.2 
0.1 

0.1 

02 

0.1 

0.1 

01 

0.0 
0.1 

0.1 

70 

DISCOUNTED 
AMOUNT 

p&Q 

0 099 
0.874 

1 436 

2.547 

3.161 

4.123 
4.606 
4.895 
4.298 

4.582 
4.515 
4.114 

3.724 

3.262 
2.813 

2.139 
2.108 

1.539 

0.986 

0.822 

0.442 

0.218 

0.266 
0.282 

0.278 

0 205 
0.135 

0 133 
0.066 
0.065 
0 127 

0.063 

0.062 

0.122 

0.060 

0.059 

0.058 
0.000 

0.057 
0.056 

59.41 

15.12% 

i~PPENDlX 2 
EXHIBIT 4 

PAGE 2 

I = 6% 
DISCOUNT 

I&Cm 

0.98554 

0.97129 
0.95724 

0.94340 

0.92975 

0.91631 
0.90306 
0.89000 
0.87713 
0.86444 

0.85194 
0.83962 

0.82748 
0.81551 

0.80372 
0.79209 

0.78064 

0.76935 

0.75822 

0.74726 

0.73645 

0.72580 
0.71531 

0 70496 

0 69477 
0.68472 

0.67482 
0.66506 

0 65544 
0 64596 
0.63662 

0.62741 
0.61834 

0.60940 

0.60056 

0.591 so 

0.56334 

0.57490 
0.56659 
0.55839 



Pwate Passenger Auto 
BODILY INJURY COVERAGE 
Percent of Total Payments by Sue of Loss and Trne Until 

S12e Of LOSS 
Time Unt11 L& 
Pavment Lower 0 100 250 

m lionths Upper 100 232 500 z5!2 
o- 3 0.0000 0 .oooo 0.0001 0.0001 
3 
6 
9 

12 
15 
ia 
21 
24 
27 
30 
33 
36 
39 
42 
45 
48 
5; 

a .I 54 
57 
60 
63 
66 
69 
72 
75 
78 
ai 
a4 
a7 
90 
93 
96 

6 
9 

12 
15 
la 
21 
24 
27 
30 
33 
36 
39 
42 
45 
48 
51 
54 
57 
60 
63 
66 
69 
72 
75 
78 
al 
a4 
a7 
90 
93 
96 
99 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

0.0001 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

Pavment 

500 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

750 
1 .oa 

0.0001 
0.0001 
0.0001 
0.0000 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
o.oocla 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

1.000 
iED 

0.0002 
0.0002 
0.0002 
0.0002 
0.0003 
0.0002 
0.0002 
0.0002 
0.0002 
O.Oool 
0.000 1 
0.0001 
0.0001 
0.0001 
0.0001 
0.0000 
0.0001 
0.0001 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

1,500 
Looo 

0.0001 
0.0002 
0.0002 
0.0003 
0.0002 
0.0002 
0.0002 
0.0002 
0.0002 
0.0002 
0.0001 
0.000 1 
0.0001 
0.000 1 
0.0001 
0.0001 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0001 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0 .oooo 
0.0000 
0.0000 

2.000 
2.500 

0.0001 
0.0003 
0.0003 
0.0003 
0.0003 
0.0003 
0.0002 
0.0004 
0.0001 
0.0003 
0.0002 
0.0002 
0.0001 
0.0002 
0.0001 
0.0001 
0.0001 
0.0000 
0 0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

2,500 
3,500 

0.0002 
0.0011 
0.0011 
0.0013 
0.0008 
0.0008 

0.0010 
0.0006 
0.0006 
0.0004 
0.0005 
0.0003 
0.0002 
0.0004 
0.0002 
0.000 1 
0.0001 
0.0001 
0.0000 
0.0001 
0.0000 
0.0000 
0.0001 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

APPENDIX 3 
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3,500 5,000 7,500 
5.ooo LX&J pJ‘@JQ 

0.0001 0.0001 0.0001 
0.0017 0.0024 0.0022 
0.0038 0.0090 0.0055 
0.0032 0.0116 0.0089 
0.0030 0.0094 0.0091 
0.0031 0.0084 0.0085 
0.0022 0.0056 0.0078 
0.0030 0.0061 0.0076 
0.0018 0.0049 0.0053 
0.0010 0.0034 0.0037 
0.0017 0.0034 0.0032 
0.0010 0.0031 0.0043 
0.0008 0.0028 0.0041 
0.0008 0.0020 0.0021 
0.0007 0.0017 0.002 1 
0.0005 0.0010 0.0016 
0.0002 0.0009 0.0007 
0.0002 0.0004 0.0003 
0.0003 0.0004 0.0003 
0.0001 0.0002 0.0002 
0.0002 0.0003 0.0003 
0.0002 0.0001 0.0005 
0.0001 0.0001 0.0004 
0.0001 0.0000 0.0001 
0.0000 0.0001 0.0001 
0.0001 0.0001 0.0000 
0.0000 0.0001 0.0000 
0.0000 0.0001 0.0002 
0.0000 0.0001 0.0000 
0.0000 0.0001 0.0001 
0.0000 0.0000 0.0000 
0.0000 0 .oooo 0.0000 
0.0000 0.0001 0.0000 

10,000 
Ei,.ooo 
0.0004 
0.0017 
0.0067 
0.0098 
0.0113 
0.0096 
0.0114 
0.0113 
0.0085 
0.0086 
0.0058 
0.0073 
0.0067 
0.0043 
0.0038 
0.0024 
0.0013 
0.0028 
0 0010 
0.0006 
0.0005 
0.0009 
0.0003 
0.0004 
0.0001 
0.0001 
0.0000 
0.0001 
0.0000 
0.0003 
0.0001 
0.0000 
0.0000 



Pllv‘ife Passenger Au10 
BODILY INJURY COVERAGE 
Percent of Total Payments by Sue of LOSS and Time Until Payment 
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Sue of LOSS 
Time Until k11s 
Payment LOWW 0 100 250 500 750 1,000 1,500 2,000 2,500 3,500 5,000 7,500 10,000 

4~ Months Upper !OO 25Q 500 750 3.ooo 1.500 2.ooo 2,500 3,500 Lx2!xl L5@Q 
99. 102 

10.000 15‘QQQ 
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 O.tXXMl n nnoo 0.0000 0.0000 0.0001 

102 105 
105 108 
108. 111 
111. 114 
114. 117 
117. 120 
120. 123 
123. 126 
126. 129 
129. 132 
132. 135 
135. 138 
138. 141 
141. 144 
144. 147 
147. 150 
150. 153 

' 153. 156 
156 159 
159. 162 
162- 165 
165 168 
168. 171 
171. 174 
174. 177 
177. 180 
180. 183 
183. 186 
186. 189 
189. 192 
192. 195 
195. 198 
198. 201 
201. 204 
204. 207 
207. 210 
210. 213 
213. 216 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

0 .oooo 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

0.0001 

0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

0.0000 
0.0000 
0 0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

0.0000 
0.0000 
0.0000 
0 .oooo 
0.0000 
0.0000 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

TOTAL 

0.0000 
0.0000 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

0.0005 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 

0.0005 

0 .oooo 
0.0000 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0.0000 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0 .oooo 
0.0000 
0.0000 
0.0000 

0.0011 

0 .oooo 
0 .oooo 
0 .oooo 
0 .oooo 
0 .oooo 
0 .oooo 
0.0000 
0 .oooo 
0.0000 
0.0000 
0 .oooo 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

0.0000 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0.0000 
0 .oooo 
0.0000 
0 .oooo 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

0.0000 
0.0000 
0.0001 
0.0000 
0 .oooo 
0 .oooo 
0 .oooo 
0 .oooo 
0.0001 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0001 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

0.0025 0.0026 

0.0000 
0 0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0.0000 
0.0000 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0.0000 

0.0037 0.0106 

-.-- 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 

0.0301 

0.0000 
0.0000 
0.0000 
0.0000 
0.0001 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

0.0782 

0.0000 
0.0000 
0.0001 
0.0000 
0.0000 
0.0000 
0.0001 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0001 
0.0000 
0 .oooo 
0.0000 
0.0000 
0 .oooo 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

0.0795 0.1186 



POST-LAW CHANGE - TEST USING OTHER STATE 
BODILY INJURY PAYMENT PATTERNS 

ACCIDENT YEAR 
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(i) 

QUARTERS OF 
.___ EVALUATION 

1 
2 
3 
4 
5 
6 

8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 

(P) (CP1 IR) 
11) (2) 131 

AMOUNT CUMULATIVE LOSS 
PAID AMOUNT PAID RESERVES 
0.0 0.0 17.5 
0.3 0.3 34.7 
0.8 1.1 51.4 
1.6 2.7 67.3 
3.0 5.7 64.3 
4.0 9.7 60.3 
5.3 15.0 55.0 
5.5 20.5 49.5 
5.2 25.7 44.3 
5.2 30.9 39.1 
5.0 35.9 34.1 
4.8 40.7 29.3 
4.6 45.3 24.7 
4.5 49.8 20.2 
4.3 54.1 15.9 
3.2 57.3 12.7 
3.0 60.3 9.7 
2.3 62.6 7.4 
1.5 64.1 5.9 
1.2 65.3 4.7 
0.7 66.0 4.0 
0.5 66.5 3.5 
0.5 67.0 3.0 
0.5 67.5 2.5 
0.5 68.0 2.0 
0.3 68.3 1.7 
0.2 68.5 1.5 
0.2 68.7 1.3 
0.1 68.8 1.2 
0.1 68.9 1.1 
0.2 69.1 0.9 
0.1 69.2 0.8 
0.1 69.3 0.7 
0.2 69.5 0.5 
0.1 69.6 0.4 
0.1 69.7 0.3 
0.1 69.8 0.2 
0.0 69.8 0.2 
0.1 69.9 0.1 
0.1 70.0 0.0 

89 
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LAW CHANGE - APPLIED TO ALL OUTSTANDING POLICIES l/l /95 
BODILY INJURY PAID PURE PREMIUMS -TEST STATE 

12 MONTH MOVING 

12 MONTH 
(CYPI 

PAID PURE 
MOVING ENDING PREMIUM 

MARCH 1992 100.0 
JUNE 1992 100.0 
SEPTEMBER 1992 100.0 
DECEMBER 1992 100.0 
MARCH 1993 100.0 
JUNE 1993 100.0 
SEPTEMBER 1993 100.0 
DECEMBER 1393 100.0 
MARCH 1994 100.0 
JUNE 1994 100.0 
SEPTEMBER 1334 100.0 
DECEMBER 1994 100.0 
MARCH 1995 99.7 
JUNE 1995 98.1 
SEPTEMBER 1995 94.9 
DECEMBER 1335 90.5 
MARCH 1996 86.9 
JUNE 1996 83.5 
SEPTEMBER 1996 81.1 
DECEMBER 1996 78.4 
MARCH 1997 76.7 
JUNE 1997 75.0 
SEPTEMBER 1997 73.3 
DECEMBER 1997 71.7 
MARCH 1998 70.4 
JUNE 1996 70.0 
SEPTEMBER 1998 70.0 
DECEMBER 1998 70.0 
MARCH 1999 70.0 
JUNE 1999 70.0 
SEPTEMBER 1999 70.0 
DECEMBER 1999 70.0 
MARCH 2000 70.0 
JUNE 2000 70.0 
SEPTEMBER 2000 70.0 
DECEMBER 2000 70.0 
MARCH 2001 70.0 
JUNE 2001 70.0 
SEPTEMBER 2001 70.0 
DECEMBER 2001 70.0 
MARCH 2002 70.0 
JUNE 2002 70.0 
SEPTEMBER 2002 70.0 
DECEMBER 2002 70.0 
MARCH 2003 70.0 
JUNE 2003 70.0 
SEPTEMBER 2003 70.0 
DECEMBER 2003 70.0 
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LAW CHANGE - APPLIED TO ALL OUTSTANDING POLICIES l/1/95 
BODILY INJURY PAID PURE PREMIUMS - TEST STATE 

SUMMARY OF 12 MONTH MOVING TRENDS 

TRENDS ENDING 12 POINT 6 POINT 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 

1994 
1995 
1995 
1995 
1995 
1996 
1996 
1996 
1996 
1997 
1997 
1997 
1997 
1998 
1998 
1998 
1998 

2003 
2003 

-0.0% 
-0.0% 
-0.3% 
-1.1% 
-2.4% 
-4.0% 
-5.8% 
-7.5% 
-9.1% 

-10.4% 
-11.3% 
-11.9% 
-1 1.9% 
-1 1.4% 
-10.4% 

-9.1% 
-7.7% 
-6.4% 
-5.1% 
-3.9% 
-2.9% 
-1.9% 
-1.1% 
-0.4% 
-0.1% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 

0.0% 
-0.2% 
-1.2% 
-3.6% 
-7.4% 

-11.1% 
-13.8% 
-14.6% 
-14.0% 
-12.5% 
-11.1% 

-9.9% 
-9.2% 
-8.4% 
-7.4% 
-5.6% 
-3.5% 
-1.6% 
-0.3% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
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EXHIBIT 3 

PAGE ! 

ACCIDENT 

YEAR 

1996 

1996 

,997 

1998 

,999 

2000 

200 I 

2002 

2003 

2004 

2005 

2006 

ACCIDENT 

YEAR 

1996 

1996 

1997 

1998 

1999 

2000 

200 1 

2002 

2003 
2004 

2005 

2006 

3 YEAH 

AVERAGE 

CUMMULATIVE 

FROM: 
TO ULTIMATE 

EVALUATION 

6 9 

5.7 25.7 

67 25 7 

67 26 7 

5.7 25.7 

57 25.7 

67 25 7 
57 25.7 

6.7 25.7 

6.7 25 7 

5.7 25 7 

67 25 7 

5.7 

LINK FACTORS 

5 TO 9 

4.609 

4 609 

4 609 

4.609 

4 609 

4 509 

4.609 

4.609 

4.609 

4.509 

4.609 

N/A 

9TO 13 

1.763 

1 763 

1.763 
1.763 

1 763 

1.763 

1 763 

1.763 

1.763 

1.763 

13T0 17 

1.331 

1.331 

1.331 

1.331 

1.331 

1.331 

1.331 

1.331 

1.331 

4.6088 1 7626 1331, 

5 9 
12 2807 2 7237 

PAID LOSS DEVELOPMENT 

POST.LAW CHANGE 

BODILY INJURY LIABILITY TEST STATE 

13 

46.3 

46 3 

46 3 

46.3 

46 3 

45 3 

46.3 

46 3 

45.3 

46 3 

17 

60.3 

60.3 

60.3 

60.3 

60.3 

60 3 

60.3 

60 3 

60.3 

17 TO 21 

1.095 

1.096 

1.096 

1.095 

1.095 

1.095 

1.095 

1.095 

1.0946 

13 

1.6463 

21 

66 

66 

66 

66 

66 

66 

66 

66 

21 TO 25 

1 030 

1 030 

1.030 

1 030 

1.030 

1.030 

1.030 

1.0303 

17 

1.1609 

25 29 33 

68 68 8 69.3 

68 68.8 69.3 

68 68.8 69 3 

68 68.8 69.3 

68 68 8 69.3 

68 68.8 

68 

37 

69.8 

69.8 

69.8 

ES.8 

40 

70 

70 

70 

25 TO 29 

1.012 

1.012 

1.012 

1.012 

1.012 

1012 

1011e 

21 

1.0606 

29 TO 33 

1.007 

1.007 

1.007 

I .007 

1 007 

33 TO 37 

1.007 

1.007 

1.007 

1.007 

37 TO 40 

1.003 

1.003 

1.003 

1 0073 

26 

1.0072 1.0029 

29 33 37 40 
I .0294 I.0174 1 .OlOl 1.0029 1 .oooo 
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PAID LOSS DEVELOPMENT 
BODILY INJURY - TEST STATE 

ACCIDENT YEAR 

15 months to ultimate LDF(5,40) 
Old Law Law New 

5.319 12.281 

27 months to ultimate LDFf9.401 2.041 2.724 

39 months to ultimate LDF(l3.40) 1.335 1.545 



0.4 
0.9 

168 2 

70 0 
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EXHISIT 4 
PAGE 2 

BODILY INJURY LIABILITY. TEST STATE 
INVESTMENT INCOME MEASUREMENT 

DISCOUNTED CASH FLOW OF THE POLICY TRANSACTION 

OLD LAW DISCOUNTED 
AMOUNT 

F%!e 
0.296 

1.845 
3.829 

5.660 

6.136 

6 781 
6.954 

7.298 

NEW LAW DISCOUNTED I = 6% 

AMOUNT DISCOUNT 

Fm!2 FACTOR 
0.000 0.98554 

0.291 0.97129 

0.766 0.95724 
1.509 0.94340 

2.789 0.92975 

3.665 0.91631 

4.786 0.90306 

4.895 0.89000 

4.561 0.87713 

4.495 0.86444 

4.260 0.85194 

4.030 0.83962 

3.806 0.82748 
3.670 0.81551 
3.456 0.80372 
2 535 0.79209 

2.342 0.78064 
1.770 0.76935 
1.137 0 75822 
0.897 0.74726 
0.516 0 73645 
0.363 0.72580 
0.358 0.71531 
0.352 0.70496 
0.347 0 69477 
0.205 0.68472 
0.135 0.67482 

0.133 0.66506 
0.066 0 65544 
0.065 0.64596 
0.127 0.63662 
0.063 0.62741 
0.062 0.61834 

0.122 0.60940 
0.060 0.60058 

0.059 0.59190 

0.058 0.58334 
0 000 0.57490 

0.057 0.56659 
0.056 0.55839 

58.86 

15.91% 

AMOUNT 

ml!2 
0.3 
1.9 

4.0 
6.0 

6.6 

74 
7.7 

8.2 

AMOUNT 

PAID 
0.0 
0.3 

0.8 

1 .6 

3.0 

EVALUATION 
1 

2 

3 
4 

5 

6 

7 
8 

9 

10 
11 

12 

13 

14 
15 

16 

17 
18 
19 
20 

4.0 

5.3 

5.5 

6.9 
6.9 

6.052 

5.965 
5.708 

5.374 

4.882 
3.996 

3.456 
2.535 

2.342 
1.770 
1.137 
0.897 

0.516 

0.363 

0.358 
0.352 

5.2 

5.2 
5.0 

4.8 

67 

6.4 

5.9 4.6 
4.5 

4.3 

3.2 
3.0 

4.9 
4.3 

3.2 

3.0 

2.3 
1 .5 

1 .2 
0.7 

0.5 

2.3 
1 .5 
1 .2 

0.7 
0.5 

21 

22 

23 

24 

25 

0.5 

0.5 

0.5 

0.5 

0.5 0.347 0.5 

0.3 
0.2 

0.2 

0.1 
01 

0.2 
0.1 
0.1 

0.2 
0.1 

0.1 

26 0.3 0.205 

27 02 0.135 

28 

29 

30 
31 

32 

0.2 
0.1 

0.1 

0.133 
0.066 

0.065 

0.127 
0.063 

0.062 
0.122 

0.2 

0.1 
0.1 

0.2 
0.1 

0.1 

33 
34 

35 
36 

37 
38 

39 
40 

TOTAL 

PERCENT 

0.060 
0.059 

0.1 
0.0 

0.1 

0.1 

100 

0.058 
0.000 

0.057 

0.056 

86.11 

13.89% 

0.1 
0.0 
0.1 

0.1 
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CIUARTERS OF 
EVALUATION 

2 

4 
5 
6 

8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
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POST-LAW CHANGE - CHOICE NO-FAULT 
BODILY INJURY PAYMENT PATTERNS 

ACCIDENT YEAR 

IP) 
(1) 

AMOUNT 
PAID 
0.1 
0.6 
1.4 
2.5 
3.7 
4.7 
5.8 
6.0 
5.5 
5.5 
5.3 
5.1 
4.9 
4.6 
4.3 
3.2 
3.0 
2.3 
1.5 
1.2 
0.7 
0.5 
0.5 
0.5 
0.5 
0.3 
0.2 
0.2 
0.1 
0.1 
0.2 
0.1 
0.1 
0.2 
0.1 
0.1 
0.1 
0.0 
0.1 
0.1 

ICP) 
(2) 

CUMULATIVE 
AMOUNT PA@ 

0.1 
0.7 
2.1 
4.6 
8.3 

13.0 
18.8 
24.8 
30.4 
35.9 
41.2 
46.4 
51.2 
55.8 
60.1 
63.3 
66.3 
68.6 
70.1 
71.3 
72.0 
72.5 
73.0 
73.5 
74.0 
74.3 
74.5 
74.7 
74.8 
74.9 
75.1 
75.2 
75.3 
75.5 
75.6 
75.7 
75.8 
75.8 
75.9 
76.0 

(RI 
(3) 

LOSS 
RESERVES 

18.9 
37.3 
54.9 
71.4 
67.7 
63.0 
57.2 
51.2 
45.6 
40.1 
34.8 
29.6 
24.8 
20.2 
15.9 
12.7 
9.7 
7.4 
5.9 
4.7 
4.0 
3.5 
3.0 
2.5 
2.0 
1 .J 
1.5 
1.3 
1.2 
1.1 
0.9 
0.8 
0.7 
0.5 
0.4 
0.3 
0.2 
0.2 
0.1 
0.0 
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LAW CHANGE - APPLIED TO ALL OUTSTANDING POLICIES 1 /l/95 
BODILY INJURY CHOICE NO-FAULT PAID PURE PREMIUMS 

12 MONTH MOVING 

12 MONTH 
ICYPI 

PAID PURE 
MOVING ENDING PREMIUM 

MARCH 1992 100.0 
JUNE 1992 100.0 
SEPTEMBER 1992 100.0 
DECEMBER 1992 100.0 
MARCH 1993 100.0 
JUNE 1993 100.0 
SEPTEMBER 1993 100.0 
DECEMBER 1993 100.0 
MARCH 1994 100.0 
JUNE 1994 100.0 
SEPTEMBER 1994 100.0 
DECEMBER 1994 100.0 
MARCH 1995 99.8 
JUNE 1995 98.5 
SEPTEMBER 1995 95.9 
DECEMBER 1995 92.4 
MARCH 1996 89.5 

JUNE 1996 86.8 
SEPTEMBER 1996 84.9 
DECEMBER 1996 82.7 

MARCH 1997 81.4 

JUNE 1997 80.0 

SEPTEMBER 1997 78.6 
DECEMBER 1997 77.4 

MARCH 1998 76.3 
JUNE 1998 76.0 

SEPTEMBER 1998 76.0 
DECEMBER 1998 76.0 

MARCH 1999 76.0 

JUNE 1999 76.0 
SEPTEMBER 1999 76.0 

DECEMBER 1999 76.0 

MARCH 2000 76.0 

JUNE 2000 76.0 
SEPTEMBER 2000 76.0 
DECEMBER 2000 76.0 

MARCH 2001 76.0 
JUNE 2001 76.0 
SEPTEMBER 2001 76.0 
DECEMBER 2001 76.0 
MARCH 2002 76.0 

JUNE 2002 76.0 
SEPTEMBER 2002 76.0 
DECEMBER 2002 76.0 
MARCH 2003 76.0 
JUNE 2003 76.0 
SEPTEMBER 2003 76.0 
DECEMBER 2003 76.0 
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LAW CHANGE - APPLIED TO ALL OUTSTANDING POLICIES l/1/95 
BODILY INJURY CHOICE NO-FAULT PAID PURE PREMIUMS 

SUMMARY OF 12 MONTH MOVING TRENDS 

TRENDS ENDING 12 POINT 
DECEMBER 1994 -0.0% 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 
MARCH 
JUNE 
SEPTEMBER 
DECEMBER 

1995 
1995 
1995 
1995 
1996 

1996 
1996 
1997 
1997 
1997 
1997 
1998 
1998 
1998 
1998 
1999 
1999 
7 999 
1999 

2000 

2001 
2001 
2001 
2001 
2002 
2002 

2002 
2002 

2003 
2003 
2003 
2003 

-0.0% 

-0.0% 

-0.3% 
-0.9% 

-0.0% 

-1.9% 
-3.2% 

-0.0% 

-4.6% 
-5.9% 

-0.0% 

-7.2% 
-8.2% 

-0.0% 

-8.9% 
-9.3% 
-9.3% 
-8.9% 
-8.0% 
-7.0% 
-5.9% 
-4.8% 
-3.9% 
-2.9% 
-2.1% 
-1.4% 
-0.8% 
-0.3% 
-0.1% 
-0.0% 
-0.0% 
-0.0% 
-0.0% 
-0.0% 
-0.0% 
-0.0% 

6 POINT 
0.0% 

-0.1% 
-1 .O% 
-2.9% 
-5.9% 
-8.8% 

-11 .O% 
-11.6% 
-11.1% 

-9.7% 
-8.6% 
-7.6% 
-7.0% 
-6.3% 
-5.5% 
-4.2% 
-2.6% 
-1.2% 
-0.2% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
0.0% 
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PAID LOSS DEVELOPMENT 
POST-LAW CHANGE 

BODILY INJURY LlABlLlTY CHOICE NO.FAULT 

ACCIDENT 
YEAR 
1996 
,996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 

EVALUATION 
6 9 

8.32 30.36 
a.32 30.36 

13 17 
61.22 66.3 
61.22 66.3 
61.22 66.3 
61.22 66.3 
61.22 66.3 
61.22 66.3 
61.22 86.3 
61.22 66.3 
61.22 66.3 
61.22 

26 
74 
74 
74 
74 
74 
74 
74 

29 33 37 40 
74.8 76.3 76.8 76 
74.8 76.3 76.6 76 

6.32 30.36 
6.32 30.36 
8.32 30.36 
6.32 30.36 

74.8 
74.8 

76.3 76.8 76 
76.3 76.6 
76.3 

6.32 30.36 
a.32 30.36 

74.8 
74.8 

6.32 
8.32 
8.32 
a.32 

30.36 
30.36 
30.36 

21 
72 
72 
72 
72 
72 
72 
72 
72 

LINK FACTORS 
6 TO 9 ST0 13 13 TO 17 17 TO 21 

3.649 1.687 1.294 1.086 
3.649 
3.649 
3.649 
3.649 
3.649 
3.649 
3.649 
3.649 
3.649 
3.649 

N/A 

1.687 
1.687 
1.687 
1.687 
1.687 
1.687 
1.687 
1.667 
1.687 

1.294 1.086 
1.294 1.086 
1.294 1.086 
1.294 i ,086 

21 TO 26 
1.028 
1.028 
1.026 
1.028 
1.028 
1.028 
1.028 

26 TO 29 
1.011 
1.011 
1 ,011 

29 TO 33 33 TO 37 37 TO 40 
1.007 1.007 1.003 

1.294 1 086 
1.294 1.086 
1.294 I.086 
1.294 

1.011 
1.011 
1.011 

1.007 1.007 1.003 
1.007 1.007 1.003 
1.007 1.007 
1.007 

3.6490 1.6871 1.2944 1.0860 1.0278 1.0108 1.0067 1.0066 1.0026 

FROM: 
TO ULTIMATE 9. ,346 

6 9 13 17 21 25 29 33 37 40 

2.6033 i .483a 1.1463 1.0666 1.0270 1.0160 1.0093 1.0026 1 .oooo 

2004 
2005 
2006 

ACCIDENT 
s” YEAR 

1996 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
2004 
2006 
2006 

3 YEAR 
AVERAGE 

CUMMULATIVE 
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PAID LOSS DEVELOPMENT 
BODILY INJURY -CHOKE NO-FAULT 

ACCIDENT YEAR 

m New Law 
15 months to ultimate LDF(5,40) 5.319 9.135 

27 months to ultimate LDF(9.40) 2.041 2.503 

39 months to ultimate LDF(13.401 1.335 1.484 





EVALUATION 
1 
2 
3 
4 
5 
6 
7 
a 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 

OLD LAW DISCOUNTED NEW LAW DISCOUNTED I = 6% 
AMOUNT AMOUNT AMOUNT AMOUNT DISCOUNT 
PAlD M!Q F!!YD u!!D FACTOR 

0.3 0.296 0.1 0.059 0.98554 
1.9 1.845 0.6 0.602 0.97129 
4.0 3.829 1 .4 1.378 0.95724 
6.0 5.660 2.5 2.340 0.94340 
6.6 6.136 3.7 3.459 0.92975 
7.4 6.781 4.7 4.288 0.91631 
7.7 6.954 5.8 5.220 0.90306 
8.2 7.298 6.0 5.376 0.89000 
6.9 6.052 5.6 4.859 0.87713 
6.9 5.965 6.5 4.789 0.86444 
6.7 5.708 5.3 4.549 0.85194 
6.4 5.374 5.1 4.299 0.83962 
6.9 4.882 4.9 4.022 0.62748 
4.9 3.996 4.6 3.735 0.81651 
4.3 3.456 4.3 3.456 0.80372 
3.2 2.535 3.2 2.535 0.79209 
30 2.342 3.0 2.342 0.78064 
2.3 1.770 2.3 1.770 0.76935 
1 .5 1.137 1.5 1.137 0.75822 
1.2 0.897 1.2 0.897 0.74726 
0.7 0,516 0.7 0.516 0.73645 
0.5 0.363 0.5 0.363 0.72580 
0.5 0.358 0.6 0.358 0.71531 
0.5 0.352 0.5 0.352 0.70496 
0.5 0.347 0.5 0.347 0.69477 
0.3 0.205 0.3 0.205 0.68472 
0.2 0.135 0.2 0.136 0.67482 
0.2 0.133 0.2 0.133 0.66506 
0.1 0.066 0.1 0.066 0.65544 
0.1 0.065 0.1 0.065 0.64596 
0.2 0.127 0.2 0.127 0.63662 
0.1 0.063 0.1 0.063 0.62741 
0.1 0.062 0.1 0.062 0.61834 
0.2 0.122 0.2 0.122 0.60940 
0.1 0.060 0.1 0.060 0.60056 
0.1 0.059 0.1 0.069 0.59190 
0.1 0.058 0.1 0.058 0.68334 
0.0 0.000 0.0 0.000 0.57490 
0.1 0.057 0.1 0.057 0.66669 
0.1 0.056 0.1 0.056 0.65839 

TOTAL 100 

PERCENT 

BODILY INJURY LIABILITY. CHOICE NO-FAULT 
INVESTMENT INCOME MEASUREMENT 

DISCOUNTED CASH FLOW OF THE POLlCY TRANSACTION 

86.11 

13.89% 

76 64.31 

15.36% 
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Pricing Auto No-Fault and Bodily Injtuy Liability Coverages 
Using Micro-Da& and Statistical Models 

Abstract 

Private Passenger Automobile Bodily Injury (BI) Liability Insurance, the largest subline 

of property-casualty insurance in the United States, has experienced during the 1980’s rapidly 

increasing &ii costs well in excess of the rate of overall inflation. The re-emergence of BI 

as a problem area has spotlighted traditional tort, no-fault and choice systems as competing 

vehicles for cost containment. Our purpose is to describe the current BI systems and to provide 

new methods based on micro-data and statistical models for pricing those systems. We build 

on the results of a major industrywide data gathering and research effon in Massachusetts. We 

observe that data on claimants, rather than on insureds, are critical for understanding BI systems 

and for supporting the least-squares, logistic and Tobit regression models for pricing alternative 

BI systems. The paper concludes with three applications: changing a monetary threshold, 

supplementing a trend factor and coordinating benefits with health insurance. 

Disclaimer 

The opinions expressed by the authors are solely their own and are not attributable to the 

Automobile Insurers Bureau of Massachusetts or its member companies. 
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Pricing Auto No-Fault and Bodily Injury Liability Coverages 
Using Micro-Da& and Statistical Models 

1.0 INTRODUCTTON 

Private passenger automobile liability insurance, with earned premiums of $47 billion in 

1990, is the largest line of property-casualty insurance in the United States.’ Workers 

compensation with $31 billion ranks a distant second. Bodily injury (BI) coverage for injury to 

people rather than damage to vehicles accounts for about 75 % of the total liability premium, still 

somewhat larger than workers compensation premium.? 

By the 1960’s, dissatisfaction with the cost and efficiency of the traditional tort system 

had led to significant reforms in many states. Variations of the no-fault concept were 

implemented widely between 1970 and 1976. Most BI systems have remained quite stable since 

that time. Recently, however, the bodily injury coverage has n-emerged as a serious problem 

area. Calls for cost containment and reform are increasingly being echoed (Cummins and 

Tennyson, 1992; Feldblum, 1990; Fopp-err, 1992, Maatman, 1989; Weisberg and Derrig, 

1992~). 

While questions about relative costs of alternative proposals will inevitably lx asked of 

actuaries, the available analytic tools may be of limited utility. Our purpose here is to describe 

the current BI systems and to offer some new approaches to pricing those systems. We begin 

with some background on current BI reform proposals and traditional actuarial methods. We 

then turn to the need for data to support adequate models of the BI process. Section 2 provides 

‘Best’s Aapreaates and Averaees, 1991 Property-Casualty Edition, p.156. 

‘Countrywide liability incurred losses for 1986-88 show about 77% BI, 23% PDL for 
voluntary markets (NAIC database, 1991). Earned premium can be assumed to be in 
approximately the same proportions. 
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an explanation of various BI claim processes. In Section 3 we outline a pricing methodology 

based upon micro-data and statistical models. We build on the results of a major industrywide 

data collection and research effort by the Automobile Insurers Bureau (AIR) and Correlation 

Research Inc. (CRI) in Massachusetts (Weisberg and Derrig (1991a, 1992a); Feldblum, 1991). 

The important issue of incorporating behavioral assumptions in the pricing of BI changes is 

described in Section 4. The methodology is illustrated with three examples from current 

Massachusetts experience in Section 5. Concluding remarks in Section 6 unify the perspectives 

addressed in the paper. 

1.1 Background for Current BI Svstem Reforms 

Cummins and Tennyson (1992) point out that between 19S4 and 1989 BI losses grew at 

an annual rate of nearly nine percent in no-fault states and eleven percent in tort states, despite 

annual declines of about two percent in property damage liability claims. This phenomenon, 

particularly pronounced in urban areas, is attributed to changes in “claiming behavior” rather 

than to real trends in accident frequency or severity. It appears that in some areas of the country 

slightly injured (or even uninjured) claimants have become increasingly willing to file claims. 

The specific nature of the problem is influenced by the kind of tort system in place. 

Kimball (1985) provides a brief history of the legal principles underlying modem automobile 

accident law, starting with the Roman law of obligations. Until 1970, the automobile injury 

compensation system was exclusively concerned with “righting wrongs” through the tort system.3 

It was necessary for an injured plaintiff to show that a defendant was at fault, careless or 

negligent before compensation could be compelled. Automobile liability insurance provided a 

3According to Kimball, the law of torts is concerned with straightening out twisted 
(“torturn”) relationships. 



3 

reasonably efticient mechanism to allmare the costs of this tort system among drivers. 

However, concerns with the overall high costs of the tort system, especially transaction costs 

in terms of legal fees and delayed payments, led to experiments that modified the tort system 

by relaxing the fault requirement. Of course, the tort system had been completely eliminated 

fifty years earlier for workplace accidents by the workers compensation insumnce system. 

So-called “no-fault” systems that limit the right to sue in exchange for some form of 

guaranteed first-party reimbursement are often justified in part as a cost-saving measure. By 

restricting the eligibility to file a tort claim to those whose injuries cross a specified “threshold” 

of severity, these systems are intended to eliminate payment of general damages (pain and 

suffering) for minor injuries and to reduce transaction costs. At the present time, there are 

fourteen states in which all drivers are covered by some form of no-fault insurance (IRC, 1990). 

In eight of these states, the tort threshold is defined as a monetary amount of medical expenses. 

In three (Florida, Michigan, and New York) the threshold is a verbal specification of what 

constitutes a serious injury. In addition, three states (Kentucky, New Jersey, and Pennsylvania) 

have adopted “choice” systems in which drivers can choose between the traditional tort system 

and a variant of no-fault.4 Choice systems have been the focus of much attention since first 

proposed by O’Connell and Joost (1986). 

Witt and Urritia (1983) have analyzed the advantages and disadvantages of various no- 

fault systems adopted by 24 states between 1971 (Massachusetts) and 1976 (North Dakota). 

Using Bar’s loss ratio data by state, 1975-1980, these researchers found that no-fault systems 

produced higher relative benefits per dollar of premium. Underwriting risk to the insurer, as 

%nce the IRC publication, Georgia has returned to a full tort system while Pennsylvania 
changed to a choice state (Powers, 1992). 
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measured by the standard deviation of state loss ratios, was higher in no-fault states but generally 

mfh!cted state-specific factors other than the no-fault system of compensation. 

The record of no-fault systems in confrolling, as opposed to allocating, total costs has 

been mixed. Michigan and New York, with their strong (i.e., stringent) verbal thresholds, have 

achieved significant savings in BI costs. However, Florida’s weak verbal threshold has proved 

relatively easy to circumvent (Mamney, Hill, and Norman, 1991), and premiums in 

monetary-threshold states are generally higher than in pure tort states (Cummins and Weiss, 

1991). 

O’Connell and Joost were motivated to suggest the choice approach primarily because 

of the failure of weak no-fault laws to control claim costs and the political difficulties of 

imposing strong verbal thresholds. In their view, the politically more palatable compromises 

reflected in most existing no-fault systems merely exacerbate the cost problems by creating 

perverse economic incentives: 

. no-fault thresholds arguably encourage victims to inflate their claims to exceed 
the threshold for bringing a lawsuit. Moreover, the more medical expenses and 
wage losses victims accumulate, within limits, the more they can recover in tort 
for both economic and noneconomic losses...Pennitting victims to profit from 
additional trips to the doctor or fmm staying away from work increases both 
no-fault and tort liability insurance mtes. 

From this perspective, raising the monetary threshold can lead to additional padding and further 

claim cost increases. 

Cummins and Tennyson attribute much of the problem in both tort and low monetary 

threshold states to the fact that “it is simply too easy and too profitable to file bodily injury 

liability claims on auto insurance.” Consequently, they argue, many potential claimants regard 

the liability system as a lottery with a high probability of payoff and a relatively low cost. 

Increased awareness of these potential rewards, particularly in certain urban areas, has played 

I IO 
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a major role in the cost increases that precipitate current calls for reform. 

1.2 Available Tools for P&zing of BI &terns 

Automobile insurance and its pricing problems were hot topics in the 1960s and 1970s. 

Prior to the first-in-the-nation introduction of no-fault in Massachusetts in 1970, several authors 

addressed the anticipated automobile liability ratemaking problems in PCAS publications. 

Wittick (1963) reported on the early deliberations in Ontario regarding a proposed 

“compromise between the ordinary negligence system and a full workers compensation type 

pld. The actuarial conundrum addressed by Wittick was how to merge the available data on 

per-person accident and health insurance costs with per-car third party liability losses in order 

to price the additional costs of the hybrid no-fault/fault system. 

Stem (1964) provided a comprehensive exposition of automobile liability insurance 

rdtemalcing procedures using accident year loss data gathered under a statistical plan. The 

reported data was, however, only the aggregate exposure, claim and loss information arising 

from individual claims. A particular feature of this aggregate data was that breakdowns were 

reported by rating classes rather than by claim characteristics. The underlying loss distribution 

was assumed for mtemaking purposes to remain the same for future periods except for inflation. 

Any changes in coverage were priced by “actuarial judgment.” This classic paper survives to 

this day on the CAS Part 6 Syllabus. 

Hanvayne (1966) applied techniques similar to Wittick’s to price a Basic Protection Plan 

for New York drivers patterned after the original no-fault plan proposed by K&ton and 

O’Connell (1965). Statistical plan data for bodiiy injury liability claims were combined with 

workers compensation claim data (with automobile accident proximate causes) and New York 

State accident statistics in order to derive estimates of frequency and severity. Interestingly, the 
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key New York variables pertained to claim characretistics, such as fractures, lacerations and 

visible injuries, rather than to characteristics of insured drivers. 

Weber (1970) called for the explicit introduction of stochastic process models for accident 

involvement of drivers into the pricing of auto liability insurance. The exposure unit would be 

a driver, not an insured vehicle. Accident rate potential would be gleaned from driver histories. 

Homogeneous subclasses would be established by rating territories. Research on rating based 

upon individual records continues to this day (Venezian, 1990). 

The CAS publications have in recent years faIlen silent on the subject of auto liability.’ 

While the PCAS has concentrated on such standard problems as credibility and loss distributions, 

and such emerging concepts as rate of return methodology, solvency and financial analysis, the 

“500 pound gorilla” of auto insutance has continued to generate interest outside the CAS. Most 

notably, the Insurance Research Council (IRC) collected extensive data on a sample of 

automobile claims closed in 1977.6 After their initial publication (AIRAC, 1979) the data were 

subsequently analyzed by researchers at the RAND Corporation (see Hammitt, 1985). 

The usefulness of the data to insurers and researchers prompted the IRC to follow up 

with the collection rf comparable data from 1987. These closed-claim studies provided an early 

warning about the deterioration of BI systems that had begun by the mid-1980’s. For example, 

the percentage of Personal Injury Protection (PIP) claimants eligible for a tort claim mse 

dramatically from 24% in 1977 to 40% in 1987 countrywide and from 26% to 54% in 

Massachusetts. On a per-car basis, BI liability costs rose by a factor of 2.5 during the decade. 

‘Venezian (1990) is one of few examples of later CAS papers treating auto insurance (see 
PCAS index 1964-1988, p.6-7, 46-47.) 

‘Formerly the All Industry Research Advisory Council (AIRAC). 
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FUND researchers used the rich countrywide data to infer the relative costs of prototypical tort 

and no-fault systems through specialized analyses and statistical models (Carroll et al, 1991). 

The IRC further alerted the industry to the nature of the evolving crisis by documenting an 

apparent trend in claiming behavior between 1980 to 1989 (UK. 1990). Based on IS0 fast-track 

data, the IRC found rising BI claim frequencies despite stable or falling accident rates. 

1.3 Ifhe Need for Data and Models 

A common theme in the early no-fault pricing literature was the need for insurance claim 

data to price major coverage changes. Richard J. Wolfrum, in a discussion of Harwayne’s 

paper, bemoaned the lack of “proper data to evaluate a compensation system for automobile 

bodily injuries” He specifically cited the lack of data on the types and lengths of disability, the 

medical costs of each type of injury, and the economic status of the claimants. Wolfrum called 

for “automobile bodily injury accident tables” similar to those applied in evaluating workers 

compensation benefit changes and for data on the relationship between the insure& and the 

claimants (driver, passenger, etc.) for rating purposes. Ernest T. Berkeley, another Harwayne 

discussant, observed that “actuarial judgement” was exercised to a very unusual extent because 

of the unavailability of “studies based on individual company records.” 

Our brief review of the original no fault pricing dilemma highlights the essential 

limitation of available auto BI data. Statistical plans are designed primarily to permit efficient 

allocation of claim costs to classes of insweds. Consequently, certain relevant attributes of 

insured drivers and their vehicles am carefully recorded. These variables contribute valuable 

information about the insured’s propensity to generate losses relative fo ofher insweds. 

However, these variables tell us very little about the insured’s propensity to generate losses 

relative to whar it would be u&r a different BI syrem. When the system changes, especially 
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through coverage changes such as no-fault plans, the pressing need is for data on the 

characteristics of the ctimaw us she or he relates to the insured. The types of injuries 

sustained in accidents are no less important in automobile insutance than in workers 

compensation.’ 

The IRC data on characteristics of BI claimants represent an important step toward 

Wolfrum’s automobile accident injury table. Moreover, the wealth of information in those 

studies underscores the usefulness of this type of data. State and company specific micro-data 

on claim characteristics would be even better for the pricing of system alternatives. The value 

of detailed claim data has been demonstrated many times over by the use of workers 

compensation detailed claim data to evaluate reactions to changes in benefits (Butler and 

Worrell, 1985). 

Our research efforts, described more fully below, have led us to two additional 

conclusions. First, a comprehensive understanding of the BI system, and its alternatives, 

requires data that reflect certain behavioral aspects of the system.* Second, once relevant data 

have been gathered, appropriate analytic tools are needed to distill the essential information from 

the mass of raw numbers. Statistical models that summarize the data and that allow for “what- 

if’ analyses are critical if we are to gain understanding and quantification. 

Policy Limits, tort thresholds, legal representation, subrogation, collateral sources, and 

coordination of benefits are but a few of the factors that interact and are exogenous to the 

‘Perhaps one quick meaningful innovation in current auto statistical plans would be to 
classify BI and PIP claims by a primary type of injury, especially strains and sprains. 

*The accident process model of Weber foreshadows the use of behavioral variables, such 
as the decision to fide a tort claim, and the effects of changing economic incentives that give 
rise to fraudulent and inflated claims. 
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claimant’s accident and injury yet exert profound effects on insurance toss costs. The essential 

value of using detail claimant data comes from the fact that complexities and non-linearity of the 

interactions impounded in the data may not be amenable to simple aggregate data modelling. 

The RAND analyses (Hammitt, 1985; Carroll, 1991) used statistical models to summarize the 

IRC claim data, taking those claim data variables into account. Our purpose here is to elaborate 

further on the types of micro-data, statistical models and behavioral variables that can be used 

and that truly inform the pricing actuaries’ judgement. We begin at the beginning, with the 

claiming process itself. 

2.0 THE BODILY EVJURY CLAIM PAYMENT PROCESS 

To understand the usefulness of detailed claim data it is necessary to begin with a 

description of the claim payment process. The specific aspects of the process will depend upon 

the kind of tort system in operation. We begin with the traditional tort system. We then 

consider the additional components introduced by a no-fault system. Finally, we factor in the 

effects of subrogation between the PIP and BI coverages. 

2.1 Tmditional Tort Svstem 

Figure 1 portrays the “case-flow” for a pure tort system in somewhat simplified form. 

The accident and resulting injury give rise to medical expenses and possibly lost wages. In the 

traditional tort environment, the victim must first establish his/her eligibility for a tort claim 

before proceeding tkther.9 The specific negligence law of each state determines the conditions 

under which an accident victim is sufficiently “at-fault” to bar a potential tort recovery. For 

example, in Massachusetts an individual who is deemed more than 50 percent liable for the 

‘?f no actual third-party can be identified, then the victim’s own uninsured motorist 
coverage may substitute for the unavailable BI target. 
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accident cannot pursue a tort action. 

An accident victim who is not at-fault must decide whether to file a BI claim. If a claim 

is filed, a process of negotiation with the insurer ensues, usually resulting in a settlement (but 

occasionally winding up in court). In some cases, the insurer might attempt to deny payment 

on such grounds as alleged claimant liability, lack of BI coverage, or suspected fraud. For the 

vast majority of claims, a payment, frequently less than the original claim, is eventually made. 

Theoretically, the amount of compensation received by the claimant is meant to cover the full 

value of both objective economic losses (also termed special damages) and of subjective pain and 

suffering (general damages). 

The actual payment made under BI liability is constrained by the available policy limits. 

If the total compensation “deserved” by a claimant exceeds the available policy limit, then only 

the limit is paid. Moreover, if the compensation due all claimants from a single accident 

exceeds the aggregate accident limit, then each claimant receives a pro rata share of the accident 

lirnit.‘0 

Note that four elements of this process have been highlighted for emphasis. Each of 

these represents a point at which factors exogenous to the insurance system itself can play a 

critical role in determining how the system operates in practice. 

The acn’denf and resulting injury to a vehicle occupant or pedestrian are the events that 

precipitate a potential claim under the BI liability coverage. In a majority of accidents where 

injuries are likely to occur, a report is filed by or with the local police and the incident becomes 

known to the insurance company. Under a traditional tort system, claims against the at-fault 

‘Din some cases of multiple claimants whose total damages exceed the accident limit, the 
shares may not be exactly pro rata due to severity or timing differences among claimants. 

117 



11 

driver’s policy can be made at any point until the time specified in the statute of limitations, 

usually 3 years or more from the date of the accident. Details about the accident, and any 

possible injuries to third parties, accumulate as potential liability claims are assessed and actual 

claims are investigated. While serious injuries are usually the result of easily observable serious 

accidents, claims for minor and non-existent injuries can arise from small “fender benders” or 

even staged accidents. Thus, claimant behavior prior to notification of the insurer determines 

the character of the claim as it moves through the system. The amounr oj medical expenses 

generated by the injury is the second key step and depends on the nature of the injury and the 

treatment (Matter and Weisberg, 1991, 1992). Treatment decisions can in turn be governed by 

a variety of considerations, possibly including the claimant’s desire to obtain a substantial BI 

settlement (Weisberg and Derrig, 1992a). Patterns of medical treatment can obviously have an 

important bearing on the ultimate claim costs for BI liability claims. 

The third critical juncture is the decision by the accident victim regarding whether fofife 

a ton claim. What proportion of eligible individuals file claims? What systemic or individual 

characteristics influence the probability that a claim will be filed? In general, very little is 

known about claim-filing behavior, except that it varies widely by state and over time WC, 

1990). Clearly, changes in these patterns could have a dramatic impact on BI claim costs. 

The fourth highlighted element is the valumion offoral compensation deserved by the 

claimant. In theory, the adjuster attempts to approximate the jury award that would result if the 

case went to trial. However, because so few cases actually reach the courts, there is little 

empirical evidence to inform this assessment. In practice, the adjuster tends to rely on 

guidelines that have become established over many years and have the force of strong tradition. 

For example. according to traditional claims adjustment lore, the amount of medical expenses 

I IX 
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is the single most important indicator of injury severity. A common rule-of-thumb is to set an 

initial settlement value at some multiple of total medical charges (or possibly of total economic 

loss). However, it is also recognized that these general rules must be modified to take account 

of other salient characteristics of the injury. Moreover, the effectiveness of legal representation 

may also affect the outcome of the settlement negotiations. 

In each of the four highhghted elements, there are behavioral factors that may change as 

the rules and incentives of the tort system change. The “propensity to sue” in a given region 

or state may depend upon economic conditions, the access to specialized accident victim medical 

treatment, and the aggressiveness of the local plaintiff bar. Economic incentives may exist for 

the claimant to maximize medical treatment charges and periods of disability in order to obtain 

the largest settlements possible. Statutes and regulations designed to protect the consumer can 

also supply the opportunity for fraudulent or excessive (“built-up”) claims. As a particular tort 

system changes in meaningful ways, these behavioral factors will change claim payments, 

sometimes by substantial amounts (see Section 4 below). 

2.2 Bank No-Fad System 

Figure 2 portrays the case-flow for a generic no-fault system.” As noted above, the 

specific features of the various systems in place vary signiiicantly (PIP benefits, defmition of 

tort threshold, etc.). However, the basic structure of all no-fault systems follows the general 

pattern shown in Figure 2. 

Once an accident has been alleged, real or potentially compensable injuries are assessed 

by company adjusters. If a claim is likely to arise, a case file and a reserve will be set up. 

“Although a pure fust party no-fault bodily injury compensation system remains a 
possibility, none has been implemented to date. 
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Under no-fault, at least part of the medical expenses and lost wages are reimbursed under the 

first-party (PIP) coverage. In Massachusetts, full medic& plus 75 percent of wages are 

reimbursed up to the policy limit of $8,OCG. ‘* Note however, that for states with coordination , 

of benefits (COB) provisions, some or all of the medical expenses may be paid under other fust- 

party coverage (primarily private health insurance). Thus, the effective amount of expenses for 

which PIP is responsible may be much smaller than the total expenses incurred. For example, 

in Massachusetts private health insurance is primary for all medical expenses in excess of 

$2,ooo. 

The hallmark of a no-fault system is the existence of a tort threshold. The accident 

victim must not only qualify on the basis of liability in order to pursue a tort claim, but also 

must cross the tort threshold. In Massachusetts, the threshold is defined in terms of a verbal 

component (disfigurement, dismemberment, fracture, death, loss of sight or hearing) and a 

monetary component (at least $2,ooO in medical expenses). Of the approximately 45% of 

Massachusetts PIP claimants who do cross the threshold, only 10% satisfy the verbal component. 

Finally, many no-fault systems include a mechanism to preclude double payment of 

economic losses under the PIP and BI coverages. Typically, the amount of the PIP payment is 

“set off’ against the BI award. That is, the claimant receives a net amount that is equal to the 

total compensation reduced by rhe PIP amount. In some states without such an offset provision, 

“doubledipping” is avoided by allowing the PIP insurer to receive reimbursement from their 

insured out of any BI recovery obtained. Setoffs are generally allowed when a subrogation 

process is in place. 

‘%ptional Medical Payments coverage can be purchased to extend in effect the PIP limit. 
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2.3 PIP Subnwation 

In Massachusetts and several other states, there exists a further wrinkle. Under some 

conditions, the first-party insurer is considered to be “subrogated” to the victim’s tort rights. 

That is, the insurer stands in the insured’s place with respect to a right of action against the 

tortfeasor, and may seek reimbursement directly from the third-party carrier. The specific rules 

governing the operation of PIP subrogation in different states vary considerably. Figure 3 

reflects the Massachusetts system, in which subrogation has a major effect. 

If the claimant is a passenger in an at-fault vehicle or a pedestrian, then the potential BI 

carrier is the same as the first-party insurer of the at-fault vehicle. Therefore, subrogation is 

not possible. In most other situations, a potential BI target will be contacted and a request for 

subrogation made. Subrogation is allowed in Massachusetts regardless of whether the victim 

crosses the tort threshold or files a BI claim. 

For a situation in which the at-fault insured driver, the “tortfeasor”, is 100 percent at- 

fault, the amount of the subrogation request is ten percent over the PIP payment. The additional 

ten percent is meant to reimburse the PIP carrier for loss adjustment expenses associated with 

the claim. In a situation of shared liability, the amount is reduced by the claimant’s proportion 

of fault.13 If the claimant has filed a BI claim, then an actual subrogation payment cannot be 

made until after the claim has been settled, since the amount of money that remains available 

will depend on the BI policy limits. In Massachusetts, the entire policy limit remains available 

to the BI claimant, regardless of the subrogation amounts. 

One can begin to get a flavor for the complexity and potential volatility of the claiming 

“Of course an exact determination of fault percentage may be disputed and arbitration 
needed to resolve the differences. 



Bodily Injury Liability Claim Payment Process 
Massachusetts No-Fault 

SR=l.lxPPx(l-‘3) 

iv NC=TC-PP 

1 
-2 

BS = NC 
SP = mm (hmit - NC, SR) 

L 



15 

process by noting the final disposition of potential PIP claims in Figure 4. The process of 

subrogation creates subtle interactions which become important to recognize when alternative 

BI systems are considered 

Figure 4 
Disposition of a PIP Claim 

Full SubroQatmn 
22% 

Part Subrogation 

Closed No Paymen 
23% 

No Subropation 
46% 

Source: AIB Statistical Plan Dab 

With a universe of all claim? that had positive PIP reserves set up at some time, 23% 

eventually were closed without any payment, 22% had PIP payments that were fully subrogated 

to the BI carriers, 9% were only partially subrogated”, and 46% were pure PIP payments 

without any subrogation. 

Table 1 provides some more detail on the extent and overlap of PIP and BI claim counts 

and amounts. The data are derived from a random sample of 839 PIP claims from 1989. In 

‘these percentages were derived by scanning the entire 1989 accident year statistical 
plan data at 42 months (June, 1992). 

“Partial subrogations occur when the adverse party’s coverage limits are exhausted or 
compamti\ e negligence applies. 
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particular, only 28% of PIP claimants also received BI settlements: another 26% had their PIP 

payments fully subrogated to the BI carrier, fairly close to the 29% indicated in the statistical 

plan paid claim data above, while the remainder had PIP benefits fully paid by their fmt party 

PIP carrier. 

Table 1 
BI and PIP Claim Counts and Amounts 

(3) 
(1) (2) (31 Amount per PIP 

Number of PerceLl, of AmourIt per Claim 
CLsimS PIP Claim (1).(3)W39 

, 1. Total Bl Claims* 454 54. I 7.485.70 4,051 

A. Total BI Tort 237 28.2 12.569.84 3,551 

B. Total PIP Subrogation 307 36.6 1.366.31 500 

PIP Subro w/B1 90 10.7 2.780.96 298 

II. Total PIP claim 839 100.0 1,663.63 1.664 

III. BI Plus PIP Claim (IA & II) 839 100.0 5,214.34 5,214 

* Includes 17 Uninsund Motorists Claims. 
Source: AIB Study of 1989 PIP Claims. 

3.0 A PRICING METHODOLOGY BASED UPOh’ MICRO-DATA 

In the Introduction we discussed in a general way the limitations imposed by typical 

statistical plan data. We now show how detailed “micro-data” can be helpful to address these 

problems. I* We use the Massachusetts model (Figure 3) for illustration, but the potential for 

extrapolation of the basic ideas to other systems should be evident. 

3.1 Chanpilla Bodilv Iniun, Claim Svstems 

Projecting future claim frequency and severity, even under a fued tort system, is often 

extremely difficult. If the underlying forces driving the process (e.g., patterns of claim-filing 

and medical treatment) are in flux, then extrapolations of past trends based on routinely collected 

‘%e term micro-data is suggested by the idea that claims are being examined as if under 
a microscope to reveal the fine detail that is invisible at the grosser level of ordinary 
statistical plan data. 
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statistical plan data become unreliable. Moreover, if the parameters of the system (e.g., 

negligence standards, tort threshold) are substantially modQied by legislative action or judicial 

interpretation, then the relevance of the available data may be further attenuated. 

Suppose that a monetary no-fault state Lie Massachusetts decided to change next year 

to either a verbal threshold or pure tort system (both are currently under active consideration in 

Massachusetts). We know qualitatively that a verbal threshold should entail a major reduction 

in the frequency of BI claims and an increase in severity of those claims that remain tort- 

eligible. A pure tort system should (in theory) generate a substantial increase in claim frequency 

and decrease in severity. But how could we develop a credible quantification of what will 

happen under the new system? 

The problem faced by actuaries in either case would be to estimate the frequency and 

severity of an event (BI claim under new system) that is essentially different from the event 

about which historical data have been accumulated (BI claim under old system). Is there a way 

to bridge the gap between the old data and the new (anticipated) reality? The answer depends 

on the extent to which we can measure for the population of accidents/injuries those 

characteristics that detemiine whether a PIP or BI claim will be filed and how much 

compensation will be paid. 

Suppose first that both the underlying distribution of accidents/injuries and the nature of 

individual claim-filing behavior are stable and will not be influenced significantly by the change 

of tort system. Assume further that we have collected detailed information for the population 

of accidents/injuries, or a representative sample, on the accident and injury, medical treatment 

and the extent of disability. In addition. we have data on whether a BI claim was fkd and the 

amount of any BI settlement. Then it would be straightforward to calculate the expected loss 
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distribution under various alternative scenarios, 

For example. to evaluate a change from a monetary to a verbal threshold we could first 

calculate the loss distribution under the current system, after adjusting for any changes in claim 

characteristics expected to occur (e.g., economic inflation). Then, if we have measured the 

characteristics that define the verbal threshold (e.g., disfigurement, fracture, length of 

disability), we will be able to simulate the entire loss distribution that would be expected under 

this alternative. That is, for each accident/injury, we determine whether a BI claim will be filed 

and the expected BI payment. Comparing the resulting pure premiums under the two systems 

would provide an estimate of the rate impact of the proposed changeover. An example of this 

methodology for a changing monetary threshold is given below in Section 5.1. 

So far, we have assumed the availability of micro-data on a sample representative of the 

entire population of accidents/injuries. However, the prime sources of potential data (statistical 

plan and claim files) pertain only to accidents/injuries that actually resulted in claims under the 

existing system. Thus, we may lack data on some new claims that could arise under a different 

system. 

For a traditional tort state, virtually all potential tort claims under any contemplated 

system are already represented in the population of BI claims.” Thus, estimates of the BI loss 

distribution under alternative systems should be straightforward. However, estimating the 

number of additional claims payable wder a no-faulr coverage would require external 

information or theoretical assumptions. 

Under an existing no-fault system, the problem is somewhat different. In theory, all 

potential BI claimants already file PIP claims and will thus be included in the available claim 

“However, the proposed system may stimulate the fabrication of new fraudulent claims. 
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population. However, in reality there are some victims who for various reasons choose not to 

pursue the injury with their auto insurer. Their potential claims close without payment (Figure 

4). Because some of these individuals could choose to fde claims under an alternative system, 

their exclusion from the claim population might lead to an underestimation of losses. 

3.2 Mawadzusecls BI and PIP Studies 

In Massachusetts we have recently completed a series of three studies that can be used 

to support the hind of simulations described above. The fust study was based on a 

representative sample of 474 BI liability claims based on accidents that occurred in 1985 and 

1986. For each claim, extensive data were coded pertaining to the accident, injury, treatment, 

claim handling, and payment. In addition to objective information contained in the claim file, 

the coder’s judgements regarding fraud and build-up were elicited (Weisberg and Derrig, 1991a). 

The second study was a follow-up study of BI claims from accident year 1989. Claim 

files for a representative sample of 1154 claims were examined using a slightly revised version 

of the data collection instrument from the earlier baseline study. The primary purpose of the 

follow-up study was to assess the impact of a reform law implemented in 1989 that increased 

the monetary ton threshold fmm $500 to $2,CKMJ (Weisberg and Derrig, 1992aj 

The third study was based on a representative sample of 839 PIP claims from accident- 

year 1989. The primary purpose of the study was to clarify the reasons why PIP pure premiums 

were increasing at a much faster t-ate than expected, but an important secondary goal was to 

estimate the effects of coordination of benefits on both PIP and BI losses. We had originally 

hoped to obtain information on all the BI claims that arose out of the PIP claims in our sample, 

thus crafting a database close to the ideal described above. However, the available information 

on related third-party claims was not adequate. We supplemented the PIP data by searching the 

128 
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statistical plan data for any matches with our PIP claims. ‘Ihis search effort added a number of 

BI claims that were not evident in the PIP files. (Weisberg and Derrig, 1992b) 

FinaIly, the PIP study also included a special sample of 387 PIP claims that could be 

linked with correspondiig BI claims in our previous 1989 BI study. It was thought that having 

comprehensive data on both the PIP and BI claims would be useful for several purposes. In 

particular, we wished to refute the total compensation models developed on the basis of the 1989 

BI data by incorporating information about health insurance. Without such information, we 

could not determine how much of a PIP offset had been incorporated in the BI settlement 

amount. 

4.0 MCORF’OFL4TlNG ASSUMITIONS ABOUT BEHAVIORAL FACTORS 

The basic methodological approach described above assumed that the underlying 

dynamics of claim generation were stable and independent of the particular type of tort system. 

Speeiflcally, the underlying distribution of accidents/injuries, patterns of medical treatment, 

claim-filing propensities, and BI claim valuation were assumed futed. Consequently, the 

simulation of alternative scenarios became a mechanical exercise, providing that we could obtain 

detailed data on a representative sample of accidents/injuries. 

The model considered so far might be termed “naive” because it ignores behavioral 

responses of accident victims, lawyers, and heath care providers. A more realistic model must 

reflect assumptions about the main behavioral factors that can influence claim losses. Even if 

we can only speculate about these factors, it is useful to conduct “what-if’ analyses under 

alternative assumptions. We now consider these behavioral factors in more detail and 

demonstrate how statistical models based on micro-data can sometimes help to provide an 

empirical basis for improving upon the stable system assumption. 
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4.1 Pmtile of Accidents and Iniuries 

As suggested above, the pmfde of accidents and injuries might not be stable. For 

example, improvements in vehicle design or lowered speed limits might tend to decrease injury 

severity, while increased advertising by attorneys might engender more soft-tissue (strain and 

spmin) injury claims. Such factors can affect the overall frequency of claims, the distribution 

of claim types, or both. Pricing the PIP and BI coverages under alternative plausible scenarios 

regarding the impact of these factors would pose great difficulties for traditional actuarial 

methodology. 

To account for such effects in a pricing model, we must first have some basis for 

hypotheses about which specific types of claims will be increasing or decreasing and how much. 

Then we need a way to identify the claims of these types among our sample claims. Finally, 

we re-weight the observations in our database to reflect the expected distribution of claims under 

alternative scenarios. 

For example, suppose that a campaign to crack down on speeding and drunk driving is 

expected to reduce the frequency and severity of very serious injuries by 20 percent. If we can 

define a “very serious injury” in terms of claim characteristics captured in the database, then we 

can specify which particular claims would be subject to possible elimination. Removing a f&h 

of these claims from the database for purposes of analysis would then reflect the expected impact 

of the intervention. 

4.2 Meakui Emenses 

The amount of total medical expenses incurred by the claimant plays a central role in the 

claim payment process. Under a monetary no-fault system, medical expenses can determine 

whether a BI claim is possible. Under all systems, the total compensation value is determined 
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largely by total medical expenses. The decision to file a BI claim may also be influenced by the 

amount of medical expenses. 

Suppose we have constructed a database containing micro-data on a representative sample 

of current accidents/injuries. We wish to simulate the distribution of outcomes (PIP and BI 

claim payments) that will occur under an alternative system. In theory, the treatment received 

for a specific type of injury should not be affected by the particular tort system in place. Thus, 

our simulation might assume that for each accident/injury in the population, the incurred medical 

expenses will remain the same (except for the effect of medical cost inflation). 

It is possible, however, that patterns of medical treatment may be changing over time for 

a variety of reasons, including tli,: mcx3fk-l tort system. We cannot necessarily assume that 

medical expenses incurred by future claimants, similar to those represented in the sample, will 

be identical to the expenses observed. For example, changing economic incentives could result 

in an increase in utilization of sophisticated diagnostic techniques or in the number of visits to 

chiropractors. 

The null hypothesis of stable treatment patterns is particularly dubious when the profile 

of re~xrrted injuries is changing over time. For example, if increased advertising by attorneys 

is causing more claims of soft-tissue injuries. then simply re-weighting the observations in our 

database to reflect the expected increases in strains/sprains may not be adequate. We must also 

consider how the handling of such claims by claimants, lawyers, and health care providers might 

affect medical expenses. For example, marginal or fabricated injuries might tend to involve 

more visits to health care providers than apparently similar legitimate injuries. 

Predicting changes in treatment patterns must necessarily be somewhat speculative. 

However, statistical models based on claim data can provide valuable insight. Our research in 
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Massachusetts has revealed that provider discretion appears to play a major role in determining 

the medical charges for injuries that involve strains or sprains, but a very minor role for injuries 

without a strain/sprain component. Therefore, our success in pricing any statutory modifications 

of Massachusetts no-fault depends in large measure on correctly anticipating the way soft-tissue 

injuries will be treated in the future. 

A set of multiple regression models has proved particularly informative. We divided the 

claims in our PIP sample into three categories: pure strain/sprain, mixed, and non-strain/sprain. 

For each category, we found those claim characteristics that best predicted the total medical 

expenses. Our first set of analyses included possible predictors which were measures of accident 

or injury seriousness, but excluded measures of treatment utilization or lawyer involvement. 

Our second set of analyses included any variable that significantly improved our ability to predict 

medical expenses. 

The results are summarized in Tables 2 and 3 respectively, For claims that involved 

strains or sprains, variables that reflected the seriousness of the injury explained little of the 

variation in medical expenses. For pure strains/sprains our model R2 was only .04 and for 

mixed claims with strains/sprains and “hard” injuries, the R2 was .21. Only for the non- 

strain/sprain injuries was a large proportion of the variation explained by measures of injury 

severity (R’ = .62). However, when variables related to treatment utilization and claimant 

behavior were added in, the value of R’ for strain/sprain claims jumped to .78 and that for 

mixed claims to .79, while the R* for non-strains/sprains increased only slightly to .68. 
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II TABLE 2 II 

VARIABLE 

InkrM.pt 

DEl7.XMINAiVTs OF MEDICAL CIURGES* 
STRuN/spRAIN .WRELl NOWSTRAIN/SPR.UV 

-=%u P.d.r F -47 prdv F @“, F 

6.42 7.10 5.27 

1.59 <.OOol 32.2 

TMLE 3 
DETERMINANTS OF MEDICAL Ch%RGES+ 

Severe Collision 

The number of outpatient visits was by far the most powerful predictor of expenses for 

mixed and strainkprain claims, after adjusting for available measures of accident and injury 

seriousness. Therefore, assumptions regarding this aspect of treatment must be the focus of 

133 
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particular attention for pricing analyses, at least in Massachusetts. The statistical significance 

of legal representation for pure soft tissue injuries in determining medical expenses along with 

the indicator of whether the claimant was an at-fault driver underline the importance of 

behavioral factors. 

4.3 Decision to File a BI Claim 

It seems plausible that the propensity to file a claim will vary across victims and will 

depend on both individual characteristics and on the nature of the injury. Ideally, our database 

would contain information for each accident/injury on whether a BI claim was fded. Then to 

the extent that the underlying distribution of accidents and injuries remained roughly stable, our 

simulations of alternative scenarios could assume that the claim-filing decisions would also be 

the same as those observed. However, we noted above that the profile of accidents and injuries 

might be shifting, possibly in direct response to the tort system modifications. In such a 

situation, patterns of clain-ftig behavior might also change. 

In general, it may be difficult to obtain empirical evidence on claim-filing propensity. 

In traditional tort states, insurance data exist only for accident victims who fded BI claims. We 

do not know how many other victims could have filed but elected not to do so. In no-fault 

states, we can determine whether a PIP claimant was eligible to file a BI claim, but may not 

know whether a claim was filed. So we may have little but intuition to help frame the 

hypotheses about claim-filing to consider. 

In Massachusetts, we were able to obtain valuable insight by developing a two-part model 

of the claim-filing process. First, we used logistic regression analysis of the data on PIP claims 

to identify factors related to crossing the monetary tort threshold. Second, we used logistic 

regression based on the supplementary BI data described above to identify factors related to 
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filing a tort claim, once the threshold had been breached. 

The results of the models to predict crossing the monetary threshold are summarized in 

Table 4. This analysis was restricted to claims that were not by at-fault drivers and did not 

satisfy the verbal component of the tort threshold. A stepwise regression procedure was used 

to select independent variables. The pool of potential variables was identical to that used in the 

total medical charge regression modelling with one exception. In our previous regression 

analyses of total charges, we found that the number of outpatient visits was a very powerful 

predictor. It is obvious that a large number of visits would also be correlated with exceeding 

the $2,C00 threshold. However, our interest here was on the more subtle claim characteristics 

that might explain such a pattern of utilization and the resulting medical expenses. Therefore, 

we excluded outpatient visits as a potential predictor in this analysis. 

TABLE 4 
Logistic Model Describing Who Crossed the $2,000 Torl Threshold 

(Excludes at-fad! drivers and claims satisfying vetial component of threshold) 

L VARLULE COEFFICIENT WALLJ CHI-SQL’ARE P-VALUE 

Intereeot 
Hospital Admission 

Lawyer Involved -- - 
Lag (Total Disability We& + 1) 

Log (Ruth1 Diibility Week + 1) 

Treated by MD and Chiropractor 

Treated by Chimpractor Only 

Log (No. OP Provider + 1) 

I -7.a I I 

4.12 17.8 

2.66 30.7 

.75 11.6 

.65 12.2 

1.90 11.3 

2.89 23.5 

3.56 22.9 c.ooo1 II 

Dependent Variable = Log (P / 1-P) where P = Probability of crossing threshold 

Overall, the monetary threshold was crossed by 41.5 percent of these claims. The factors 

that exerted the greatest impact on likelihood of crossing the threshold were admission to a 

hospital, presence of a lawyer, treatment by a chiropractor, and the number of outpatient 
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providers. Other significant factors were treatment by an MD and chiropractor in combination 

and a lengthy period of temporary disability. 

As an example, suppose that a claimant had an attorney, was treated by a chiropractor 

only, and was par&iaUy disabled for five weeks. Then, inserting the appropriate values in the 

equation, we calculate the probability @) of Filing a BI claim by: 

log (p/l-p) = -7.48 + 2.66 + h-1(6)x.65 + 2.89 + ln(2)x3.56 = 1.703 

and therefore: 

p = .85 

However, if the same claimant saw an MD only and did not have an attorney, we obtain: 

log @/l-p) = -7.48 + h1(6)x.65 + ln(2)x3.56 = -3.847 

and therefore: 

p = .02 

This equation supports the view that the presence of an attorney and the pattern of treatment, 

much more than the injury itself, determined whether the monetary tort threshold was attained. 

Even after accounting for possible effects of several other more direst measures of accident and 

injury severity, the predictive power of these variables remained strong. 

The model of the decision to file a BI claim, once a claimant was tort-eligible, was much 

simpler. Most potential claimants (79.3 percent) chose 10 file a BI claim. Table 5 shows that 

legal representation was by far the strongest predictor, with total medical expenses also 

signiticant. 
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TABLE 5 
LOGISlX MODEL DESCRIBING WHO FILED A BI CLAIM 

(Includes only drivers who crossed the tort threshold) 

VARLULE COEFFlClEh7 WALD CHI-SQUARE P-VALUE 

IatCrCepl 6.08 

Log of Total Medical Chargw .I2 5.6 .02 

Lawyer Involved 1.98 12.5 .@304 

Dcpcndent Variable = Log (p/l-P) where P = Probability of filing a BI claim 

An important implication of these two equations is that the presence of an attorney greatly 

increases the probability that a PIP claim will a) involve the necessary $2,000 to cross the 

threshold and b) result in the filing of a BI claim. While a direct causal interpretation may be 

speculative, it would seem prudent to reflect patterns of legal representation explicitly in our 

simulation modelling. For example, a dramatic increase in advertising by attorneys might be 

assumed to produce an increase in claimants, a higher percentage of represented claimants, or 

both. 

Ideally, our database would contain information on the amount of any BI award for each 

accident/injury. In our simulations of alternative systems, we could simply assume that the 

award would remain the same except for economic inflation. However, we noted abov.: that the 

total compensation value was typically a multiple of medical expenses, modified by a variety of 

other considerations. If the process that determines medical expenses is changing, as discussed 

above, then we would expect the BI settlement to reflect these changes. For example, sharply 

higher medical expenses would translate into larger BI payments.‘* 

“AlI of our total compensation model runs resulted in claimed medical charge elasticities 
of 0.50 to 0.60. significantly less than 1 .O. 
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To incorporate such effects in our pricing analyses, we must make assumptions about the 

relationship between claim characteristics and total compensation value. To serve as a basis for 

such assumptions in Massachusetts, we have developed a regression model, with the observed 

total payment (PIP plus BI) as the dependent variable. In principle, we could simply have 

treated the sum of PIP and BI payments as a dependent variable in a regression modelling 

framework. However, the BI payment could have been cut off, or censored, by the policy 

limits. We have utilized a variant of regression analysis called Tobit regression (Tobin, 1958) 

to take into account the censoring. The final model has been summarized in Table 6. 

TABLE 6 
TOBIT REGRBSSION MODEL FOR TOTAL BI COMPENSATION 

V.BLE COEFFICIENT CRlSQUARE P-VALUE 

Intercept 4.14 ! ! 
Log of Total Medical Charges 32 79.0 <.OOOl 

Log of Wages ,043 26.7 <.CKOl 

Log of Fault Proportion .49 17.1 <.ooOl 

Lawyer Involved .40 11.1 ,001 

Fracture Involved .31 8.3 .cKl4 

Apparent Build-up -.25 11.5 .ool I 
Log of Disability Weeks ,075 7.6 ,006 

Serious Visible injury .25 5.3 .03 -- - 6 
* Dependent variable = BI Payment + PIP Payment 

JJ 

As expected, the most powerful predictor of the total BI compensation was the amount 

of medical charges incurred. Although amount of lost wages was also highly significant, the 

relatively low value of the coefftcient (.043) for the wage variable compared to that for medical 

charges (520) suggests that the total compensation provides only for wage replacement. Geneml 

damages may be unaffected by lost work time unless disability is also claimed. Other important 

determinants of the BI compensation were the at-fault driver’s degree of fault, involvement of 

138 
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an attorney, and presence of a fracture injury. The number of weeks on disability also 

influenced the magnitude of the BI settlement, as did the fact that a serious injury was visible 

at the accident scene. 

We hypothesized that an adjuster who suspects that medical expenses may reflect build-up 

will try to “compromise” the claim. To test this hypothesis we have included the perception 

of build-up as one of the independent variables. The highly significant negative impact on the 

BI award (-22%) suggests that claimants whose medical expenses appeared artificially inflated 

received a discounted evaluation of pain and suffering. Thus the negotiation process, and hence 

the final claim settlement value, is affected by the claim adjuster’s perception of build-up and 

fraud. 

5.0 SPECIFIC EXAMPLES 

The considerable detail captured on each claim in the AIB Studies allowed us to 

“simulate” how the claim would be treated under various alternative claim environments and at 

different points in time. We have developed SAS computer models, where needed, to implement 

these simulations. For each different system and accident year of interest, we can compare the 

average values and other aggregate statistics of the simulated payments generated by alternative 

models. In this section, we summarize three examples that. although drawn from Massachusetts 

experience, represent a range of possible applications. 

5.1 Chanaina u Monetarv Toti Threshold 

Using the Baseline Study data on 1985-86 accidents we created two models to predict the 

pattern of claims expected under a change in the monetary threshold from $500 to $2,000 

beginning in 1989. The naive model embodied the assumption that treatment patterns for 

injuries would be unaffected by the different financial incentives implicit in the new tort system. 
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We assumed simply that medical costs would rise at roughly the 8.5 percent rate indicated by 

the Boston Medical Care Index. Moreover, the model assumed that the underlying frequency 

of automobile-related injuries would remain constant. I9 Under these assumptions, the model 

evaluated each Baseline Study claim in terms of its qualification as a potential tort claim under 

the new criteria. The subset of claims which remained tort-eligible formed the basis of our 

projections for accident-year 1989. 

The fact that traditional tort settlements (or verdicts) as well as PIP subrogations are both 

BI payments causes a certain awkwardness of terminology. For convenience, we will refer to 

the BI settlement (or verdict) paid to the claimant as the (true) BI payment, although the PIP 

subrogation (if any) is really part of the total paid under the BI policy. The subrogation payment 

to the claimant’s first-party insurer will be termed the PIP subrogated payment (see Table 1). 

The logic of our simulation program is displayed in Figure 5. The flowchart reflects the 

decision-making process for each claim in the study sample. The variable denoted PIPPAY is 

the amount of any PIP subrogation payment generated by the model. BIPAY is the amount of 

any BI tort payment. VALUE represents the potential PIP payment according to the rules for 

the payment of PIP benefits. 20 PDPIPSUB is the amount of the actual PIP subrogation recorded 

in our Baseline Study data base, and CURRVAL is the BI payment for closed c!aims, or the 

ultimate estimate for open claims.” LIMITS represents the amount of the individual policy 

“%or a complete description of the simulation model and the assumptions underlying its 
operation, see AIB Filing on Fraudulent Claims Payments for 1991 Pates (Docket G90-IS), 
pp. 339-346. 

*@VALUE can be interpreted as the estimated total PIP payment regardless of which 
carrier actually ends up paying. 

*The ultimate estimate of the BI payment was based on the last reserve maintained as of 
the time of coding (July, 1989). 

110 



FIGURE 5 

Logic of the Simulation Model 
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A principal focus of the Baseline Study was suspicious claims. The coders identified 

cases of apparent fraud and/or build-up. Under our basic simulation model, a claim that failed 

to breach the threshold under any particular system was assumed to be paid under PIP. This 

naive model made no provision for any more build-up of medical expenses than that which was 

already reflected in the 1985-86 claims. To be more realistic, we also developed a model that 

reflected the hypothesis that claims similar to those that displayed apparent build-up in our 

Baseline Study would be further inflated (if necessary) to achieve the threshold. Our 

con.wvan’ve build-up model incorporated the assumption that such claims would reach $2,200 

on average in claimed medical charges. 22 The medical charges simulated under this alternative 

model were those expected to result from behavioral changes of claimants, physicians and 

lawyers. 

Finally, we note that our build-up model was conservative in the sense that it reflected 

only build-up intended to reach the tort threshold. Build-up of claims already exceeding the 

threshold in order to “leverage” the general damages was not incorporated. Moreover, for 

claims built up over the tort threshold, we did not attempt to estimate the increased general 

damages that might result from the higher medical expenses claimed.z Furthermore, we did not 

22Another purpose of the Baseline Study was to test the implications of alternative types 
of tort systems that might be considered for use in Massachusetts. For example, alternative 
no-fault and tort system rules were used to produce verbal threshold simulations that 
approximated the New York and Michigan systems. 

=To estimate the increased general damages resulting from build-up would require a 
statistical model relating general damages to medical expenses. Since modelling efforts 
shown in Section 4 were preliminary at that time (Weisberg and Derrig, 1991b), we chose to 
adopt a simple inflation approach to the claim cost. The total compensation model of 
Section 4.4 could now be easily added. 

I-l’ 
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allow for the possibility of build-up among claims that did not involve build-up under the former 

Massachusetts system. 

The naive model predicted that the post-reform frequency of true BI liability claims 

would be about half (50.8 percent) of the corresponding 198586 frequency. The conservative 

build-up model predicted that the frequency would be 70.7 percent of the 1985-86 level. Thus, 

both predictions were for substantial frequency changes based primarily on the claimed medical- 

payment data. 

In order to gauge how well these two models predicted the effect of the monetary 

threshold change, we examined the 1989 BI results. After adjusting for the actual 13.7 percent 

increase in PIP frequencies, the expected frequency relative to 1985-86 would b-e 57.8 percent 

for the naive n~ode1.24 Similarly, the conservative build-up model forecasted an adjusted relative 

frequency of 80.4 percent. 

Figure 6 displays the predictions from the two alternative models as well as the actual 

results. It is evident that the theoretically expected decline in claim frequency simply failed to 

materialize in practice and that the build-up model was indeed conservative. Note, however that 

the use of behavior-modified values, based upon the expected consequences of the increased 

economic incentive (general damages for medical charges over $Z,ooO), produced a predicted 

change with half the error of the naive model. 

?.I37 x ,508 = .578, 1.137 x ,707 = ,804. 
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Figure 6 
Effect of Tort Reform 

Frequency of True BI Claims Relative to Baseline 

mre1ine 
(lS65-66) 

Expected 
(Naive) 

ExPected 
(Build-up) 

5.2 Sumlementinp a Trend Factor 

The naive/build-up model example demonstrates the use of models to predict single year 

aggregate losses. Analyses of trends in annual losses can also be improved by using a 

simulation model, like that developed in Section 5.1, to refine the calculation of trend factors. 

Suppose that instead of estimating the one-time (marginal) change in a BI system, the actuary’s 

problem is to estimate how the loss costs of a new system will continue to change over time. 

One simple answer would be to run the model several times, increasing medical costs and total 

compensation by an additional year of intktion each time. 

Suppose, however, that three years of actual data are available under one system and 

three more years under a second system. Fitting a linear trend with a dummy variable at the 

system changeover point would yield a reasonable estimate for future values if the rates of 

change under the two BI systems were similar (equivalently, the second derivative of the time 
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series is approximately zero). What are the chances that a BI system that involves the 

interaction of policy limits, subrogation, and build-up with a fured monetary threshold will have 

a constant rate of change in loss costs? Probably very small. Our next example demonstrates 

how the micro-data and the model from Section 5.1 can help test the adequacy of simple trend 

models and adjust the estimated trend when those models prove inadequate.z 

Briefly, Table 7 shows the 1986-1991 sequences of actual pure premiums and simulated 

BI losses at basic limits, the latter using our micro-data and the build-up model. A six-year 

linear trend with a dummy variable for the 1989 change in the threshold provides a projected 

1993 value of $143.30 for the pure premium series.26 Under this linear trend model, pure 

premiums are expected to increase 6.0% from 1991 to 1993. In other words, a linear trend 

factor of 1.060 is indicated by the pure premium data. 

Ytllr 

1986 
1987 
1988 
1989 

1990 
1991 

Table7 
1986-1991 BIDah 

Pllr.5 Simulated 

Premiums Losses (000’S) 

$85.73 $2,884 
95.58 2,987 

102.88 3,092 
100.24 2,533 -- ___-. 

-112.46 2,645 
135.19 2,786 

TarI 
77tnshold 

$ 500 
500 
500 

2.c00 

Loo0 
2,m 

Our simulation model can also produce a single estimated value for the 1993 accident 

year. That value will take into account all the process interactions of interest (limits, mflation, 

?he authors thank Ruy A. Cardoso for providing this example of the application of the 
simulation models. 

261n this case, the use of a dummy variable effectively adjusts the old system data to the 
new system levels. 
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tort threshold, etc.). By comparing the 1993 simulation model value of $3,141 to the same type 

of linear trend model with a dummy variable for the 1989 change projection of $3,045 we see 

that the linear 1991193 trend factor for the simulated losses must be supplemented by an 

additional 3.2% (314113045) in order to produce a correct (simulated) 1993 loss level. Thus, 

the sequence of simulated values is indicating that losses will accelerate (non-linearly) over time 

rendering linear trends inadequate. A more reasonable total pure premium trend factor might 

be the linear pure premium trend factor of 1 .OhO multiplied by the simulation model non-linear 

supplemental trend of 3.2% for a total trend factor of 1.094 (1.060 x 1.032). 

Testing the adequacy of an exponential trend would proceed similarly. The point here 

is that the use of the micro-data simulation model projections can assist the actuary in choosing 

adequate trend factors that are based not only on a simple choice of data-fitting model (linear, 

exponential, etc.) but also on the expected movement in the micro-data aggregate. Moreover, 

the latter can be analyzed to provide the reasons for the changing values; the former cannot. 

5.3 Cooniinatinn with Healfh Insurance 

One method that has been proposed to contain the rise of first-party PIP or Medical 

Payments claim costs is the coordination of benefits with health insurance. Total insurance 

<Cstem cost savings, as opposed to simole cost ohifting frcr cne insurance sys!em to the a;her. 

can result from the elimination of double coverage and double benefit payments. Mehr and 

Shumate (1975) find, however, that insureds prefer double coverage when given a choice and 

will generally shun optional deductible plans designed to eliminate the double cover on the 

automobile side.” Of course, from the consumer point of view it is more economical to 

“Less than 10% of the Massachusetts insureds have chosen PIP deductibles in the 22 
years of no-fault coverage existence. 

IJh 
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purchase. the medical coverage with a pre-tax employee benefit than with after-tax disposable 

income. Mehr and Shumate conclude that “the strongest and only argument for making health 

insurance primary is the tax argument. ” 

As mentioned above, in Massachusens PIP is the primary coverage for the fmt $2,ClX 

of medical expense. Medicals in excess of $2,OCKl must be covered by private health insurance, 

if available, up to the $8,000 PIP limit. Just how much is “saved” by the automobile insurance 

system using this COB provision? Could more be saved if health insurance became primary? 

How would increased PIP limits affect the results? The micro-data on PIP claims allowed us 

to estimate the savings to the PIP coverage of COB with health insurance “triggers” at zero 

(health primary), $2000 (current system) and $5,000. 

The basic approach was to calculate for each claim the amount that would be saved by 

the PIP insurer under each of the six systems. When the claimant was covered by private health 

insurance, we first computed the expected amount that PIP would have paid in the absence of 

the COB provision. This expected payment was the sum of actual lost wages and medical 

expenses up to the PIP policy limit. We then subtracted the expected payment under COB. 

This payment was calculated in the same way, except that actual medical expenses were capped 

by the COB trigger am>urlt (e.g. $2,ooO for the current Massachusens system) The difference 

between the two payment values represented the savings attributable to COB. 

Table 8 shows what were at first considered surprisingly low COB savings’ for six 

alternative COB/PIP systems. Further reflection revealed that these results are quite plausible. 

The explanation can be found within the interactions of the claim characteristics. First, federal 

insurance plans like Medicare and Medicaid are by statute never primary (their costs are being 

contained as well). Second. a large segment of the claimant population is not currently covered 
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by health insurance.** 

FinalIy, it is worth reporting with this example that these COB savings are not fully 

removed from the auto insurance system let alone the total insurance system. Typically, to 

avoid duplicate automobile insurance payments, PIP payments can be offset from total estimated 

BI damages to produce a lower BI payment. However, unless specifically allowed as a collateral 

source offset, health insurance COB payments CUWW~ be similarly offset from BI damages. 

Thus, in the case of PIP claims that also involve a BI liability component, the BI plus PIP total 

auto payment is the same with or without health insurance COB. Indeed, this fact was 

confirmed by the lack of statistical s;gnificance cf the hpal!h in?urance variable in the total 

compensation model in Section 4.4 (Table 6).29 Since our micro-data shows that about 68% of 

the current PIP savings comes from claims with a tort component, auto insurance COB savings 

28An additional factor, the failure of some private health insurance plans (generally HMO’s) 
to cover chiropractic treatment, was not considered in this model. A more sophisticated model 
could in theory be developed to account for this factor as well. 

*PThe dummy variable for private health had an insignificant coefficient of -.00055 with a 
p-value of .9579. 
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are currently at the meager 5% level. 

6.0 CONCLUSION 

When the forces that determine no-fault and bodily injury liability losses are changing, 

the accurate pricing of these coverages can become a formidable challenge for actuaries. In 

particular, when the tort system itself undergoes a major reform, the usual statistical plan data 

may no longer be directly relevant. Since the impact of the change is primarily in terms of the 

nature of claims flowing from accidents, which may be only tangentially related to characteristics 

of insured drivers, detailed claim data can be extremely helpful to supplement statistical plan 

data. 

The importance of detailed claim data for pricing the original no-fault proposals was 

recognized by actuaries twenty-five years ago. However, these pioneers lacked the technical and 

data resources necessary to exploit this insight very productively. Today, we are somewhat 

more fortunate. Thanks to the Insurance Research Council, we have a large national database 

of claims closed in 1977 and 1987, soon to be supplemented by a 1992 sample. Modern 

computer capabilities, coupled with sophisticated statistical modelling approaches, can enable us 

to identify important patterns, trends, and relationships. The kind of statistical modelling efforts 

undertaken by RAND researchers and olrr own studies in Massachuco:tts can scwe as examples 

of what can be accomplished with the currently available data. 

In this paper, we have demonstrated that combining the available microdata on BI and 

PIP claimants with such techniques as ordiiary least-squares, logistic and Tobit regression 

procedures can produce useful models of the BIlPIP claim payment system. The models, 

applied to the detailed claim data, can provide explanations for the variability in medical 

charges, the likelihood of crossing a monetary threshold, and the expected size of the total 
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compensation to a claimant. Our examples show that important actuarial exercises such as 

estimating new aggregate loss values when the monetary threshold changes, determining the most 

appropriate loss trend factors under changing BI systems, and estimating the effects of 

coordinating claim payments with other insurance tines anz aLI amenable to methods using micro- 

data and statistical models. 

To extract full value from this approach, however, will require an investment in the 

creation of claim databases that are specific to states or companies and that address their unique 

circumstances. Massachusetts data and findings can be generally informative to California or 

New York insurers and regulators, or serve as broad guidelines, but they are obviously 

unacceptable for ratemaking purposes in those states. 

There are two obvious approaches to obtaining the necessary data. One possibility is to 

amend statistical plan specifications to require the reporting of additional claim characteristics. 

This option may be very costly and cumbersome. but might be worth considering for a few very 

critical pieces of information (e.g., type of injury). An alternative would be to perform special 

studies based on representative samples of claim tiles. As in so many areas of research, a 

carefully designed sample will usually prove to be more cost-effective. 

Finally, it has “cco’lle cle.ir that behaviora respon.;es to the economic irccntivzc built 

into a BI system cannot be ignored. Claiming behavior is no longer a “philosophical 

imponderable” that falls outside the scope of actuarial analysis (Harwayne/Wolfmm, 1966). 

Fraud and build-up are harsh realities of the present day, and attempts must be made to collect 

data that wiU allow their effects to be quantified. 
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ABSTRACT 

Monetary loss as a result of hail damage to crops is a major hazard facing farmers in 
many areas of the United States. Crop-hail insurance provides a means for the farmer 
to protect his income from the consequences of this hazard. 

The authors presume that knowledge of crop-hail ratemaking procedures is not 
widespread among casualty actuaries. This paper will attempt to introduce the reader 
to the basics of crop-hail insurance and some of the ratemaking procedures currently 
used in the industry. The paper begins with a brief background on the crop-hail 
industry, the standard crop-hail policy, claims adjustment, and data collection. The 
central focus of the paper is upon crop-hail pure premium estimation, the development 
of final rates, and an analysis of the pure premium estimation procedure. 



BACKGROUND 

Crop Hail Starisrical Profile 

The United States crop-hail insurance industry provided over $9 billion of protection 

in 1991 for a total premium of about $350 million. Insurance was written on about 

200 crops with over 95 percent of the liability on five crop groups-corn and maize, 

soybeans, cotton, and tobacco (in order of magnitude). Over one third of the total 

coverage was on corn. The insurance in force is heavily affected by crop acreage and 

commodity prices. 

Hail insurance was written in 41 states in 1991 with a heavy concentration in the 

Midwest. About half of the coverage was provided in five states--Illinois, Iowa, 

North Dakota, Minnesota, and Nebraska. The top 17 states accounted for over 90 

percent of the insurance. 

Premium rates charged vary by crop, location and type of policy. For the states with 

most of the liability, average rates per $100 of coverage range from $9.16 (Colorado) 

to $1.05 (Illinois). Much of the liability is in states with an average rate of less than 

$2.00 (Illinois, Indiana. Wisconsin, Michigan, Ohio, and Oregon). 

The average policy premium was $1,056; ranging from a high of $4,503 in Arizona 

to a low of $420 in Tennessee. The premium per policy in the Midwestern States 



averaged about $550 for Illinois and Indiana, $850 for Iowa, $1,340 for Minnesota, 

and $1,900 for North Dakota. 

Narional Crop Insurance Services 

For most states and crops, crop-hail rates are developed by National Crop Insurance 

Services (“NCIS”). NCIS’ objectives are: 

l Research 

l Compilation of Statistics 

l Ratemaking and Rate Filing 

l Loss Adjustment Support 

l Education 

NCIS is the successor to two formerly separate organizations, National Crop Insurance 

Association (“NCIA”), and Crop-Hail Insurance Actuarial Association (“CHIAA”). 

NCIA formerly addressed the research, education and loss adjustment expense support 

needs of the crop-hail insurance industry. CHIAA served as the statistical, ratemaking 

and rate service organization for the industry. 

NCIS develops rates (or loss costs) in 34 states. The frequency of rate filings in a 

given state is generally determined by the magnitude of the crop, and by state 



insurance department requirements. For large premium volume states, rates are 

updated every three years. Smaller volume states receive revisions less frequently. 

Crop-Hail insurance statistics are gathered from the application and, in the event of 

a loss, from the proof of loss form. The information collected from these forms is 

prescribed in the Statistical Plan. This plan is designed to collect enough information 

to provide actuarially sound rates and to complete informative statistical reports. 

Descriptions of the important data records are included as Exhibit 1. Detail premium 

and loss data in this format is collected from member and subscriber companies. 

Summary data is collected from Alternate Statistical Reporter (ASR) companies. All 

reports and data files discussed in this paper refer to data submitted by these 

companies. 

Currently, about 85 percent of all U.S. crop-hail statistics are reported to NCIS in 

detail or summary form. 



THE CROP-HAIL POLICY 

Policy Form and Coverages 

Appendix A contains a sample crop-hail policy. 

The basic policy form is a percentage of damage contract. An insured farmer will 

purchase insurance for a stated amount per acre. The amount will reflect both the 

expected yield of the crop as well as the anticipated price at harvest. For example, if 

Expected crop yield = 100 bushels / acre 

Expected price = $2.50 per bushel 

the anticipated value of the crop is $250 per acre. 

Under the standard policy form, indemnification for hail damage to crops will be 

based on the estimated percentage reduction in yield potential as a result of the 

damage. For example, if the adjuster determines that yield is reduced by 25%, the 

indemnification will be 25% of the amount insured. In the example above, if the full 

value of the crop ($250) is insured, the indemnification will be $62.50 per acre. 

The policy is a coinsurance contract. If the farmer chooses to insure for less than the 

full value of the crop, the indemnification is reduced proportionately. In the above 



example, if the crop is insured for $125 per acre, a 25% yield reduction would result 

in indemnification of $31.25 per acre, or half of the estimated loss. 

Other policy forms exist. Exhibit 2 identifies several of the most common, and shows 

how they apply. 

Claim Adjustment 

Because of the diversity of agriculture in the United States, crop-hail claims 

adjustment is a fairly involved process. Monetary losses sustained from hail damage 

are a function of several variables: the type of crop; the stage of crop growth; and 

hail intensity, both size and force of the hail. Wind damage accompanied with a 

hailstorm will also be an important factor. 

Three principal categories of plant damage are analyzed in the claims adjustment 

process. These are: (I) reduction in stand or total destruction of the crop; (2) 

mutilation which impairs plant function; and (3) direct damage to the fruit or product 

of the crop. 

The task of the crop-hail claims adjuster is to sufficiently sample the acreage insured 

to determine the overall damage to the crop. In order to establish the extent of 

damage to plants, the adjuster utilizes charts that translate the indicated damage to the 

loss in yield. All field sampling involves one or more of the above-mentioned 

162 



categories, depending upon the stage of growth at the time of the storm. For most 

full season crops the adjustment is a prediction of future yield, in terms of percent of 

yield had there been no damage. For some crop areas the time of the hail season 

(majority of damaging storms) coincides with the maturity stage of growth ( the single 

most vulnerable stage of growth). 

An example of the Loss Instructions for corn is provided in Appendix B. 

RATEMAKING METHODOLOGY 

General Infomarion 

Crop-hail rates are derived using a pure premium approach. Pure premiums are 

called loss costs, and are calculated as the ratio of losses to exposure (insured values). 

Loss costs are typically expressed per $100 of exposure. 

NCIS develops rates (or loss costs, in states which do not allow development of full 

rates) for each crop that has at least 25% of the statewide total liability. For most 

states, this results in two or sometimes three “base” crops. 

Exhibit 3 is a summary of the crops for which separate analyses are performed in each 

of NCIS’ 34 states. 



Basic Rating Unit 

The crop hail rating process is faced with a dilemma. Two fundamental concepts 

come into conflict in determining the appropriate rating base. On the one hand, 

because of meteorological influences on the hail hazard, which can vary significantly 

within relatively small areas, small rating areas are necessary. 

On the other hand, because of the infrequency of hail losses in any specific location, 

larger volumes of data are needed to produce meaningful conclusions from the 

statistical data. 

NCIS has addressed this dilemma by using the township as the basic rating unit in 

most states. This size unit is small enough (6 miles x 6 miles) that the rate can reflect 

unique meteorological influences. 

The requirement for larger volumes of data is met by: 

- Utilizing crop hail loss costs from 1948, and 

- Incorporating broader geographic areas in the determination of the township 

rate. (This will be discussed in greater detail in the discussion of 

credibility.) 



Data Conversion 

As discussed above, crop hail insurance can be written on a number of policy forms. 

In order to increase the volume of the data used in deriving the rates, losses sustained 

under policy forms other than the base policy form are converted to the base policy 

form. 

Exhibit 4 illustrates the derivation of the policy form conversion factor. Losses 

incurred under the basic form (Column 3) are recalculated to reflect the losses which 

would have been incurred under the alternative policy form (Column 4). The ratio 

of these two values is used to determine the conversion factor. 

As Exhibit 4 illustrates, the ratio varies with the underlying rate. Presumably, this 

is a reflection of the fact that the low rate areas experience less severity of hail losses. 

Consequently the impact of a deductible in the low rate areas is greater than in the 

higher rated, higher severity areas. 

Because of this relationship, a least squares line is fit to the actual ratios, producing 

the “Trend” values in Column 6. 

Converted losses are then calculated as: 

Losses under alternative wlicv form 
Policy Form Conversion Factor 



In addition to conversion of losses to allow experience from different policy forms to 

be included in the rate analysis, data from crops other than the base crop are also 

included. Crops with similar susceptibility to hail, and consequently similar loss 

costs, are grouped together. In most instances, data for similar crops are combined 

without adjustment. For a few crops, data is converted to the level of the base crop. 

Exhibit 5 shows the calculation of a crop conversion factor. In this illustration, wheat 

is the base crop, and barley is the converted crop. From the data on Exhibit 5, barley 

losses would be divided by 1.50 to convert to the loss cost level of the base crop 

(wheat). Unlike the policy form conversions there is no need to vary the factor by 

rate. 

Catastrophe Adjustment 

Despite the lengthy experience period underlying the derivation of the township loss 

costs (over forty years), the impact of one severe loss year can have a marked impact 

on a township’s historical loss cost. Exhibit 6 illustrates this. The exhibit displays 

the loss cost history for a large township. The exhibit shows that, even after twenty 

years of accumulated history, changes of more than 10% in the cumulative loss cost 

ratio from one year to the next are not uncommon. (This is an atypical township in 

that losses have occurred in the majority of years. For many townships, the majority 

of years have no losses. For a typical township the impact of a single year on the 

accumulated loss costs would be more pronounced.) 



In order to add stability to the township loss costs, NCIS employs a capping 

procedure, which is called a catastrophe adjustment. In the procedure, losses in 

excess of a specified catastrophe threshold are removed from the township history, 

and built back over a broader base. (The build back will be discussed in a later 

section). 

The catastrophe threshold is a multiple of each township’s median non-zero loss cost. 

The multiple which is used for a particular crop and state is determined from the 

ratio: 

Townshiu Variance Eliminated bv caooing 
Township Losses Eliminated by capping 

(Township variance refers to the variance of annual loss costs within a township. This 

is averaged over all townships, before and after capping, to derive the numerator of 

the ratio. As noted above, the losses in excess of the threshold are removed from the 

township Ioss cost and built back over a broader base.) 

The value (multiple of the median) which produces the greatest value of this ratio 

(which is called the test statistic), is used as the catastrophe threshold. In essence, the 

maximum test statistic reflects the most efficient threshold, that is, the greatest 

variance reduction per dollar of loss eliminated. In the event that the test statistic is 
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not maximized at levels of loss reduction greater than I %, the multiple which 

produces a 1% reduction in losses is used as the default threshold. 

The calculation of the test-statistic is shown on Exhibit 7. Exhibit 7a illustrates the 

calculation for the township data which was presented on Exhibit 6. This is for 

illustration only. The catastrophe procedure does not require calculation of the test 

statistic for individual townships. 

Exhibit 7b shows the values of the test statistic as calculated on a statewide basis. The 

test statistic is greatest, in this instance, at a catastrophe threshold of 18.1 times the 

median (non-zero) loss cost. Each township’s losses are thus capped at this level, 

with losses in excess of this threshold spread back using the distribution procedure 

discussed in a later section. 

Credibility 

Studies performed by CHIAA and NCIS have suggested that an individual township’s 

data has little credibility. Roth’s paper (see bibliography) provided the remarkable 

statistic that, for the largest townships in Kansas, approximately 1250 years of data 

would be required to achieve 95% confidence that a township’s historical loss cost 

was within $0.50 of the true mean. 

Nevertheless, as discussed earlier, meteorological differences can affect the hail 

hazard over relatively small areas. Consequently, NCIS has adopted a “surrounding 

township” approach for determining the township loss cost. Each township is 



aggregated with the adjacent eight townships (defined as nine-township), as well as 

the “next adjacent” sixteen townships (defined as twenty-five township). This can be 

visualized as follows: 

25T 25T 25T 25T 25T 

25T 9T 9T 9T 25T 

NCIS has examined formulae in which credibility varies with the total exposure 

(insured crop values) underlying each geographic entity’s loss cost. The results did 

not produce any clear relationships between exposure and credibility. This can be 

explained, in part, by the fact that exposure is defined as insured crop value which is 

the product of the following components: 

Acres insured 

Yield per acre 

Price per unit of production 

Percentage of yield insured 

The effect of the latter three components may have masked any true relationship 

between exposure and credibility. 



As a result, credibility is generally assigned on the basis of geographic size. For most 

townships, “Final Average Loss Cost (TALC)” is derived as a weighted average of: 

Township limited loss cost (10% weight); 

Surrounding nine-township limited loss cost (15% weight); 

Surrounding hventy-five township limited loss cost (75% weight). 

Exceptions apply if the total exposure for any of the three geographical units falls 

below specified thresholds. 

Exhibit 8 shows the calculation of the FALC for a number of townships. 

As a final note, rates are made by township primarily in the larger volume states. In 

lower volume states, rates are made by county, Crop Reporting District (“CRD”) or 

State. In the county states, the FALC is 100% of the county loss cost if the exposure 

(cumulative liability) is $1,250,00 or greater. For low liability counties, the CRD 

loss cost is used. For CRD and state rates, 100% weight is given to the geographical 

exposure unit. 

Catastrophe Redistribution 

In a previous section, we described the process used to identify catastrophe losses, 

which are removed from the township loss cost prior to calculation of the FALC. The 

catastrophe redistribution is a two level process. 



The fust level of redistribution is to the Crop Reporting District (“CRD”). Each state 

is divided into seven to ten CRD’s (by the U.S. Department of Agriculture). 

Catastrophe losses (that is losses in excess of the catastrophe threshold discussed in 

Section D) are aggregated for all townships in a CRD. The CRD Redistribution 

Factor (“CRD-RF”) is calculated as: 

Total Catastrophe losses in CRD 
1.0+ Total Limited Losses in CRD 

A similar calculation is performed at the statewide level. 

Each township FALC (derived as in the previous section) is multiplied by the CRD- 

RF, with the exception that the CRD-RF is limited to: 

1 .O + [ (Statewide RF - 1 .O) x 2 ] 

The second level of redistribution applies only if the limitation to the CRD-RF comes 

into play. In this case, any catastrophe losses which are not redistributed in level 1 

are distributed based on the following: 

1.0+ 
Total Level 2 Catastrophe losses 

Total Limited Losses + Level 1 Cat Losses 
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This redistribution is illustrated on Exhibit 9. In this example, the statewide level 1 

redistribution factor is 1.0986. Thus, each Crop Reporting District’s level 1 

redistribution factor is limited to 1.197 (1+2x(.0986)). As the exhibit illustrates, the 

level I factor for CRD 80 exceeds 1.197, and therefore this limitation applies. Level 

2 losses reflect CRD 80 catastrophe losses which exceed the limit. The level 2 losses 

(1,746,671) represent 1.4% of the sum of the limited losses and level 1 catastrophe 

losses (%125,127,861). Thus, the level 2 redistribution factor is 1.014. 

Each township’s FALC is then multiplied by: 

Level I Factor x 1.014 

Erpense Load 

For those states for which NCIS publishes rates, the next step is the conversion of loss 

costs to rates. This is accomplished by dividing the catastrophe adjusted FALC by 

an Anticipated Loss Ratio (ALR). 

The ALR varies by state, including provisions for loss adjustment, general, 

commissions and profit. ALR’s ranging from 60% to 65% are common to most NCIS 

states. 
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The ALR further varies with the magnitude of the rate, with higher rated townships 

requiring a lower expense ratio than lower rated townships. Exhibit IO is an example 

of a schedule of ALR’s by rate class. 

Limitcuions on Rate Changes 

Once the r;ltes (or loss costs) have been calculated, the final step is to limit the 

amount of the change from present rates. In general, three constraints are imposed 

on the final rate: 

- Rate cannot increase or decrease by more than a fixed dollar amount; 

- Rate cannot increase or decrease by more than a specified percentage; 

- Rate cannot exceed a specified maximum for the state, or be less than a 

specified minimum. 

The specific values of these constraints may vary by state and crop. 

Test for BL4S in FALC 

Several of the major elements of the ratemaking formula were newly implemented in 

1990. In order to determine whether the changes may have introduced biases in the 

determination of the FALC, NCIS performed tests of the resulting loss costs, both 
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before and after the catastrophe redistribution. A description, of the tests is presented 

in Appendix C, along with a summary of the results. 

CONCLUSION 

The process which has been described above has been generalized in a number of 

UCaS. Some of the more common variations have been described. Other less 

common departures from the standard approach exist for specific crops or unique 

situations. 

Like other Property-Casualty coverages, the crop-hail ratemaking methodology has 

evolved over time. The methodology is monitored by NCIS, and by the crop-hail 

industry through company participation in National and Local Committees and 

industry groups. 

174 



BIBLIOGRAPHY 

Brown, Philip S., “Crop-Hail Insurance”, Society of Chartered Property and Casualty 
Underwriters (1967 publication) 

Roth, Richard J., “The Rating of Crop-Hail Insurance”, Proceedings of the Casualty 
Actuarial Society, Volume XLVII (1960), pages 108-146. 

National Crop Insurance Services, “Crop-Hail Insurance Statistics and Rating 
Methods”, 1989 Edition. 

175 



Exhibit 1 Page 11 

Data Elements 

A list of detail data elements collected by NCIS follows. It includes all fields 
currently collected, and some fields which were used in the past, but are no longer 
obtained. See Exhibits 1 and 2 for computer record descriptions. 

Acres: Acres of crop grown and insured for a loss record. 

Amount of Loss: Total dollar loss for this crop. 

Card: Card number. ‘1’ used for premium record. ‘2’ or ‘4’ used to indicate loss 
record. A ‘2’ loss record is used for percentage losses (loss is indicated as a percent 
of total) and a ‘4’ is used for tonnage losses (loss is indicated in number of tons lost). 

Cause of Loss: A code (peril code) used to indicate the cause of loss. The most 
common codes follow. These are not all peril codes, and the codes can vary by state 
for the lesser used peril codes. 

1 - Hail 
6 - Transit 
7 - Fire 
8 - Windshatter without hail 

NCIS CPU: Year, month and day this record was received by NCIS. No statistical 
value. 

Company: A numeric code assigned to a company per year. Will always be unique 
for any year/company. Usually will be unique across companies. 

County: Numeric county cde. 

Crop: Numeric crop code. For example, 

I - Wheat 
2 - Barley 
3 - Rye 
4 - Oats 
5 - Flax 
6 - Corn 

For a complete list of crop codes, write NCIS. 



Exhibit 1 lPaae 2) 

Date of Storm: Month and day that the loss occurred. 

Date Application Signed: Date the application was signed, 

Discount: Discount percentage applied to the rate for any kind of premium discount, 
such as a cash discount. 

Index: NCIS assigned sequence number to make the record key information unique, 
if necessary. No statistical value. 

Insurance (liability): Amount of insurance from the application. 

Insurance Applying to Loss: On loss records, only the amount of insurance which 
applied to the loss is recorded. 

Iusurance per Acre: Amount of liability per acre. 

Interest: On tonnage loss forms, the insured’s percentage interest in the crop. Used 
in arithmetic to compute total loss. 

Item Number: Company item number, if needed. 

Percent Loss: Total loss given as a percentage from the proof of loss form. 

Policy Form: A code to indicate the type of coverage. These codes vary by state and 
year but will always be unique within state and year. For example, 

Oklahoma, 1988 coverages 

01 - Basic coverage form, NCIS tiled rates 
52 - Basic coverage form, independently tiled rates 
85 - 10 percent disappearing deductible form, independently filed rates @Xl0 IF) 
43 - 20 percent deductible, increasing payment form, NCIS tiled (XSZOIP) 

For a complete list of policy form codes by state, write NCIS. 

Policy Number: Company assigned number for a policy. This number should always 
be unique for a company/state/year combination. 
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Premium Discount: Code used to indicate percentage discount when computing 
premium. For example, 

O- No discount 

Gross premium reported (premium dollars do not reflect the discount) 

5- 4% discount 
6- 20% discount 
7- 25% discount 

Net premium repoti 

I- 4% discount 
D - 20% discount 
C - 25% discount 

Premium: Premium dollars from the application. 

Price per Ton: Used on tonnage loss records to compute total loss. 

Range: Numeric code for the range portion of the location of the crop being covered 
by this policy. 

Rate: Percentage rate used to compute premium, obtained from the application. 

Social Security Number: Insured’s social security number. 

State: Two character state code. For example, 

01 - Alabama 
02 - Arizona 

Status: System status when record received. No statistical value. 

Township: township code of the location of the crop being covered. 

Type: Indicates type of record received. Same usage as CARD. 

17x 



2 Exhibit 

CROP-HAIL INSURANCE 

ILLUSTRATION OF ALTERNATIVE POLICY FORMS 

Define: R = Yield Reduction (percent) 
P = Amount payable 

XSlO - EXCESS OVER 10% LOSS 

P = (R - 10%) 

DXlO -- 10% DISAPPEARING DEDUCTIBLE 

R < 10% P = 0% 
10% < R < 50% P = 1.25 X (R - 10%) 

R >50% P=R 

XSlOlP -- EXCESS OVER 10% LOSS - INCREASING PAYMENT 

R C 10% 
10% < R < 70% 

R >70% 

P = 0% 
P = (R - 10%) 
P = (R - 10%) + (R - 70%) 
P <I= 100% 

(in this form, when yield reduction exceeds 70%. an additional 1% is paid for each 
percent of yield reduction in excess of 70%) 

DXSS - EXCESS OVER 5% DISAPPEARlNG AT 25% 

R <5% P = 0% 
10% < R < 25% P = (R - 5%) x 1.25 

R >25% P=R 
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State 

Alabama 

Arizona 

Arkansas 

Colorado 

Florida 

Georgia 

Idaho 

Illinois 

Indiana 

Iowa 

Kansas 

Kentucky 

Louisiana 

Seoaratelv Rated Croos 

Cotton 

Cotton 

Cotton 
wheat 
Soybeans 
Rice 

wheat 
Corn 
Potatoes 

Tobacco 

Tobacco 
Cotton 

wheat 
Barley 
Potatoes 
Peas 
Tree Fruit 

Corn 
Soybeans 

Tobacco 
Corn 
Soybeans 

Corn 
Soybeans 

wheat 
Corn 

Tobacco 

Cotton 

IS0 
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State 

Michigan 

Minnesota 

Mississippi 

Missouri 

Montana 

Nebraska 

New Mexico 

North Carolina 

North Dakota 

Ohio 

Oklahoma 

Oregon 

South Carolina 

Seoaratelv Rated Croos 

Com,Wbeat 
Tree Fruit 

Com,Wheat 
Soybeans 

Cotton 

Cotton 
wheat 
Soybeans 
Corn 
Tobacco 

wheat 
Barley 

Com,Wheat 

Cotton 
wheat 

Tobacco 
Cotton 
Tree Fruit 

wheat 

Com,Wheat 
Soybeans 
Tobacco 

Tobacco 
cotton 
Tree Fruit 



State 
South Dakota 

Tennessee 

Texas 

Utah 

Virginia 

Washington 

Wisconsin 

Wyoming 

Exhibit 3 (Pace 31 

Seuaratelv Rated Crops 
Corn 
wheat 

Burley Tobacco 
Dark Tobacco 

Cotton 
w-heat 
Mai2.e 

wheat 

Tobacco 

wheat 
Tree Fruit 

Corn 
Potatoes 
Tobacco 

wheat 

182 



NATIONAL CROP INSURANCE SERVICES 

Exhibit 4 

1 l/7/91 

(1) 
1991 
Rate 
Area 

6.00 
6.50 
7.00 
7.50 
8.00 
8.50 
9.00 
9.50 

10.00 
10.50 
11.00 
11.50 
12.00 
12.50 
13.00 
13.50 
14.00 
14.50 
15.00 
15.50 
16.00 
17.00 
18.00 
19.00 

STATE 

POLICY FORM COMPARISON ANALYSIS 
MINNESOTA SOY BEANS 1957-l 990 

3ase form: BASIC Analyzed form: XSlOIP 
(2) (3) (4) (3 (6) 

Llablllty* Actual Losses Computed Losses Policy Form Factor: 
[nearest $lOOOl (nearest $1000) (nearest $1000) Actual Trend 

5,404 1,145 727 0.63 0.58 
1,920 405 253 0.62 0.59 
6,982 1,530 985 0.64 0.59 
5,365 812 428 0.53 0.60 

10,755 2,031 1,218 0.60 0.60 
6,756 1,240 727 0.59 0.61 

30,558 5,436 3,143 0.58 0.62 
5,120 1,002 611 0.61 0.62 

17,972 3,720 2,384 0.64 0.63 
7,828 1,758 1,146 0.65 0.63 

28,615 6,168 3,939 0.64 0.64 
14,530 2,884 1,701 0.59 0.64 
21,919 4,959 3,220 0.65 0.65 
23,708 5,170 3,297 0.64 0.66 
46,325 11,527 7,841 0.68 0.66 
31,155 7,444 4,912 0.66 0.67 
36,065 8,285 5,454 0.66 0.67 
26,197 6,208 4,183 0.67 0.68 
42,731 10,827 7,449 0.69 0.68 
24,797 6,695 4,729 0.71 0.69 
47,698 12,383 8,595 0.69 0.7c 
40,135 10,632 7,445 0.70 0.71 
23,177 7,401 5,662 0.76 0.72 
27,733 8,052 5,875 0.73 0.73 

533,444 127,713 85,922 0.67 

l Liability with loss 
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NATIONAL CROP INSURANCE SERVICES 9/7/89 

Exihibit 3 

1990 
RATE 
AREA 

2.00 
2.25 
2.50 
2.75 
3.00 
3.25 
3.50 
3.75 
4.00 
4.50 
5.00 
5.50 
6.00 
6.50 
7.00 
7.50 
8.00 
8.50 
9.00 

‘OTALS AND 
iVERAGES 

-- 

CROP COMPARISON ANALYSIS 
MINNESOTA 1948 - 1988 

LIABILITY (nearest $1000) 
Base Crop 2 

WHEAT BARLEY __-- 

43,315 12,254 
9,498 2,662 

74,888 22,041 
49,885 20,152 
28,033 10,381 
62,837 22,698 
76,069 28,203 
38,535 12,111 

108,518 48,539 
106,479 43,374 

81,573 41,009 
56,667 26,156 
36,989 16,122 
41,271 18,944 
32,436 15,083 
20,277 12,533 

6,557 3,799 
13,163 6,221 
15,888 9,277 

902,878 371,559 2.36 3.64 150 %' 

LOSS COST 
Base Crop 2 

WHEAT BARLEY 

T LOSS COST AS % 
OF BASE UC 

Crop 2 
BARLEY 

0.40 0.88 220% 
0.54 1.33 246 
0.87 1.07 123 
1.19 2.08 175 
2.58 4.01 155 
2.03 3.24 160 
1.67 2.55 153 
1.66 3.68 222 
2.02 3.00 149 
2.54 3.53 139 
2.90 4.26 147 
3.06 4.96 162 
3.31 3.78 114 
4.40 4.97 113 
4.15 6.22 150 
5.14 5.46 106 
4.56 7.25 159 
3.85 5.28 137 
4.68 6.60 141 

ATED CROP FACTOR: ____~ 1.50 i 

l Weighted by designated liability 

IS-l 



Exhibit 6 

HISTORICAL TOWNSHIP LOSS COSTS 
102N 28W. FARIBAULT COUNTY, MINNESOTA 

Liability Loss cost Percent11 
Year (000) - Year Cumulative 

48 11 5.99 5.99 
CharMe/ 

49 10 3.14 -91% 
50 14 1.88 -67% 
51 21 8.23 4.26 56% /I 
52 20 7.40 5.09 16% 
53 33 3.55 -43% 

54 42 2.56 -39% 
55 30 11.77 4.09 37% 
56 14 7.42 4.33 6% II 
57 55 18.18 7.37 41% 
58 105 22.82 11.94 38% 
59 74 0.08 9.90 
60 72 0.14 8.49 
61 49 18.48 9.38 
62 56 1.43 8.65 
63 73 25.99 10.51 
64 133 0.15 8.82 
65 122 2.46 7.99 
66 156 0.06 6.85 

-19% 
-10% 
-17% 

67 186 35.82 11.07 38% 
68 224 0.70 9.52 -16% 
69 273 0.79 8.18 -16% 
70 196 0.77 7.44 -10% 
71 231 8.07 7.51 1% 
72 370 
73 456 
74 497 
75 456 
76 645 
77 787 
78 1338 
79 345 
80 574 
81 1041 

62.74 

0.98 

3.38 
0.19 

41.31 
4.59 

19.41 
21.82 

15.46 51% 
13.13 -18% 
11.42 
10.11 

9.17 
7.86 

14.49 
14.01 
14.42 
15.30 

1026 1.61 13.86 -10% 
873 46.22 16.52 16% 



YEAR 
49 
50 

E 
73 
75 
66 

2 
64 
77 
90 
68 
70 
69 
74 
62 
84 
82 

ii: 
87 
76 

MEDIAN ii 
48 
52 
56 
71 
51 
89 
55 
85 
57 
61 
80 
81 
58 
63 
67 
78 
83 
72 

LIABILITY 
w) 

10 
I4 
33 
42 

456 
456 
156 

74 
72 

133 
787 
167 
224 
196 
273 
497 

56 
1132 
1026 

122 
164 
170 
645 
345 
558 

II 
20 
14 

231 
21 

121 
30 

335 
55 
49 

574 
1041 

105 
73 

186 
1338 

873 
370 

Variance of non-zero 
loss costs 213.45 86.86 147.55 166.82 

Limited Losses 1,868,357 1,334,169 1,695,240 1,828,989 

Variance Reduction 0.593 0.309 0.125 
Loss Reduction 0.286 0.093 0.021 
Test Statistic 2.074 3.332 5.920 

LOST 
COST 

0.06 
0.08 
0.14 
0.15 
0.19 
0.35 
0.70 
0.77 
0.79 
0.98 
1.43 
1.44 
I.61 
2.46 
3.31 
3.34 
3.38 
4.59 
5.21 
5.99 
7.40 
7.42 
8.07 
8.23 

10.81 
Il.77 
13.41 
18.18 
18.48 
19.41 
21.82 
22.82 
25.99 
35.82 
41.31 
46.22 
62.74 

Exhibit 7A 

Loss Cost Limited to 
5 X Median 

0.06 
0.08 
0.14 
0.15 
0.19 
0.35 
0.70 
0.77 
0.79 
0.98 
1.43 
I.44 
1.61 
2.46 
3.31 
3.34 
3.38 
4.59 
5.21 
5.99 
7.40 
7.42 
8.07 
8.23 

10.81 
II.77 
13.41 
18.18 
18.48 
19.41 
21.82 
22.82 
25.99 
26.05 
26.05 
26.05 
26.05 

7.5 X Median 10 X Median 

0.06 
0.08 
0.14 
0.15 
0.19 
0.35 
0.70 
0.77 
0.79 
0.98 
1.43 
I.44 
1.61 
2.46 
3.31 
3.34 
3.38 
4.59 
5.21 
5.99 
7.40 
7.42 
8.07 
8.23 

10.81 
11.77 
13.41 
18.18 
18.48 
19.41 
21.82 
22.82 
25.99 
35.82 
39.34 
39.34 
39.34 

0.06 
0.08 
0.14 
0.15 
0.19 
0.35 
0.70 
0.77 
0.79 
0.98 
1.43 
1.44 
I.61 
2.46 
3.31 
3.34 
3.38 
4.59 
5.21 
5.99 
7.40 
7.42 
8.07 
8.23 

10.81 
11.77 
13.41 
18.18 
18.48 
19.41 
21.82 
22.82 
25.99 
35.82 
41.31 
46.22 
52.10 



Exhibit 76 

TEST STATISTICS FOR ALL MULTIPLES 1993 MINNESOTA SOYBEANS 

AULTIPLE 

19.3 
19.2 

ACTUAL NORMAL k VAR. ACTUAL NORMAL % LOSS TEST 
VARIANCE VARIANCE REDUCED LOSSES LOSSES REDUCED STATISTIC 

211.8149 191.1365 6.7625 238,353,170 229,712,094 3.6253 2.6929 
211.8149 190.8559 9.8950 236.353.170 229.601.030 3.6719 2.6946 

19.1 211.6149 190.5664 10.0316 238,353,170 229&2;038 3.7218 
19.0 211.8149 190.2737 10.1698 238.353.170 229,359.865 3.7731 
18.9 211.8149 189.9761 10.3103 238,35X170 229,235,171 3.8254 2.6952 
18.8 211.8149 189.6724 IO.4537 238,353,170 229.108,493 3.6786 2.6952 
18.7 211.8149 189.3655 IO.5986 238,353,170 228,981,300 3.9319 2.6955 
18.6 211.8149 169.0529 10.7462 238.353.170 228.852.542 3.9859 2.696l-l 
18.5 211.8149 188.7373 IO.8951 238a53.170 22817223103 4.0407 
18.4 211.8149 166.4185 11.0457 238,353.170 228.590.962 4.0957 
18.3 
18.2 

;:. 18.1 ̂ : 

18.0 
17.9 
17.8 
17.7 
17.6 
17.5 
17.4 
17.3 
17.2 
17.1 
17.0 
16.9 

211.8149 
.211.8149 
.2l1.w49,: 

211.8149 
211.8149 
211.8149 
211.8149 
211.8149 
211.8149 
211.8149 
211.8149 
211.0149 
211.0149 
211.8149 
211.8149 

..:.: .: 

188.0900 
187.7765 

..I8734541 
187.1305 
186.8047 
186.4760 
186.1439 
185.8095 
185.4755 
185.1408 
184.8025 
184.4610 
184.1146 
183.7609 
183.3974 

11.1966 238.353.170 
11.3488 
11.5010 
I I .6537 
11.8076 
11.9627 
12.1195 
12.2774 
12.4351 
12.5931 
12.7528 
12.9141 
13.0776 
13.2446 
13.4162 

238;353;170 
:238,353,170 1.. "- 
238.353.170 
238;353;170 
236.353.170 
238,353,170 
238.353,170 
238.353.170 
238,353,170 
238.353,170 
238,353,170 
238,353,170 
238,353,170 
238.353.170 

228.456.406 
228,325,X57 
228,191.033 
228.054.764 
227,915,943 
227.776.199 
227;636;303 

22617751187 

227,496,211 
227.355,897 

226,624,657 

227,212,IOI 
227,068,061 
226.923044 

228.469.458 4.9858 

4.1513 
4.2071 

4.8575 

4.2635 
4.3207 

4.9208 

4.3769 
4.4375 
4.4962 
4.5550 
4.6139 
4.6742 
4.7346 
4.7955 

2.6971 
2.6975 

: .. 2.6976 
2.6972 
2.6965 
2.6958 
2.6955 
2.6954 
2.6952 
2.6942 
2.6935 
2.6930 
2.6923 
2.6916 
2.6909 

16.8 211.8149 183.0246 13.5922 238:353;170 226~311~561 5.0520 
16.7 211.8149 182.6457 13.7711 238,353.170 226.153.136 5.1185 

18.6 211.8149 182.2842 13.9512 238,353,170 225.992397 5.1857 
16.5 21 I .8149 181.8774 14.1338 238,353,170 225.827,806 5.2550 2.6896 
16.4 211.6149 16mO 14.3224 236353.170 225d@.40 5.3265 2.8903 1 2.6689 



Exhibit8 

NATIONALCFIOPINSURANCESERVICES 
CHSlOF 
MINNESOTASOYBEANS 

1A-E 
'EAR GROUP 

1993 011 

1993 011 

1993 011 

1993 011 

1993 011 

I..(LOCI\TIOH 
1043FARlBAULT 

lOlN024W 60 

60 

60 

60 

60 

60 

60 

60 

60 

60 

60 

60 

60 

60 

60 

60 

lOlN025W 

lOlN026W 

lOlN027W 

lOlN026W 

102N024W 

102N025W 

102N026W 

102N027W 

102N026W 

103N024W 

103N025W 

103N026W 

103NO27W 

103N026W 

104N024W 

9.563.497 

16.561.342 

12.986.662 

9.019.172 

12.740.136 

9.932.217 

15.067.464 

14,796.310 

10,561.707 

13.992.899 

11.63-3.624 

14,200.617 

15.771.457 

6,240,148 

9.342.276 

14,202,0X1 

1993 
FALC ANALYSlS BASEDONPERlOD1946-1991 

NORMAL NORMAL LOSS COSTS (CATASTROPI 
LOSSES LOC 9lwP 25TwP CTV 

1,111.590 11.62 11.06 9.65 9.66 7.70 10.21 10.93 

1,300.599 7.65 10.49 9.64 9.66 7.70 9.59 10.27 

1,101.977 6.48 9.66 9.94 9.66 7.70 9.75 10.44 

677,991 9.73 9.69 10.16 9.66 7.70 10.05 10.76 

1.146.023 9.00 10.26 9.65 9.66 7.70 9.63 10.53 

1,203.OlO 12.11 10.04 9.96 9.66 7.70 10.19 10.91 

2,214.799 14.66 9.94 9.66 9.66 7.70 10.20 10.92 

1,351.013 9.13 9.50 9.66 9.66 7.70 9.56 10.26 

764,427 7.43 9.63 9.63 9.66 7.70 9.44 10.11 

1.921.161 13.73 10.34 9.44 9.66 7.70 10.00 10.71 

763,674 6.62 10.46 10.29 9.66 7.70 9.95 10.66 

1.174.070 6.27 10.13 9.69 9.66 7.70 9.76 10.45 

1.754.943 11.13 9.01 9.75 9.66 7.70 9.76 10.47 

576,737 7.02 9.30 9.20 9.66 7.70 9.00 9.64 

1.043.508 11.17 9.90 6.69 9.66 7.70 9.12 9.77 

2.077.966 14.63 10.95 9.74 9.66 7.70 10.41 11.15 

i 

REMOVED) 

T!y-.Yr / 
FALC 

(WITH CATASTROPHE) 
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1993 MINNESOTA GRAINS 

(1) 

CRD 

10 

20 

30 

40 
5 

50 

60 

70 

80 

90 

STATE 126,874,532 1!5,483,816 11,390,716 1.099 1,746,671 

(2) 

TOTAL LOSSES 

35,201,057 

435,734 

0 

21,035,626 

13,09o,cr93 

957,318 

13,917,098 

30.42 1,459 

11,816,147 

REDISTRIBUTION FACTORS 

(3) (4) (5) 
LIMITED CATASTROPHE UNLIMITED 
LOSSES LOSSES FACTOR 

33,488,591 1,712,466 1.051 

430,702 5,032 1.012 

0 0 1.000 

20,196,211 839,415 1.042 

12,449,736 640,357 1.051 

892,114 65,204 1.073 

12,944,887 972,211 1.075 

23,950,154 6,471,305 1.270 

11,131,421 684,726 1.062 

a)Column (5) limited to a maximum of 1.197 

b)Column (3) x [Column (5) - Column (6)] 

(6) 
LEVEL 1 

FACTORa) 

1.051 

1.012 

1.000 

1.042 

1.051 

1.073 

1.075 

1.197 

1.061 

(7) 
LEVEL 2 
LOSSESb) 

0 

0 

0 

0 

0 

0 

0 

1,746.671 

0 
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ANTICIPATED LOSS RATIO SCHEDULE 

RATE 
Under $0.99 
1.00 - 1.99 
2.00 - 2.99 
3.00 - 3.99 
4.00 - 4.99 
5.00 - 5.99 
6.00 - 6.99 
7.00 - 7.99 
6.00 - 8.99 
9.00 - 9.99 

10.00 - 10.99 
11.00 - 11.99 
12.00 - 12.99 
13.00 - 13.99 
14.00 - 14.99 
15.00 - 15.99 
16.00 - 16.99 
17.00 - 17.99 
18.00 - 18.99 
19.00 andOver 

- 
I 

- 

ALR: 
% FALC 

50 % 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 

% EXPENSES AND 
PROFIT 

50 % 
40 
47 
46 
45 
44 
43 
42 
41 
40 
39 
38 
37 
36 
35 
34 
33 
32 
31 
30 

I Yf) 



Appendix A 

CHIAA CROP-HAIL POLICY 

The Name of Company 

This poky IS signed by the President and Secretary of the companv. One of our authorized representatwes 
must also countersign the policy before it IS valid. 

(Signature) 

Secretary 

(Slgnaturel 

Ptesldent 

I Y I 



YOUR CROP-HAIL INSURANCE POLICY 

Quick Reference 

Your Crop-Hail policy is composed of four parts: 

11 Part I -Consists of your APPLICATION OR OECLARATION PAGE for this insurance which contatns 
the schedule of insurance, description and location of crops insured. and binder prowsions. 

2) Part II -The SPECIAL PROVISIONS aqd ENDORSEMENTS. if any. tailor the coverage to meet the needs 
of the crops grown within Your state and to conform to the laws and regulations of the state. 

31 Part III -The following GENERAL PROVISIONS are the same for all policws written in the United States. 

Agreement to Insure 

Coverage ProvisIon No. 1 

Insurance Period. ProvIsion No. 2 

Duties After Loss. Provision No. 3 

Loss Payment. Provision No. 4 

Reduction of Insurance. Provision No. 5 

Appraisal Provision No. 6 

Liberalization Provision No. 7 

Variation in Acreage in Case of Loss. Provision No. 8 

Waiver or Change of Policy Provisions, Provision No. 9 

Assignment of Interest, Provision No. 10 

Assignment of Indemnity. Provision No. 11 

Concealment or Fraud. Provision No. 12 

Cancellation of Policy. Provision No. 13 

Exclusions. Provision No. 14 

Abandonment of Crop. Provision No. 15 

Suit Against Us. Provision No. 16 

Conformity to Statutes. Provision No. 17 

Subrogation (Recovery of Loss From a Third Partyt. Provision No. 18 

4) Part IV -EXPLANATION OF POLICY TERMS. 

IMPORTANT: This Quick Reference is not pan of the Crop-Hail Policy and does not provide coverage 
Refer to the CropHarl Policy itself for the actual contractual provisIons. 

PLEASE READ THE CROP.HAIL POLICY CAREFULLY 

I ‘)_1 



EXPLANATION OF POLICY TERMS 

Throughour this policy “you” and “your” refer to the “named Insured” shown in the ADPllCal10n 
or Declarations. and “we”. “us” and “our” refer to the Company prowdmg thts msurance In addltlon. 
certain words and phrases are defined as follows. 

1. “Insured” means you 

2. “Schedule of Insurance” is the lisl of crops, locanons, and amounts of insurance for which you 
have made application. 

3. “Harvest”: the act or process of gathering m a crop. 

4. “Replant”: to reseed or transplant due to the condition of the original crop. 

5. “Feasible to Replant” means that the remaining growing season 1s consldered sulflclenr for a 
crop to reach maturity. 

6. “Insured Crop” means a crop described in the Schedule of Insurance for which a specific amount 
of insurance and premium charge has been indicated. 

7. “CHIAA”: Crop-Hail Insurance Actuarial Association. 

6. “Unit of Insurance”: Throughout this policy the acre is the unit of msurance. This means that 
the limit of insurance applying to loss on any acre may not exceed the limit per acre in the 
Schedule of Insurance. 

This also means to the extent a crop is insured for less than its value you are self insured. As 
an example of how this works, assume a crop is worth 9 100 per acre and you insured It for 
only $50 per acre; assume also that there has been a yield reduction of 40% due to hall. If 
there 1s no Excess Over Loss or Deductible applying, the amount payable is 40% of S 50 per 
acre (or $20.00 per acre), whereas the actual amount of the loss is 40% of $100 (or $40.00 
per acre). and you are thus self insured for rhe difference of $20.00 per acre. 

9. “Crop Yield” means the production per acre that the insured crop would reasonably be expected 
to produce at harvest. The production per acre is usually expressed in terms of bushels, pounds, 
tonnage, etc. 
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GENERAL PROVISIONS 1987.CHIAA 3 

AGREEMENT TO INSURE: We will provide the insurance described in thrs polrcy in return for the Premium and 
compliance wrth all applicable provisions. 

1. COVERAGE. b. Our Durres Are. 
We cover the crops specrfied at the locations described in 
the schedule of insurance. ( 1) Adjust all losses. 

We do not cover crops that have been damaged by hail pnor 
to signing the application. 

2. INSURANCE PERIOD. 

I21 Pay the loss wrthin 30 days after we reach agree- 
ment with you. entry of a fmal judgment, or the 
frlrng of any appraisal award with us. 

The insurance is in effect from the time the crop is clearly c. Adjustment Procedures. 
visible above the ground until the crop is harvested, except We recognize and apply the Loss Adjustment 
as follows: Procedures used by the Crop Insurance Industry. 

a. No coverage is in effect until 12:Ol a.m. following the d. Deferred Adjustmenl. 
date you signed the appkcation. At trmes it may be necessary for us to defer the 

adjustment of a covered loss until the actual loss can 
b. For some crops there is an additional waiting period if be determined. We will not pay for reduction of yield 

shown in the Special Provisions or in a special crop resulting from your failure to care for the crop during 
endorsment. the deferral period. 

c. Coverage expires on the dates shown in the Special 
Prowsions or special crop endorsement. 

d. increase of Existing Insurance 
Insurance added to this policy becomes effective at 
12:Ol a.m. following the date of the revised Schedule 
of Insurance or as otherwise provided in the Special 
Provisions or special crop endorsement. 

e. Oecrease of Exishg lnsursnce 
Reduction or cancellation of insurance will be effective 
at 12:Ol a.m. of the date requested. 

3. DUTIES AFTER LOSS. 
a. Your Duties Are: 

In case of a probable loss to crops insured under this 
policy you must: 

i 1 I Give written notice to us within 10 days after the 
occurrence. 

(21 Preserve in each damaged field of insured crop 
samples of the remaining damaged crop for our 
examination. 

(31 Allow us to examine the damaged crop as often as 
we reasonably require. 

14) Upon our request provide a complete harvesting 
and marketing record of each insured crop. 

(5) Upon our request submit to examination under 
oath. 

(61 Sign a Withdrawal of Claim when our inspection of 
the crop determines there is no payable loss under 
the terms of this policy. 

(71 Within 60 days after your loss. unless we extend 
such time in writing. submit to us a signed state- 
ment in proof of loss declaring your loss and interest 
in the crop. 

I 

4. LOSS PAYMENT. 
a. The amount payable per acre win be the limit Of 

insurance applying on the date of the loss multiplied 
by the percentage the crop yield is reduced because 
of the loss. However, the amount payable may not 
exceed the actual cash value of the portion of the crop 
destroyed by perils insured against. 

b. If a crop loss is also covered by other insurance, we 
will pay only the proportion of the loss that our limit 
of insurance bears to the total amount of insurance, 
except that no Federal Crop Insurance policy or 
Multiple Peril Crop Insurance policy will be prorated with 
this policy. 

5. REDUCTION OF INSURANCE. 
The limit of insurance applying to each acre of insured crop 
will be reduced: 

a. By the gross percentage of loss determined for each 
loss. 

b. By the same percentage as each acre of crop IS 
harvested. 

6. APPRAISAL. 
If you and we fail to agree on the percentage the yield is 
reduced because of the loss, the following procedure will 
be used: 

a. One of us will demand in writing that the percentage 
of yield reduction be set by appraisal. 

b. Each of us will select a competent appraiser and notify 
the other of the appraiser’s Identity within 10 days after 
receipt of the wntten demand. 

c. The two appraisers will then select a competenr. 
Impartial umpire. If the two appraisers are unable to 
agree upon an umpire within 10 days, you or we can 
ask a judge of a court of record m the state rn whrch 
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d. The appraisers w!ll then set the percentage of yleld 
reduction. If the appraisers submit a wrItten report of 
an agreement to us, the amount agreed upon will be 
the percentage of yield reduction. 

e. If the appracsers fad to agree wIthIn a reasonable time. 
they will submit their dlfference to the umpire. Wrltten 
agreement signed by any two of these three wll set 
the percentage of yield reduction. 

Each appraiser will be paid by the party selectmg that 
appraiser. Other expenses of the appraisal and compensa- 
t~on of the umpire will be pald equally by you and us. 

We will not be held to have waived any of our rights by 
any act relatmg to appraisal. 

7. LIBERALIZATION. 
If we adopt any revision which would broaden the coverage 
under this policy without additional premium, the broadened 
coverage will apply. 

8. VARIATION IN ACREAGE IN CASE OF LOSS. 
When the actual acreage of a crop differs from the number 
of acres stated by item in the Schedule of Insurance: 

a. A revised Schedule of Insurance per acre will be ob- 
tained by dividing the limit of insurance by the actual 
acreage at the locatlon for such Item. 

b. The total insurance per acre on your insured interest 
will not exceed the value of the crop at the time of loss. 

9. WAIVER OR CHANGE OF POLICY PROVISIONS. 
A waiver or change of any provision must be in writing and 
approved by us. Our request for an appraisal or examina- 
tion will not waive any of our rights. 

10. ASSIGNMENT OF INTEREST. 
You may not assign your interest I” this policy without our 
written consent. 

11. ASSIGNMENT OF INDEMNITY. 
You may assign to another party your right to an mdemni- 
ty for the crop year only on our form and with our approval. 
The assignee will have the right to submit the loss notIces 
and forms required by the policy. 

12. CONCEALMENT OR FRAUD. 
We do not provide coverage for any insured who has 
intentionally concealed or mwepresented any material fact 
or circumstance relating to this insurance, either before or 
after a loss. 

13. CANCELLATION OF POLICY. [Except as provided in 
Special Provisions) 

a. By YOU: 
If you cancel or reduce coverage prior to Inception of the 
insurance period we WIII refund your paid premium for the 
amount of wurance cancelled. If you cancel or reduce 
coverage during the insurance period we WIII not refund any 
premium 

I Oh 

b. By Us 
We may cancel all or any part of the !nsurance provided 
by us at any twne by notifymg you at least 10 days before 
the date and hour cancellation takes effect. NotIces of 
cancellation may be delivered or mailed to you at your mall- 
ing address shown m the declarat8ons. Proof of mallmg WIII 
be sufficient proof of notIce. 

II we cancel all or any part of this policy. we WIII return the 
premium pald for the amount of msurance per acre on the 
portion cancelled. 
(State law exceptions to the 10 days notice of cancelIa. 
non, if any. are contained in the Special Provisions.1 

14. EXCLUSIONS. 
We do not cover: 

a. Loss from any’ per11 not insured against, even though 
the loss may have occurred in conjunction with a per11 
insured agamst. 

b. Loss of any portion of a crop recoverable by harvesting 
equipment. 

c. Loss due to your neglect or failure to harvest mature 
crops. 

d. Injury or damage to the vegetative or flowering portlon 
of any plant, tree or shrub, except to the extent that 
the mjury results in a reduction of yield of that crop. 

e. Any loss that has been contnbured to by nuclear reac- 
tion, radiation, or radroactwecontaminatlon, all whether 
controlled or uncontrolled or however caused, or any 
consequence of any of these. 

15. ABANDONMENT OF CROP. 
We will not accept abandonment to us of any interest I” 
any crop. 

16. SUIT AGAINST US. 
You cannot bring suit or action against us unless you have 
complied with all of the policy provisions. 

If you do enter suit against us you must do so within 12 
months of the occurrence causing loss or damage. 
IState law exceptions to the 12 months limitation, if any, 
are contained in the Special Provisions.1 

17. CONFORMITY TO STATUTES. 
If any terms of this policy are in conflict with statutes of 
the state in which this policy is Issued the policy will con- 
form to such statutes. 

1 B.SUBROGATION {Recovery of loss from a third party.) 
Because you may be able to recover all or a part of your 
loss from someone other than us. you rn”st do all you can 
to preserve any such rights. If we pay you for your loss then 
your right of recovery will belong to us. If we recover more 
than we pald you plus our expenses, the excess will be pald 
to you. 



CROP-HAIL POLICY-BASIC FORM 

SPECIAL PROVISIONS 

1987 -CHIAA 635 

1. PERILS INSURED AGAINST. 4. CANNING BEANS AND CANNING PEAS. 
We insure for direct loss to crops described in the Schedule Insurance on canning beans and cannmg peas WIII expire 
of Insurance caused by: 60 days after the crop is clearly wsible above the ground 

a. Hail 

b. Fire and Lightning 
We cover loss by fire and lightning before harvest and 
while crop is still in the harvester. 

c. Transir Coverage (Excepr Cortonl 
While the harvested crop is being transported to the 
first place of storage not to exceed 50 miles. this policy 
is extended to cover loss caused by: 

5. CORN AND SORGHUM. 
On corn grown for seed purposes, and on popcorn or sweet 
corn, the amount of any loss vwll be determined m rhe same 
manner as for ordinary field corn. On sorghum crops grown 
for seed purposes, the amount of any loss wll be 
determined in the same manner as for ordinary field 
sorghum. 

6. COTTON. 
We do not cover cotton bolls fmmature ar the nme of a 
killing frost or freeze. 

(1 I Fire and Lightning 
12) Windstorm 
(31 Collision 
(41 overturn 
151 Collapse of bridges, docks and culverts 

However, Transit Coverage is excess over any other 
valid and collectible insurance. 

FIRST PLACE OF STORAGE means any drying 
apparatus, drying bins or storage facility of any kind. 

7. HAY, FORAGE AND GRASS CROPS. 
a. For hay, forage or other crops harvested more than 

once each growing season. the limit of Insurance per 
acre provided for each cutting or’ harvest WIII be 
determined by diwding the total msurance per acre bv 
the number of cuttings or harvests. 

b. If your schedule of insurance specifies a limit of 
insurance per acre for each cutting or harvest, Sectton 
(al will not apply. 

c. When hay and grass crops grown for seed are Insured: 

d. Fire Dep8rfm8nt Service Charge 
We will pay up to $250 for your obligation assumed 
by contract or agreement for lire depanment charges 
incurred when the fire department is called to save or 
protect the unharvested crop. 

(1 J The insurance will apply only to the currlng to be 
harvested for seed. 

(2) Until the seed is set. a maximum of 25% of rhe 
insurance per acre stared in the Schedule of 
Insurance will apply. 

No Excess Over Loss or Deductible will apply to Fire, 
Lightning and Transit Coverage or Fire Department Service 
Charge. 

2. MINIMUM LOSS. 
We will not cover any loss until the percentage of Yield 
reduction per acre equals 5% or more of the crop, nor any 
loss in addition to a paid loss until such addItIonal reduction 
an yield equals 5% or more of the original crop. 

8. REPLANTING DESTROYED CROPS. 
When any acre of crop has been damaged by hall TO the 
extent that replanting is necessary. and replanting ro rile 
same or a substitute crop is feasible under the gro,.viny 
conditions where such crop is grown, we will reimburse LUU 
for Your actual expense of replanting not to exceed :he 
following percentage of the limit of insurance applying to 
each acre of the insured crop, whether the crop is replar.;+l: 
or not. 

3. CATASTROPHE LOSS AWARD. 
When a loss exceeds 70% on any acre of the insured crop 
an additional amount of one-half of the percent of loss that 
is in excess of 70% will be paid. However: 

Cotton: 
Basic Form. 
DXSlO Form : : : : 

1 o< 
5 ?.c 

XS2OlP form. 
Other crops, at/ forms. 

:‘- 
LC: 

a. the total amount payable per acre will not exceed the 
amount of insurance applying at the time of loss; 

b. this award will not be paid if the loss IS subject to any 
Excess Over Loss or Deductible provision which does 
not disappear at or less than 70% loss. 

The limit of insurance will be reduced by lhe arnounl jlf ,’ .? 
replanting award. The insurance will conrmue or’ ‘7.7 
replanted cropif of like kind; If not ol llke kind. the ~rs~,‘c~~ ? 
will transfer to the substitute crop at the ap~roi~ 3.1 
premium upon approval by us. 



9. EXPIRATION OF INSURANCE. Ot3IS 
Coverage ceases at 12:Ol a.m. on the followmg dates of Cimarron. Texas, and 

the cur&t year: 

1 B~%on, Texas, and 
Beaver Counries. 
All other counties. 

Corn. 
, Cotton 

Combine maize 
Mile maize. 

Hail 
coverage: 

Beaver Counties 
All other counties. 

Fire, 
Lightning me 

and Transit Cimarron, Texas, and 
coverage: Beaver Counties. 

A// other counties. 

July 25..... July 25 Sorghum crops. 
July 15..... July 15 Soybeans 

October 15. December 15 Wheat 
Oecembet 15. December 15 Cimatron, Texas and 
November 15.. December 15 Beaver Counries. 
November 15. December 15 All other counties. 

All crops not specified 

July 25 
July 15. 

July 25. July 25 
July 15. July 15 

November 15. 
November 15. 

December 15 
November 15 

July 25. 
July 15. 

October 15. 

July 25 
Julv 15 

July 25 
July 15 

October 15 

OPTIONAL PROVISIONS 

Your application and tate of premium determine whether your coverage will be amended by one of the following 
optional provisions. 

EXCESS OVER 10% LOSS-DISAPPEARING AT 50%-PROVISION-(SYMBOL: DXSlO) 

We will not covet any loss until the percentage of yield reduction pet acre exceeds 10%. The percentage pet 
acte then payable will be the percent in excess of lo%, multiplied by 1.25. Once the percent of yield reduction 
equals ot exceeds 50% this provision will no longer apply. The payable percentage may not exceed 100%. 

When the percentage of yield teducrlon once exceeds 10%. theteafret the “Minimum Loss” provision will apply 
to any subsequent losslesl. 

EXCESS OVER 20% LOSS-INCREASING PAYMENT PROVISION (SYMBOL: XS2OlP) 

I .We do not covet any loss until the reduction in yield pet acre exceeds 20%; the percentage pet acre then payable 
wtll be the percent in exce.ss of 20%. multiplied by 1.25. The payable percentage may not exceed 100%. 

When the percentage of yield reduction once exceeds 20%. thereafter the “Minimum Loss” provision will 
apply to any subsequent loss(es). 



8 ppendix c 

REPORT ON BIAS IN FALC DETERMLNATION 

Since the new crop hail rating method was implemented in 1990, there have been 
questions about how well this system works. One area of concern is whether there 
is any bias introduced by the Final Average Loss Cost (FALC) mix and the 
Catastrophe procedure. 

In the new Catastrophe procedure, losses in excess of a specified amount are removed 
from local experience and gathered into State and Crop Reporting District loss pools. 
The remaining losses are called “normal” losses. The initial estimate of the FALC 
for each location is based on a weighted average of location normal loss costs and 
normal loss costs from surrounding areas. It should not consistently over- or under- 
estimate local normal loss costs. Normal “implied” losses are detined for each 
location as 

NORMAL IMPLIED LOSS = FALC (w/o catastrophe) x LIABILITY. 

If there is no consistent bias in the FALC calculation, then the total implied losses for 
the state should not deviate significantly from statewide normal losses. 

After the initial FALC estimates are computed, the catastrophic losses are 
redistributed by means of factors applied to the FALC. The FALC with catastrophe 
should not consistently over- or under-estimate local loss costs. Total implied losses 
are calculated as 

TOTAL IMPLIED LOSS = FALC (w/catastrophe) x LIABILITY, 

Total implied losses for the state should not deviate significantly from statewide total 
losses. 

Table I lists several of the township rated states for which a rate analysis or FALC 
analysis has been done using the new rating methods. Also listed is the amount by 
which total implied losses deviated from total losses and the percent by which implied 
losses deviated from normal and total losses. 

Deviations from normal losses are quite small in each case. It is clear that the FALC 
mix does not consistently inflate or deflate losses. That the deviations from total 
losses don’t differ much from the deviations from normal losses would indicate that 
the catastrophe loading procedure does not create any bias. 

Areas with low liability have a different FALC mix than do areas with adequate 
liability. To examine the effects of the change in FALC mix, townships were 
separated by amount of liability. Tables 2 and 3 are examples of the results from this 
analysis. The amount of deviation from actual losses in the low liability areas varied 
considerably by crop and state. In some cases, implied losses in low liability areas 
differed quite a bit from actual losses. However, because the losses in these areas are 
so small, they have little impact overall. 

IYY 



DEVIATIONS OF IMPLIED LOSSES FROM ACTUAL LOSSES 

RATE 
ANALYSIS 

YEAR STATE 
------mm --_-- 

1990 IDAHO 
1990 IDAHO 
1990 IDAHO 
1990 IDAHO 
1991 ILLINOIS 
1991 ILLINOIS 
1990 IOWA 
1990 IOWA 
1990 KANSAS 
1990 KANSAS 
1990 MINNESOTA 
1990 MINNESOTA 
1991 MONTANA 
19 9 1 MONTANA 
1990 NEBRASKA 
1990 N. DAKOTA 
1990 OKLAHOMA 
1991 OREGON 
1990 5. DAKOTA 
1990 S. DAKOTA 
1991 WASHINGTON 

DEV. FROM 
CROP TOTAL LOSSES 
-m-m -------_____ 
BARLEY ($248,865) 
PEAS ($178,230) 
POTATOES (948.036) 

SOYBEANS $859,841 
CORN $637,725 
SOYBEANS $2,432,748 
CORN $46,746 
WHEAT $590,628 
GiLWINS 551.511 
SOYBEANS $2,691;539 
BARLEY ($132,994) 
WHEAT ($139,851) 
GRAINS 
WHEAT 
WHEAT $324;816 
GRAINS $17,994 
CORN $308,176 
WHEAT ($369,777) 
TREE FRUIT .$21,032 

1991 WASHINGTON WHEAT (5459,228) 

% DEV. FROM 
TOTAL LOSSES 
----_------- 

-1.0% 
-2.0% 
-0.4% 
-2.5% 

0.7% 
0.6% 
0.3% 
0.5% 
0.1% 
0.3% 
0.0% 
1.3% 

-0.4% 
-0.1% 
-0.1% 

0.3% 
0.5% 
0.2% 
0.7% 

-0.4% 
0.1% 

-3.4% 

% DEV. FROM 
NORMAL LOSSES 
-----------__ 

-1.0% 
-2.1% 
-0.4% 
-2.5% 

0.7% 
0.5% 
0.3% 
0.5% 
0.1% 
0.3% 
0.1% 
1.3% 

-0.3% 
-0.1% 
-0.1% 

0.3% 
0.5% 
0.2% 
0.7% 

-0.4% 
0.2% 

-3.3% 

TABLE 1. 
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TABLE 2. 1990 IDAHO BARLEY 

LIABILITY 

LOW 

NORMAL 

TOTALS 

LIABILITY 

LOW 

NORMAL 

TOTALS 

LIABILITY NORMAL LOSSES 

LOW 119,084 

NORMAL 8,074,&7 

TOTALS 8,193,731 

LIABILITY 

LOW 

NORMAL 

TOTALS 

TOTAL LOSSES 

119,084 

8,654,480 

8,773,5&i 

IMPLIED % DEVIATION 
NORMAL LOSSI$ NORMAL LOSSES FROM NORMAL 

163,047 245,595 0.3 

24,744,793 24,415,535 -1.3 

24,907,840 24,661,130 -1.0 

TOTAL LOSSES 

163,047 

25,594,542 

25,757,589 

IMPLIED % DEVIATION 
TOTAL LOSSES FROM TOTAL 

251,392 0.3 

25,257,332 -1.3 

25,508.724 -1.0 

TABLE 3. 1990 IDAHO PEAS 

IMPLIED 
NORMAL LOSSES 

149,211 

7,875,OOl 

8,024,212 

IMPLlED 
TOTAL LOSSES 

155,991 

8,439,343 

8,595,334 

% DEVIATION 
FROM NORMAL 

0.4 

-2.4 

-2.1 

% DEVIATION 
FROM TOTAL 

0.4 

-2.5 

-2.0 
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AN ACTUARIAL APPROACH TO PROPERTY CATASTROPHE COVER RATING 

Daniel Gogo 
ABSTRACT 

Forty-one years of catastrophe loss data by state are used in 

this study to produce a model for rating catastrophe covers for 

insurers in any region of the Continental United States. Smooth 

surfaces are fitted to the data by region, and experience rating is 

applied in an attempt to give appropriate weight to regional 

departures from the smoothed results. Severity distributions and 

frequencies are estimated for each region and a method for applying 

them in pricing catastrophe covers is discussed. A method for 

using the experience of an insurer to produce an experience 

modification is also presented. 



I. INTRODUCTION 

United States catastrophe cover rating is an interesting 

problem from both practical and theoretical points of view. 

On the practical side, it is an important untreated problem. 

No systematic attempt at using insurance loss data to produce 

catastrophe cover rates can be found in insurance literature, 

(Discussions of methods involving weather data are in Clark [4] and 

Friedman [6].) Catastrophe rates fluctuate greatly in the various 

regions of the country depending on the supply of capacity and on 

whether there has been a large catastrophe in the area recently. 

Pricing practices were not much different two decades ago when 

Ingrey [9] stated: 

The general yardstick is the "payback period," or, in how 
many years will a total loss be amortized in advance. 
Payback periods depend upon location, type of business 
written and past experience in addition to the basic 
ingredients of amount of capacity required, subject 
premium and rate. The adequacy of the initial retention 
is largely overlooked as are the incremental functions of 
exposure types, to wit, a company writing mobile homes has 
a much greater incremental exposure function than another 
insurer writing private dwellings. 

Catastrophe rating is also a challenging theoretical problem. 

The number of large catastrophes in any region is small, so it is 

important to use the experience of surrounding areas as well. 

It is useful to examine the relationship between catastrophe 

The author would like to thank Bruce Baumgarten, who introduced him 
to this subject, and Margaret O'Brien and Sheldon Cohen, who helped 
with the computer work. 



experience and the longitude, latitude, and distance from the coast 

of a region. Also, the size of a region affects the probability 

of a catastrophe destroying more than a given percentage of 

property value. 

By fitting a smooth surface that is a function of these 

variables to catastrophe loss data, it is possible to base 

estimates of expected losses for each region on more than just its 

own experience. Expected losses by region clearly have a smoother 

pattern than the sparse data. 

An attempt can be made to estimate the appropriate 

credibility to be given to the actual experience of a region, as 

opposed to the weight given to the expected losses indicated by a 

fitted smooth surface. If the indications of smoothed surfaces and 

the actual experience of a region are credibility weighted to 

estimate the expected number of catastrophes for the region in 

various loss size intervals, a loss distribution may be fitted to 

the estimates in order to smooth them in a reasonable way and also 

to estimate tail probabilities. 

II. THE MODEL 

A. Data 

To compare the relative destructive power of two natural 

catastrophes, such as windstorms, hitting different states, it is 

useful to consider the amount of property insurance premium in each 

state, as well as the amount of insured property damage in each 



state. The insured loss in each state will depend not only on the 

intensity and size of the catastrophe but also on the insured 

property in the area. 

"Catastrophe premium," defined below, will be used as the 

exposure base to which loss data is related. The definition is 

based on Ingrey [9]. It is intended that the catastrophe premiums 

derived from each line of business be in roughly the same 

proportion to expected catastrophe losses for the line. Ingrey 

does not present data to support the percentages used in the 

formula but indicates that they were developed with the cooperation 

of Allen Hinkelman, Excess and Casualty Reinsurance Association; 

Daniel Holland, Inland Marine Insurance Bureau; Donald Kifer, New 

York Fire Insurance Rating Organization; and Allen Royer, Multi- 

Line Insurance Rating Board. Data on catastrophe losses by line 

will be discussed in section III. 

Catastrophe premium = (10% of inland marine premium) + (10% of 

commercial multiple peril) + (80% of allied lines) + (10% of auto 

physical damage) + (20% of farmowners) + (100% of earthquake) + 

(20% of homeowners) + (15% of ocean marine) (1) 

An estimate, for example, that the proportion of homeowners 

losses caused by catastrophes is twice as high as the proportion of 

auto physical damage losses is implicit in the formula, since the 

corresponding percentages of premium are 20% and 10%. 

Actually, Ingrey's formula also includes 60% of mobile homes 

premium and 80% of difference in conditions premium, but these 



premiums are small and they were omitted. 

Some formula for catastrophe premium is often used by 

underwriters in evaluating a company's catastrophe exposure. 

Additional insight is given by expressing the loss layer to be 

reinsured in terms of percentages of the catastrophe premium, for 

example 200% xs 20%. In this paper, layers expressed as 

percentages of state or regional catastrophe premium are studied. 

Methods of applying the study to individual company catastrophe 

cover rating will be discussed later. 

Catastrophe covers are generally for a high enough layer so 

that an event must cause losses to several of a company's risks in 

order to produce a loss to the cover. Windstorms are the most 

frequent causes of losses to these covers. Other frequent causes 

are winter freezes, hail, and flooding. Fire is a less frequent 

cause. 

The loss data used [ll] in this study was produced by Property 

Claim Services (PCS) in Rahway, New Jersey and includes estimated 

insured loss for each United States catastrophe having an estimate 

of $1 million or more from 1949 through 1981 and $5 million or more 

from 1982 through 1989. (Note that the worst catastrophe loss year 

in recent history, 1989, is included in the data.) In order to be 

included, a loss must affect many insureds, although the exact 

number of insureds that must be affected has not been defined. (It 

is generally at least 1,000.) For each catastrophe, the estimated 

insured loss in each state is given. The PCS estimates are based 

on an extrapolation of estimates made by a set of insurers writing 



most of the property premium in the region of the catastrophe. 

Although PCS insured loss estimates are used in the study, a 

loss development factor will be applied in section III, which 

describes the method of rating catastrophe covers. 

For each of 28 overlapping regions of the continental 

United States, catastrophe premium was estimated for 1949-89. 

Gross written premium data by state from Best's Executive Data 

Service, and for older years from The Spectator, which is no longer 

published, was used to compute catastrophe premiums by state for 

approximately every fifth year. Exponential interpolation was used 

for other years, based on the computed catastrophe premiums. 

For each of the 28 regions mentioned above, the estimated 

insured loss to the region from each catastrophe from 1949-89 was 

divided by the region's catastrophe premium for the year of the 

loss. The ratios R of individual losses to corresponding 

catastrophe premiums were then grouped into the somewhat arbitarily 

chosen intervals 8%<Rjl6%, 16%<Rj32%, 32%<R<64%, and R>64%. 

The number of ratios falling in each interval for each region 

is shown in Exhibit 1. Exhibit 2 may be helpful in connection with 

Exhibit 1 as well as later exhibits. 

There is a theory that hurricane frequency should increase due 

to global warming, but no evidence of this was found in the data so 

no trend factor was applied. The loss trend and the premium trend 

are assumed to approximately cancel each other out. 



EXHIBIT 1 

FREQUENCIES BY REGION 

Reaion 
Interval of Ratio R 

8%~ R 516% 16%r R 332% 32%C RS64% Rz64% 

1. CA 
2. AZ,NM,NV,UT,CO 
3. TX 
4. AL,MS,LA 
5. FL 
6. GA,SC,NC 
7. TN,AR,OK 
8. OR,WA, ID 
9. ND,SD,UY,MT 

10. uN,WI 
11. NE,KS 
12. IA,MO,IL 
13. MI,IN,OH 
14. KY,W,PA 
15. VA,NJ,DE,MD,DC 
16. m,m 
17. ME,NH,MA,RI,CT 
18. 1,2(above) 
19. 8,9 
20. 3,4 
21. 5,6,7 
22. 10,x,12 
23. 13,14 
24. 15,16,17 
25. 1,2,8,9 
26. 3,4,7,10,11,12 
27. 5,6,13,14,15,16,17 
28. Continental U.S. 

3 
10 
22 
14 

4 
8 

23 
4 
4 

13 
22 
11 

6 
6 
6 
2 
7 
3 
8 
8 

18 
14 

7 
1 
3 

11 
5 

9 
252 

1 2 
4 1 
1 4 
3 5 
5 2 
6 4 
8 1 
1 0 
5 1 
6 5 
9 4 
6 0 
2 1 
1 4 
2 1 
2 1 
5 0 
3 1 
3 0 
7 2 
4 3 
4 0 
3 1 
2 1 
1 2 
4 3 
2 3 

4 2 
104 54 

0 
1 
3 
5 
5 
2 
0 
1 
1 
1 
1 
0 
1 
0 
2 
0 
2 
0 
1 
6 
1 
0 
0 
2 
0 
1 
1 

0 
37 
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8. Smoothina the Data 

The expected values of frequencies in each interval vary more 

smoothly as a function of regions than the data in Exhibit 1, since 

the data includes random variation. 

Most catastrophes are windstorms, and their frequency and 

severity is related to a region's latitude, longitude, and distance 

from the coast (Clark [4] and Friedman [6]). The probability 

distribution of the ratios of catastrophe losses to catastrophe 

premium is also related to the size of a region. The above facts 

motivate the attempt to use multiple regression for each interval 

of R values to fit the frequencies in Exhibit 1 to functions of the 

latitude, longitude, distance from the coast, and area of the 28 

regions. 

Multiple regression was used to relate the above variables to 

frequency of catastrophes in each of the intervals 8%<R616%, 

16%<R$32%, 32%<R<64%, R>64%, R>32%, R>16%, and R>8%. The intervals 

are purposely chosen in an overlapping manner for a reason 

explained in section IID. 

The details of the regressions are in Appendix A. A 

comparison of actual to fitted freqencies for four of the intervals 

is in Exhibit 3. 

C. Exuerience Ratina the Reaions 

Weights will be selected for the actual and fitted frequencies 



EXHIBIT 3 

COMPARISON OF ACTUAL (A) TO FITTED (F) FREQUENCIES 

Interval of Ratio R 
8%dR=16% 16%,Rf32% 32%eRC64% 

73 c a c REGION A F L A L L 

R>64% 
A F 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 

3 5.71 
10 5.61 
22 17.60 
14 17.77 

4 7.23 
8 6.15 

23 16.11 
4 4.73 
4 4.59 

13 12.72 
22 14.46 
11 14.43 

6 5.14 
6 5.54 
6 5.60 
2 4.97 
7 4.92 
3 5.59 
8 4.62 
8 17.48 

18 6.21 
14 13.73 

7 5.27 
1 5.05 
3 5.10 

11 15.70 
5 5.53 

9 14.44 4 4 49 A 
252 252.00 104 103.98 

1 
4 
1 
3 
5 
6 
8 
1 
5 
6 
9 
6 
2 
1 
2 
2 
5 
3 
3 
7 
4 
4 
3 
2 
1 
4 
2 

2.91 2 
2.62 1 
5.31 4 
5.61 5 
3.24 2 
2.93 4 
5.53 1 
2.79 0 
2.69 1 
5.65 5 
5.53 4 
5.46 0 
2.95 1 
3.00 4 
3.20 1 
3.20 1 
3.24 0 
2.58 1 
2.60 0 
5.12 2 
2.71 3 
5.07 0 
2.79 1 
2.88 1 
2.47 2 
4.80 3 
2.61 3 

2 
54 

1.84 0 1.71 
1.84 1 0.74 
3.82 3 1.86 
3.82 5 3.25 
4.32 5 4.45 
2.44 2 1.65 
2.61 0 1.35 
0.90 1 0.73 
0.92 1 0.44 
1.01 1 0.68 
1.70 1 0.87 
1.70 0 0.85 
1.20 1 0.70 
1.59 0 0.88 
1.59 2 1.51 
0.99 0 1.07 
0.94 2 2.75 
1.84 0 0.82 
0.86 1 0.51 
3.82 6 1.95 
2.69 1 2.02 
1.48 0 0.79 
1.38 0 0.71 
1.14 2 1.13 
1.32 0 0.57 
2.61 1 1.22 
1.75 1 0.91 
1 97 A 0 0.89 

53.99 37 37.01 



in Exhibit 3 to produce estimates of expected frequencies by 

interval and region. The sum of the weights will be one. An 

explanation of the method of selecting them is as follows. 

'For each interval i of R values, and each region j, let the 

random variable X,,j be the frequency of catastrophes in a randomly 

selected 41 year period. The fitted values for interval i and 

region j in Exhibit 3 are estimates of the expected value of X,,,. 

If each fitted value is assumed to be the mean of a probability 

distribution of possible expected values of X,,,, then it can be 

seen that a more accurate estimate of the expected value can be 

produced by giving weight (credibility) to the actual frequency as 

well as to the fitted frequency. 

The partly judgemental basis for selecting the following 

experience rating formula is explained in Appendix B. The number 

of actual catastrophes in interval i and region j is given 

credibility C&./(QL,j +k;) where a,,, is the fitted frequency for 

interval i and region j and 

k, = 9 for i = 1,2,5,6 or 7, k, = 6 for i = 3 or 4 (2) 

where, for each interval, i is as in Table 3 of Appendix A. 

D. Nested Application of Experience Ratinq Svstem 

For each region, experience rating is applied to estimate 

expected values for the frequencies in each interval of R values. 

A nested process is used so that the estimates of expected 

frequencies for 8%<RCIb% and R116% are based not only on the 



separate experience for 8%<R=16% and R>16%, respectively, but also 

on the total experience for R>8%. 

By applying the experience rating formula for the interval 

R>8%, estimates A, of the frequency in this interval are produced 

for each region j. The estimates Bj and C, produced by applying the 

experience rating system to the intervals 8%<R<16% and R>16% are 

then multiplied by a constant D, such that A, = D,(B, + C,). The 

estimates D,B, and D,C, for the frequencies in region j for intervals 

8%<Ri_16% and R>16%, respectively, thus add up to the estimate for 

region j for the interval 8%<R and are each in the same proportion 

to the estimates B, and C,, respectively. It is intended that D,B, 

and D:C, approximate the expected values of the frequencies in 

region j for intervals 8%cR516% and R>16%, respectively, given that 

the total of the two expected values is A,, and that B: and C, are 

the estimates of the two expected values based on their separate 

data. 

The weighted frequencies by region produced by directly 

applying the experience rating formulas for the intervals 16%<R~32% 

and R>32% are then adjusted so that their sum equals the estimate 

for R>16%. The method is entirely similar to the method used above 

to adjust the estimates for 8%<R516% and R>16% so that their sum 

equaled the estimate for R>8%. 

This nested process is continued until estimates are produced 

for each of the seven intervals. The estimates for four of the 

intervals are in Exhibit 4. 



E. Loss Distributions by Reaion 

The estimates of expected frequency for each region produced 

by the above nested application of experience rating for 8%<R516%, 

16%<R<32%, 32%<R164%, and R>64% were divided by the estimate 

produced for R>8% and the resulting fractions f,, ft, f,, f, were 

fitted to a probability distribution. The probability distribution 

was then used to allocate the estimate of expected frequency for 

R>8% to the above four intervals. The selected yearly frequencies 

are the above frequencies divided by 41, since 41 years of data 

were used. The yearly frequencies for R>8% are in Table 1. 

The single parameter Pareto distribution was used for all 28 

regions. It generally was a good fit. A comparison of the 

estimates produced by the experience rating method in the previous 

section, and by the single parameter Pareto, is in Exhibit 4. The 

two parameter Pareto did not perform better, nor did the Burr or 

other distributions tested. (A study of distributions can be found 

in Hogg and Klugman [S].) 

The single parameter Pareto was used even in regions for which 

another distribution fit better. This was because the generally 

good fit of the single parameter Pareto led to the conclusion that 

it was a good model for the data, and small amounts of data in 

particular regions were not considered credible enough to 

counteract this conclusion. 

See Appendix C for a discussion of the method used to fit the 

single parameter Pareto. The parameters of the Pareto curves used 

are in Table 1. 
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EXHIBIT 4 

CONPARIBDN OF EXPERIENCE RATED FREQOENCIEE WITH FITTED PARETO FREQUENCIEE 

E RATED FREWIES 

1 
2 
1 
4 
5 
6 
7 
a 
9 

IO 
EJ 11 
% 12 

13 
14 
15 
16 
17 
Ia 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 

4.42 
7.79 

20.42 
15.03 

5.70 
7.32 

20.85 
4.40 
4.57 

13.23 
i9.a9 
II.78 

5.66 
5.91 
5.99 
3.76 
6.19 
4.36 
6.09 

lo.81 
12.48 
13.24 

6.15 
3.42 
4.09 

12.06 
5.36 

-lO&z_?z 
251.19 

1.91 
3.10 
3.51 
4.80 
3.44 
4.26 
6.63 
1.96 
3.57 
7.26 
a.52 
5.03 
2.62 
2.41 
2.75 
2.42 
4.24 
2.29 
2.67 
6.38 
3.36 
3.90 
2.71 
2.51 
1.82 
4.50 
2.46 

1.41 
1.94 
3.80 
4.28 
3.35 
3.81 
2.11 
0.61 
0.97 
1.89 
2.70 
1.13 
1.31 
2.39 
1.55 
0.84 
0.58 
1.42 
0.71 
3.59 
3.03 
o.e2 
1.35 
0.99 
1.16 
2.36 
2.09 

-lL!l 
51.64 

1.00 
0.91 
2.08 
3.86 
4.68 
2.27 
1.09 
0.59 
0.55 
0.85 
1.11 
0.63 
0.82 
O.BE 
1.70 
0.77 
1.78 
0.63 
0.52 
3.39 
1.92 
0.49 
0.65 
1.12 
0.42 
1.02 
0.94 

FI'N'ED PARETOPREQUENCIES 
01eR8162 /62-LR33a Ul-=R=64% 

4.40 2.18 1.08 
7.96 3.35 1.41 

19.35 6.79 2.39 
13.49 6.98 3.62 

5.84 3.85 2.54 
8.27 4.40 2.34 

20.70 6.74 2.19 
4.47 1.83 0.75 
5.68 2.34 0.96 

15.07 5.29 1.86 
21.27 7.26 2.48 
12.57 4.06 1.31 

5.a2 2.57 1.13 
6.40 2.86 1.28 
5.78 2.99 1.55 
4.13 1.94 0.91 
a.17 2.95 1.06 
4.86 2.14 0.96 
6.34 2.32 0.85 

11.40 6.03 3.18 
11.48 5.14 2.30 
13.37 3.68 1.01 

6.42 2.63 1.07 
3.78 2.00 1.06 
4.45 i.al 0.73 

12.28 4.72 1.81 
5.79 2.70 1.26 

-lcLH! 20 -1121 
260.23 105.15 44.29 

R764l 

1.07 
1.02 
1.29 
3.88 
4.93 
2.67 
1.06 
0.52 
0.67 
1.01 
1.29 
0.63 
0.90 
1.04 
1.66 
o.ai 
0.60 
0.75 
0.49 
3.57 
1.86 
0.39 
0.74 
1.18 
0.50 
1.13 
1.10 



1 Table 

Freauencies (F1 ) and Parameters (PI 
Reaion c g Reaion 2 p Reaion E! p Reaion 2 E 

1 .213 1.01 8 .184 1.29 15 .292 .95 22 .450 1.86 
2 .335 1.25 9 .235 1.28 16 .190 1.09 23 .265 1.29 
3 .727 1.51 10 .566 1.51 17 .312 1.47 24 .196 .92 
4 -682 .95 11 .788 1.55 18 212 

1244 
1.18 25 .183 1.30 

5 .419 .60 12 .453 1.63 19 1.45 26 .487 1.38 
6 431 

1749 
.91 13 .254 1.18 20 590 

:507 
.92 27 .265 1.10 

7 1.62 14 .282 1.16 21 1.16 28 .393 1.57 

A Pareto parameter of 1 or less implies infinite expected 

losses for unlimited layers. For O<P<l, the expected losses in the 

layer between a and b are (b'-P-a'-P) /(l-P) , which approaches 

infinity as b approaches infinity. In reality, catastrophe losses 

are limited by the total insured value, so the frequency 

distribution falls below a Pareto at some point. Although Pareto 

parameters of 1 or less were selected for some regions, they are 

only intended to be used in estimating expected losses for limited 

layers of sizes that are actually reinsured. The Pareto's 

overestimate of frequency far out in the tail does not have a great 

effect in estimating expected losses for these layers. The 

frequency of losses above x times the truncation point is x-' times 

the frequency above the truncation point. Since P>O, this fraction 

xWp approaches zero as x approaches infinity. 

III. RATING CATASTROPHE COVERS 

A. Usina the Model 

Rates for catastrophe covers include a risk charge, but the 

discussion here will be of expected losses rather than risk. 



A reinsurer evaluating a catastrophe cover often receives a 

breakdown of the ceding company's subject property premium by state 

and line. The commercial multiple peril, homeowners, farmowners 

and auto physical damage premiums which are considered to be 

subject to a catastrophe treaty are sometimes only a percentage 

(usually approximately 65%, 90%, 90%, and 35%, respectively) of 

the total premiums for those lines. It is necessary to adjust for 

this in order to apply the catastrophe premium formula in this 

paper to the cedant. 

If the cedant does not provide this information, estimates 

of catastrophe premium by state for a primary company can be made 

by using the company's major direct premium writings by state, and 

its net written premiums by line, from Best's Insurance Reports. 

Based on the above type of information, and on Table 2, one of 

the 28 regions may be selected judgmentally as being approximately 

representative of the region in which the company writes. 

1988 
Reaion Premium 

2 Table 

CataStrODhe Premiums bv Resion (in OOO1s) 
Resion Reaion premium Premium Reoion Premium 

1 1,757,793 8 365,904 15 890,083 22 1,484,958 
2 473,889 9 180,551 16 973,760 23 1,793,682 
3 881,629 10 238,494 17 789,209 24 2,653,051 
4 521,551 11 273,418 18 2,231,681 25 2,778,136 
5 668,967 12 973,046 19 546,455 26 3,366,938 
6 700,932 13 1,110,098 20 1,403,180 27 5,816,632 
7 478,800 14 683,584 21 1,848,699 28 11,961,706 

For any region selected as representative of the company, the 

selected yearly frequency for catastrophe losses greater than 8% of 



catastrophe premium, and the selected Pareto distribution, may be 

found in Table 1. They may be used to compute an estimate of 

expected losses for any layer of a catastrophe cover by expressing 

the layer in terms of percentages of the company's total 

catastrophe premium. An example of the rating method will be given 

at the end of this section, but several related points will be 

discussed first. 

The method to be used in the example is based on historical 

data, but due to the potential for an enormously damaging 

earthquake in California, and the small number of earthquakes in 

the historical data used, expected losses from catastrophes in 

California are widely believed to be greater than the estimate that 

would be based on historical data. 

The model in this paper used gross losses, while catastrophe 

reinsurance covers losses net of excess reinsurance. It is assumed 

implicitly in the rating method presented that gross catastrophe 

losses are approximately the same percentage of gross premium that 

net catastrophe losses are of net premiums. 

An adjustment will be made in the rating method for 

catastrophe covers to reflect the fact that the model in this paper 

is based on data for regions rather than for individual reinsurers. 

By the use of certain definitions and reasonable assumptions, the 

following statement could be made more precise and proven 

mathematically. On average, for catastrophe losses as defined by 
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PCS, the probability distribution of ratios of catastrophe losses 

to catastrophe premiums has the same mean for an insurer within a 

region as for the region, but greater variance. 

The rating method which will be applied to individual insurers 

uses . 9 times the Pareto parameter in Table 1 for the region 

selected as representative of the insurer. This is to reflect the 

fact that the distributions for individual insurers have greater 

variance, on the average, than the distribution for the region. 

The expected frequencies from Table 1 will be used unadjusted 

for individual insurers. The expected frequency of catastrophe 

losses, as defined by PCS, is less for an individual insurer than 

for the surrounding region. However, the assumption of a smaller 

Pareto parameter for individual insurers implies that for some 

percentage P, the expected frequency for RBP% is the same for the 

individual insurer as for the region. The estimate that P equals 

8% is implicit in the use of the expected frequencies from Table 1 

for individual insurers. 

The estimate that ultimate insured losses for catastrophes, on 

the average, are 1.15 times as great as the PCS estimates will be 

used in estimating expected losses for catastrophe covers. Since 

the PCS estimate is made within a few days of the catastrophe, it 

is natural to.expect development. Also, the PCS estimate excludes 

all ocean marine and crop losses, and some inland marine and 

business interruption losses. 
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The . 9 factor for Pareto parameters and the 1.15 factor for 

losses have the combined effect of significantly raising estimated 

expected losses for catastrophe covers. The resulting expected 

losses, as a percentage of actual premiums charged, have been found 

to be a reasonable match to actual loss ratios for the catastrophe 

cover premium of two reinsurers over a twenty year and a twelve 

year period respectively. This premium totaled almost $300 million 

and consisted of shares of a much greater amount of premium. 

The application of the model to estimating expected losses for 

catastrophe covers is as follows. 

Examule 

suppose that a primary insurer, in the latest year for which 

data is available, had writings for which region 23 is considered 

the best match. 

suppose that, using cp to represent the insurer's catastrophe 

premium, the layer to be reinsured can be expressed as (2.00 cp) 

excess of (.2Ocp). 

The selections in Table 1 for Region 23 were .265 catastrophe 

losses per year greater than 8% of catastrophe premium, and a 

Pareto parameter of 1.29. The loss development factor of 1.15 and 

the adjustment factor to the Pareto parameter of .9 which were 

discussed above are used. Therefore, .265 is the frequency for 

R>9.2%, and the Pareto parameter becomes 1.15. The expected losses 



in one year to the layer above therefore are as follows: 

.265(.092cp)(((.20/.092)-.'6 -(2.20/.092)-.")/(.16)) (3) 

(See Philbrick [S].) This equals 4.29% of catastrophe premium. 

If it is not clear which region is the best match for the 

primary insurer, the above method may be used for more than one 

region, and a final estimate may be judgementally selected. 

B. Underwritina Judaement 

Since the above estimate is based on data from the entire 

region, it may be useful to judgementally modify it if the ceding 

company is believed to be not typical of the region. For example, 

the ceding company may have a very high or low percentage of its 

insured property near the coast, where exposure to hurricanes is 

greatest. 

C. The CataStroDhe Premium Formula 

The estimated expected catastrophe losses for individual 

insurers were affected by the choice of percentages by line in the 

catastrophe premium formula defined in section II. 

If the percentages by line that were used in the formula are 

multiplied by the corresponding premiums in Table 4,. an 

approximation of the relative amounts of expected catastrophe 

losses by line can be derived. (Although fire premium is a portion 
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of the property premium in Table 4, it was not included in the 

catastrophe premium formula as it was considered to account for 

only a negligible portion of catastrophe losses.) 

Table 4 

Industry Premiums for Selected Lines - 1990 

Fire 
Allied Lines 
Farmowners Multiple Peril 
Homeowners Multiple Peril 
Commercial Multiple Peril 
Ocean Marine 
Inland Marine 
Earthquake 
Auto Physical Damage 

Premiums Earned (Millions)- 
4,494 
2,097 

968 
18,116 
17,626 

1,169 
4,441 

459 
35,185 

Some data suggests that for hurricanes a much lower percentage 

of losses come from auto physical damage than would be estimated 

based on the catastrophe premium formula. In [l], the All-Industry 

Research Advisory Council estimated the following percentages of 

losses by line for seven hurricanes in 1983-85: homeowners multiple 

peril 46.88, commercial multiple peril 22.2%, auto physical damage 

3.7%, all other 27.3%. 

The only other data on catastrophe losses by line that the 

author knows of was produced by IS0 for homeowners losses by 

individual catastrophe for 1970-78. It indicates that homeowners 

and dwelling extended coverage losses are 19.6% and 2.7%, 

respectively, of total catastrophe losses as estimated by PCS for 

the same catastrophes. (The IS0 estimates, like the PCS estimates, 



are an extrapolation of total insured losses based on data from a 

set of insurers in the region.) The percentage of total 

catastrophe losses produced by homeowners is much less in the IS0 

data for all catastrophes combined than in the AIRAC hurricane 

data. Therefore, the percentage of auto physical damage losses may 

well be much greater for all catastrophes combined than for 

hurricanes. 

Hurricanes produced $6.35 billion in catastrophe losses in 

1981-90 as compared to $9.7 billion from hail and tornadoes and 

$3.7 billion from winter storms, according to PCS. 

If so desired, the catastrophe cover rating method used in 

this paper can be applied with a catastrophe premium formula having 

different percentages by line from those used. Any alternative 

percentages used should be chosen so that, when multiplied by the 

premiums in Table 4, they produce the same catastrophe premium as 

the percentages in this paper's formula. If this is done, then 

Table 1 approximates the corresponding table that would have been 

created if the alternative catastrophe premium formula had been 

used in the study. Therefore, the rating method used in this paper 

still gives an estimate of expected losses from catastrophes if the 

alternative catastrophe premium formula is used. 

D. E XDerience Ratins a CatastroDhe Risk 

Suppose the amount of each catastrophe loss of the ceding 

company for a certain time period is known. The frequency of these 



REGION 

3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 

EXEIBIT 5 

REGIONAL FREQUENCIES BY TIME PERIOD 

Interval of Ratio R 
8%sR'16% 16%eRS32% 32%<RS64% Rs64% 

1949-69 1970-89 1949-69 1970-89 1949-69 Jg70-89 1949-69 1970-89 

1 2 
2 a 

10 12 
4 10 
2 2 
4 4 
9 14 
0 4 
2 2 
3 10 
9 13 
7 4 
4 2 
2 4 
3 3 
1 1 
1 6 
0 3 
3 5 
3 5 
7 11 
7 7 
4 3 
1 0 
1 2 
7 4 
2 3 
1 8 

1 
3 
0 
0 
1 
3 
4 
0 
3 
2 
3 
4 
2 
0 
2 
1 
4 
2 
2 
3 
3 
4 
3 
0 
1 
1 
1 
3 

0 
1 
1 
3 
4 
3 
4 
1 
2 
4 
6 
2 
0 
1 
0 
1 
1 
1 
1 
4 
1 
0 
0 
2 
0 
3 
1 
1 

1 
0 
1 
4 
1 
2 
0 
0 
1 
3 
3 
0 
1 
2 
0 
1 
0 
0 
0 
1 
3 
0 
0 
1 
1 
1 
2 
0 

1 
1 
3 
1 
1 
2 
1 
0 
0 
2 
1 
0 
0 
2 
1 
0 
0 
1 
0 
1 
0 
0 
1 
0 
1 
2 
1 
2 

0 
0 
1 
3 
5 
1 
0 
1 
1 
1 
I. 
0 
0 
0 
2 
0 
2 
0 
1 
3 
0 
0 
0 
2 
0 
1 
1 
0 

0 
1 
2 
2 
0 
1 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
3 
1 
0 
0 
0 
0 
0 
0 
0 



losses in intervals expressed in terms of ratios to the company's 

catastrophe premium can be compared to the experience of the region 

selected as being representative of the company. Exhibit 5, which 

shows experience for 1949-69 and 1970-89 separately, may be useful 

for this comparison. An example of a judgmental experience rating 

is given below. 

Examole 

Suppose that insurance company A had eight catastrophes 

greater than 9.2% (i.e. 8% times our selected development factor) 

of catastrophe premium in the period 1970-89 and that the region 

selected as corresponding to it had five catastrophes greater than 

9.2% of catastrophe premium in the same period. 

Suppose that the formula n/(n+Y), where n is the number of 

catastrophes in the region in 1970-89, is the credibility assigned 

to the experience of Company A. (This formula is similar to one 

used in this paper to assign credibility to the actual frequency of 

catastrophes in a region.) 

The credibility weighted frequency is then (5/(5+9))(8) + 

(g/(5+9))(5), which equals 6.07. The modifier produced by the 

experience rating is thus 6.0715, i.e. 1.21. This modifier is then 

applied to the expected losses for the reinsured layer that are 

estimated as in formula (3). 



IV. CONCLUSION 

A model which can be used to estimate expected losses to 

catastrophe covers based on insured loss data has been presented. 

An example of the application of the model to a specific cover was 

given. The obstacles to using actuarial methods in catastrophe 

rating are not so great as has sometimes been suggested. 

The application of actuarial science gives a very useful and 

much needed perspective in this area. 
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APPENDIX A 

DETAILS OF REGRESSIONS 

By the center of a region is meant the point such that half the 

area is to the north, half to the east, half to the west, and half 

to the south. For each of the 28 regions, the latitude and 

longitude of the center of the region were estimated and were 

considered to be the latitude and longitude of the region. By the 

distance to the coast of a region is meant the length of the 

shortest line from the center to any ocean. 

The independent variables used in the regression were xl, 

x2,x3, and x,, such that, for each region 

Xl = latitude of region 

X 2 = 0 if 92<(longitude of region)<99, 

X z = Ilongitude - 991 if 99<longitude<105, 

X z = 6 if longitude>lOS, 

X t = Ilongitude -921 if 86<longitude<92, 

X t = 6 if longitude586 

X 3 = ln(ln(area, in thousands of miles, of region)) 

X I = ln(ln(distance, in miles, from coast of region)) 

The values of xl, x2, x3, x,, for the 28 regions are given in 

Exhibit 6. For each of the seven intervals for R, the dependent 

variable used in the regression for the interval was ln(frequency 

of catastrophes). 



Reaion XL X7 

1 37 6 
2 37 6 
3 31.5 0 
4 31.5 0 
5 28 6 
6 34 6 
7 35.5 0 
a 44.5 6 
9 45.5 6 

10 45.5 0 
11 40 0 
12 40 0 
13 41.5 6 
14 38.5 6 
15 38.5 6 
16 43.5 6 
17 44 6 
18 37 6 
19 45 6 
20 31.5 0 
21 33 6 
22 41.5 0 
23 40 6 
24 42 6 
25 40.5 6 
26 35.5 0 
27 37.5 6 
28 38.5 0 

EXHIBIT 6 

VALUES OF INDBPBNDBNT VARIABLES 

X. 

1.612 
1.838 
1.715 
1.596 
1.381 
1.596 
1.626 
1.703 
1.787 
1.581 
1.626 
1.654 
1.581 
1.548 
1.405 
1.405 
1.381 
1.876 
1.862 
1.796 
1.767 
1.813 
1.703 
1.640 
1.970 
1.935 
1.854 
2.078 

1.535 
1.824 
1.708 
1.513 
1.303 
1.582 
1.790 
1.758 
1.924 
1.936 
1.903 
1.909 
1.818 
1.767 
1.582 
1.652 
1.303 
1.780 
1.868 
1.684 
1.504 
1.902 
1.817 
1.629 
1.868 
1.798 
1.740 
1.870 



In cases that frequency was zero, ln(l/3) was judgmentally 

used instead of the undefined In(O). 

For each interval I,, of R values, there is a corresponding 

set of frequencies by region (fL,$) j an integer from 1 to 28. 

Fitted values Y,,, were produced by regression and then the function 

g~'Yi,j) = leyp('~~~'~~~,~i,~7~.~~~~~(yl,j)) 

(4) 

was used to produce values ji<ylj)such thatch 3~Cyi~j~ ~.~C;,j ' 

The values 3ityi,j)l 
rather than 3' &A ) 

were used as fin;? fitted 

values for the frequencies f,,,. 

Tornadoes are more prevalent in the region between latitude 92 

and 99, which helps explain the motivation for the definition of 

the variable x2. 

The interval R>64% was the only one for which x1 was used. It 

appears that distance from the coast is a useful variable for large 

hurricanes, but not for smaller catastrophes such as tornadoes. 

The variable xI didn't work well for intervals for which R564%, 

possibly due to collinearity with the longitude variable. The 

coefficient came out only negligibly negative or even positive. 

Positive coefficients for any of the variables x,, x2, x3,x, 

were considered counter to the overall indications of the data and 

not appropriate for use in the study. For all intervals, all the 

variables xl, x2, and x3 were used unless one of them had a positive 

coefficient. In these cases, a regression was done without usinq 

that variable. 
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In order to use certain theorems concerning the accuracy of 

the regressions, it would have to be true that: 

1. A linear relationship exists between the independent 

variables used and the expected values of the dependent 

variables used. 

2. The probability distributions of the values of the 

dependent variable are uncorrelated, and possess a common 

variance. 

Neither condition is satisfied. Nothing can be done to 

satisfy the first condition unless a way is known to transform the 

variables so that they satisfy a linear relationship. Therefore, 

it was considered better to avoid the complication of transforming 

variables in an attempt to come closer to satisfying the second 

condition. The results of the rgression are considered to be 

simply a useful method of smoothing the data. 

The functions resulting from the regressions are shown in 

Table 3. 

Table 3 

Interval Function 

1. 8%<RQ6% - . 024x, - .167x, - .083x, + 3.694 

2. 16%<R<32% - .00005x, - .108x, - .461x, + 2.312 

3. 32%<Rt64% - . 095x, - . 035x, + 4.169 

4. R>64% - .030x, - .069x, - . 241x, - 2.719x, + 6.457 

5. R>32% - . 102x, - .002x, - .808x, + 6.150 

6. R>16% - . 047x, - .987x, - .720x, + 5.172 

7. R>8% - .035x, - .119x, - .596x, + 5.393 



APPENDIX B 

DERIVATION OF FORMULA (2) 

In order to approximate an experience rating formula, we assume 

1. Given that ~~~~~~~~ is the fitted value for interval i and 

region j in the smoothing method of this paper, the probability 

distribution of the expected value E* * 
*2 J 

of the frequency of 

catastrophes in interval i and region j has mean ~it3iJj I . 

2. For each i, the probability distribution of ,$j has the same 
J 

coefficient of variation C, for each j. 

It follows that, for each interval i and each region j, the 2 

such that 

Z(actua1 frequency in interval i and region j) t (I-Z)g,(y,,,) (4) 

is the best least squares estimate of the expected value of the 

frequency in interval i and region j is 

The proof is as follows. By Buhlmann's theorem (Buhlmann [3], 

Herzog [71), Z = H,,,/(H,,,+P,,,) where H,,J equals the variance of the 

probability distribution of the expected value of the frequency for 

interval i and region j, and P,,J equals the expected value of the 

variance of the frequency, given the above probability distribution 

for the expected value of the frequency. 

For each possible value x for the expected value of the 

frequency, the probability distribution of actual values is Poisson 

and has variance x. Therefore, P,,, = 41(y~.J) . 



The estimates of the numbers Ci' will now be discussed. 

The random variable X,,, represents the frequency in interval i 

and region j during a period of 41 years, such as the period used 

for the data. If assumptions 1 and 2 above are satisfied, then the 

expected value Of (g~Cy;,j) -y;,j)L equals the expected value of 

19:cYt,j) -F;,jfC14,j-xLbj7' sincetheprobabilitydistributions of 

9~ < Y~,j)- E;,j andE;,j-Xql are independent and therefore the 

variance of the sum equals the sum of the variances. 

The expected value ofF,<E;Jj-x;Jj12 equals Ei.,l since the 
j= I 1% 

frequencies are Poisson distributed. The expected value Of <E,,j 

The estimate of the expected value of~(gl(yL,J)-X,,,)Z will depend 
9 

partly on judgment and intuition, due to problems in estimating it 

purely mathematically. 

Assume for the sake of approximation that the following two 

conditions are satisfied. 



1. The values g,(yi,,) are the function values produced directly 

by a regression and a linear relationship with coefficients a,,, 

actually exists between the independent variables used and the 

expected values of the dependent variables. 

2. The differences between the dependent variables and their 

expected values have independent probability distributions with a 

common variance 6 . (7) 

Under these conditions, 

( ( j~,s;(Y;,jl- Ai~j~=) / (degrees of freedom) 1 (8) 
where A,,j-is the actual frequency in interval i and region j, is an 

unbiased estimate of 6. (Draper and Smith [3]). If the values 

g,(y,,,) are not the true expected values of the frequencies in 

interval i and region j, then the expected value ofzy(g,(y,,j) -X,,,);/~S 

is greater than 6. 

Assuming formula (8) is equal or less than the expected value of 

28, formula (7) gives the following lower bound 

(formula (8)) - 2,(%(Yi,J 1, p%YJ 

we now discuss an upper bound fort?: 

(9) 

It clearly appears that the expected value of 2 
j.1 

((%(Y,,,) - xi.,)* 

is less thnJ?{,(( %%(Y,.,)) 128) - Al,,)', where A,,; is the actual 
i¶! I 

frequency in interval i and region j. kS The value Ij,,9~(r;,js)/lSiS a 

mere average of the values gi(yL,J), so the individual estimates 

g,(y,,,) intuitively appear to be better estimators for the expected 



values of the variables X,,, than $,q;c y;,j'JJ/LB is- Therefore it 

follows, based on the above arguments and formula (7), that the 

following is an upper bound for C: - 

C$,(Cjq 3~cY~,j>)/Zg) - Ai,jIz- 2 g;~y<JjIJ~{"g~O;$ (lo) j=l J 

Thus we have (formula (9)) < C," c (formula (10)). Using the actual 

values of the expressions in formulas (9) and (10) for i = 1 

through 7, and averaging inequalities, gives 

. 049 ~(tC,2tCi+c~4~+~~)/~)~.IY6, and (11) 

I olo54m;+&/2)4,?I5 (12) 

The reason for considering C, and C1 separately from c,, C,, C,, 

C,, and C, is that the numbers gt(y,,,) for i = 3 and i = 4 were 

based on less data than for i = 1, 2, 5, 6, and 7 and thus the 

expectation is that they are less accurate. Therefore, it can be 
a 

seen from formula (5) that<; would be expected to be greater for 

those intervals. 

By formula (5), the choices of k, = 9 for i = 1, 2, 5, 6 or 7 

and k, = 6 for i = 3 or 4 in formula (2) imply choices of l/9 for 

each of C>) C1’, CT, C: and CT, and l/6 for Ct and C;. Thus 

the selected values for k, are towards the low end of the range of 

inequalities (11) and (12). Still,the numbers g,(y,,,) have a much 

greater effect than the numbers Ai,, on the tails of the loss 

distributions selected by region in section IIE. 
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APPENDIX C 

METIiOD OF FITTING PARETO 

Iteration was used to find the single parameter Pmcl 

distribution P that minimizes&-@$? where F, is as defined in 
i-1 

section IIE, and P, is the corresponding fraction for the Pareto 

distribution. 

The above method of fitting a Pareto to the numbers FI is 

different, for theoretical reasons, from methods that would be used 

to fit a Pareto to actual frequencies. in explanation of the 

method is as follows. 

Let the random variable X, equal the F, produced by performing 

the experiment of using the method of this paper on the data for a 

41 year period. Assume that there is some Pareto distribution P* 

such that each I* I as defined above, is the mean of X,. 

The Pareto which minimi2es;~~~-(i)/~~a, where 6 is the standard 

deviation of Xi, t is an estimate of P. 

Based on the definition of X, and the process used in computing 

the numbers F,, the numbers 6ia , for i = 1, 2, 3, 4, are 
judgementally estimated to be in the same proportions to each other 

* r.s 
as the corresponding numbers (Q, ) are to each other. Thus the 

Pareto P which minimizes s an estimate of the Pareto 

which minimizes 
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WORKERS’ COMPENSATION RATEMAKING 

Abstract 

Workers’ Compensation pricing procedures are changing rapidly for several reasons: 

l The advent of open competition and the movement to bureau loss costs in 
several states. 

l The legislative enactment of benefit and administrative reforms, often with 
substantial but uncertain effects on loss costs. 

l The growth of involuntary pools and the deterioration of industry earnings. 

Private carriers, compelled to independently set rates, improvise alternative insurance 
programs, and quantify the expected effects of legislative reforms, are reexamining 
the bureau pricing methods. This paper reviews both the traditional ratemaking 
procedures and the modifications now being proposed by actuaries and economists, 
in the following sections: 

l Sections 3 through 5 define the concepts used in ratemaking and the 
adjustments applied to ‘historical data. 

l Sections 6 through 8 review development, trend, and adjustments to current 
rate and benefit levels applied to premiums and losses. 

l Sections 9 and 10 discuss the direct and indirect effects of benefit reforms. 
l Sections 11 through 13 deal with more specific ratemaking topics: involuntary 

market burdens, expense constants, premium discounts, and assessments. 
l Sections 14 and 15 analyze classification systems and relativities. 
l Section 16 deals with occupational diseases and cumulative injuries. 
l Section 17 provides illustrative exhibits. 
l Section 18 reviews current issues, such as the evolving loss.costs environment 

and alternative insurance programs. 

I am indebted to Howard Mahler, Charles McClenahan, Gary Venter, C. Walter Stewart, 
Deborah Rosenberg, Wendy Johnson, and Kevin Thompson, who suggested numerous 
corrections and additions to earlier drafts of this paper. Any remaining errors are 
my own. 

Because of space constraints, we are unable to publish the full text of this paper. Complete 
copies may be obtained from the author. Please send requests in w-tiring to his CAS Yearbook 
address. 
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Section 1: In!roductlon 

. lhs present plan merely represents the latesf stage in lhe gradual evolution of an 
ideal rate-making mefhod .’ - Barber [1936], page 151. 

Workers’ Compensation pricing procedures are changing rapidly. Until the mid-1980’s, the 

National Council on Compensation Insurance and regional bureaus developed advisory rates, 

which were adopted by most carriers. Independent pricing was largely confined to unrform rate 

deviations or policyholder dividends. 

The advent of open competition in Workers’ Compensation has stimulated a renewed examinatron 

of pricing procedures. In many jurisdictions, the bureaus now provide only loss costs, not 

advisory rates. Carriers must independently justify the profit and contingency provrsions, 

expense loads, and often even loss development and trend factors. 

lntensifyrng competition compels carriers to review other components of the premium rate as 

well: the loss costs estimates, the expenence rating modification, and the classification system. 

The large involuntary pool burdens and special fund assessments necessitate additional analysis 

of expense costs. Finally, carriers must evaluate the cost implications of the Workers’ 

Compensation reforms now being enacted in state legislatures. 

Rate making procedures were generally uniform among the varrous bureaus. For instance, the 

full credibility standards and the ‘three halves’ partial credibility formula have little actuanal 

justification, yet they have been used consistently by the rating bureaus. But this uniformrty is 

quickly disappeartng. Pricing actuaries - as well as the rating bureaus - now use a variety of 

methods for developing and trending both losses and premiums, evaluating law amendments, and 

determinmg profit and contingency provisions. 

This reading has three purposes: 

. It explains the prrcing procedures currently used by the rating bureaus. Some procedures 

are common to most lines of business: these are reviewed briefly. Others are umque to 



Workers’ Compensation, such as the prrcing of law amendments and the determination of 

classification relativities: these are explained in more detail. 

The bureau rata making procedures are complex. Simplified examples are included with Ihe 

text to clarify the exposrtron. Complete exhrbits from recent rate filings, with 

accompanying description are included in Section 17. 

l Pricing actuaries, bolh with rating bureaus and with private insurers, have developed 

alternative rate making procedures for many aspects of Workers’ Compensation pricing, 

particularly for loss development, loss and loss ratio trends, credibrlity. and profit and 

contingency provisions. For some of these procedures, there no longer is a “standard” 

procedure: the NCCI even uses different loss development procedures rn different states. 

This paper reviews several of the alternative procedures and explains the rationale for each. 

l Several aspects of Workers’ Compensation rate making have recently been examined by 

economists and financtal analysts, and some recommended changes are now being used by the 

rating bureaus and private insurers. Foremost among these are the economic incentives of 

law amendments and refinements of the classrfication system; see Sections t&and 14. The 

advent of open competition and various Workers’ Compensation reforms increase the need 

for accurate actuartal quantification of the complex effects of law amendments and 

classification systems. 

This introductory reading can not do justice to all aspects of Workers’ Compensation rate 

making, particularly to the procedures that are stall evolving. Rather, this paper explarns the 

basics, and directs the interested reader to more advanced artrcles on each subject. 



Section 2: Overview 

The pricing actuary determines premium rates that suffice for anticipated losses and expenses 

during the future policy period and that provide the insurer with a reasonable profit. Rates 

may be determined in two ways: 

. The loss raria melhod quantifies the needed revision from current rates. 

. The pure premium method quantifies the required rate per unit of exposure. 

The two methods are mathematically equivalent. though each has advantages and drawbacks 

(Stern [1965]; McClenahan [1990]. pages 36-40). Workers’ Compensation rake making uses 

the loss ratio method for overall statewide indications and the pure premium method for 

classrfication rates. 

The segmentation of data offers another dichotomy for rate makmg. The actuary may revise 

rates for the state as a whole and then allocate the revision by.classification. Alternatively, he 

may determine either classtfication rates or classification relativities and combine these into a 

statewide revrsion. In the past, Workers’ Compensation emphasized the statewide rate revision. 

The rate changes for some classifications, termed ‘non-reviewed.’ ignored therr specific 

experience and used the overall (industry group) revision. There is now growing emphasis on 

classification rates - all classifications are ‘reviewed’ to some degree. 

A. Ratemaklng Varlety 

Workers’ Compensation ratemaking procedures differ among the various bureaus, carriers. and 

jurrsdictions. The differences occur in every part of the rate review. Even basic items, such as 

“What experience should be used?’ recerve divergent treatment: 

l The old NCCI method used equal weightings of the most recent two policy years and the most 

recent calendar year. In 1983, the NCCI changed to equal weightings of the most recent 

policy year and calendar/accident year (in line with the New York procedure). 
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l Pennsylvania uses equal weightings of three projections: 

l The most recent calendar year (incurred losses), 

. A paid loss projection from the most recent policy year, and 

. An incurred loss projection from the most recent policy year 

. Minnesota uses equal weightings of paid loss projections from the most recent policy year 

and the most recent calendar/accident year. As supplementary information, it shows 

indications from case incurred loss projections and from total incurred loss projections. 

. Many private carriers examining rate adequacy use longer experience periods, since the 

available data are less extensive. 

All ratemaking procedures must be flexible. For instance, Section 15 notes the traditional limit 

on classification pure premium changes: 

‘the statutory benefit change + 50% x the industry group change 2 25%’ 

This limit is arbitrary: some pricing actuaries abide by it, some do not. And rare is the pricmg 

actuary who feels entirely constrained by it, Consideration must always be given to judgmental 

or underwnting factors when determinmg rate levels. 

A comprehensive survey, noting the procedures used by each bureau and by some of the major 

carriers, would be ill suited for the actuarial candidate first approaching Workers’ 

Compensation ratemaking. Instead. this reading lists the prevalent (or a prevalent) ratemaking 

procedure. If two or more procedures are used by different bureaus or carriers, this reading 

sometimes lists more than one. An emphasis on or the exclusive documentation of a single 

procedure, should not be interpreted as an endorsement of that procedure. 



E?. The Extent of the Task 

‘Present-day rate makmg procedure is in serious danger of being overbalanced by 

sheer weighf of complexity.’ - Michelbacher (19191, page 249. 

Workers’ Compensation rate making procedures are more complex than those used In other 

lines. The complexity begins with basic terms, such as 

l What earned premium should be used: manual, standard, or net? What conversions among 

these bases are needed, and where should they be applied? 

l What exposure base should be used: total payroll, limited payroll, or man-hours? How do 

benefits relate to each of these? HOW might other pricing procedures, such as experience 

rating, solve some of the exposure base problems? 

The complexity extends through the final aspects of the review, such as 

. How should the profit provision be chosen? The 1921 NAIC formula recommended a 2.5% 

underwriting profit: some carriers price to a 0% provision: the NCCI uses an internal rate 

of return model in some jurisdictions: and the Workers’ Compensation Rating Bureau of 

Massachusetts uses a net present value model. 

l How should classification pure premiums be determined? How much weight should be given 

to the classification’s experience, the overall statewide experience, and the countrywide 

experience for that classtfication? 

This reading covers the fundamentals of Workers’ Compensation manual rate making. It does not 

deal with individual risk rating plans, except insofar as experience rating affects the ratio of 

manual to standard premiums and retrospective rahng affects premium development patterns. 

It does not deal with financial pricing models for Workers’ Compensation, or with the 

regulatory considerations regarding open competition versus administered pricing, except 

insofar as these affect the work required of the pricing actuary. 
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C. The Structure of this Reading 

Rather. this reading covers the following topics: 

l Section 3 notes the complexities of experience, exposures, premiums, losses. and expenses, 

l Section 4 discusses the exposure bases used in pricing (total payroll, limited payroll, and 

man-hours). the rationale for each, and the modifications used for certain employers. 

l Section 5 explains the adjustments applied to historical data: development, trend, and 

statutory changes. 

l Section 6 discusses premiums: 

a) Premium development, with explanation of differences between retrospectively rated 

and prospectively rated policies: effects of the Tax Reform Act of 1966 with its “revenue 

offset’ provision; and the changes by many insurers to booking premium as billed. 

b) Bringing premium to the current rate level, with the procedures needed to accommodate 

the skewed distribution of Workers’ Compensation effective dates. 

l Section 7 discusses loss development. An incurred loss development example is provided in 

the text. and a paid loss development example is shown in Section 17. This section also 

discusses the changing development patterns in the industry and credibtlily weighting 

procedures for loss development. 

l Section 6 discusses loss cost trends and loss ratio trends, along with the rationale for each. 

Trends may be estimated using either internal (insurance) data or external (econometric) 

data; the relative advantages of each are presented. This section explains the differences 

between (a) Workers’ Compensation indemnity and medical trends, on the one hanh. and (b) 

CPI wage and medical care inflation indices, on Ihe other hand. It then discusses the changes 
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in the Workers’ Compensation environment and lhelr effects on loss cost trends. 

l Section 9 shows how to quantify the direct effects of statutory amendments: replacement 

rates, lengths of disability. waiting periods, and benefit limitations. 

l Section 10 discusses the indirect ‘incentive’ effects of statutory amendments on claim 

frequency and durations of disability. This section notes the types of incentive effects; the 

magnitude of these effects: the variations by type of injury and worker characteristics; and 

the effects of medical fee schedules and limits on attorney reimbursement. 

l Section 11 deals with involuntary market burdens and methods of quantifying them. It 

presents explanations for the growth of the pools and the implications for pricing, and 

discusses alternative Workers’ Compensation programs that alleviate the burdens. 

l Section 12 deals with differences between large and small risks and the ratemaking 

procedures used to compensate for them. such as expense constants and loss constants. It 

describes the reasons for these differences: per policy expenses. economic incentives from 

experience rating modifications, and economies of scale. 

l Section 13 shows the calculation of the overall statewide rate change, along with several 

factors peculiar to Workers’ Compensation rate making, such as premium discounts and 

assesssments for special funds. 

l Section 14 deals with classification systems. It shows the rationale for the current 

classification system, describes the differences between classification by product type and 

by job characteristics. and discusses alternative classification dimensions, such as 

a) age and sex of the work force. 

b) group health benefits provided by the employer, 

d) territory and claims consciousness, and 

c ) financial health of the industry. 
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l Section 15 deals with classification rate making: 

a) industry group relativities. 

b) underlying pure premiums, state indications, countrywide indications, 

c) law differentials and experience differentials, and 

d) classification credibility procedures. 

l Section 16 deals with occupational disease claims, such as asbestosis. stress claims, and 

psychological disorders. Of particular concern to the pricing actuary are (i) accident year 

or policy year effects versus (ii) report year or calendar year effects, and how these effects 

should be included in loss development and trend. 

l Section 17 provides illustrative exhibits showing the variety of methods now used for 

Workers’ Compensation ratemaking: 

a) Advisory exhibits from the 1991 Minnesota rate filing (a loss cost state). 

b ) NCCI expense and profit exhibits from an administered pricing state. 

b) Alternative benefit trend exhibits from the California Workers’ Compensation bureau. 

d) Direct and indirect (incentive) ‘law amendment’ effects. 

l Section 18 concludes this reading with current issues relevant for the Workers’ 

Compensation pricing actuary, such as the evolving loss costs environment and alternative 

Workers’ Compensation programs. 

a 



Section 5: Experience Adjustments 

* . the goal of the ratemaking process is to determine rates which will. when applied to 
the exposures underlying the risks being written, provrde sufficient funds to pay 
expected losses and expenses: maintain an adequate margm for adverse devration; and 
produce a reasonable refurn on (any) funds provided by investors.’ 

- McClenahan [1990], page 33 

Ratemaking is prospective. When preparing a rate review, the actuary asks: “Will premiums 

collected during the future policy period be sufficient to cover expected losses and expenses?” 

To determine the needed rates, historical experience is examined, adjusted for known or 

expected differences between the expenence period and the future policy period. 

Three types of adjustments are used in Workers’ Compensation ratemaking: development, trend, 

and benefit changes. 

A. Development 

Observed data reported soon after the close of the experience period may not reflect full values. 

Workers’ Compensation premiums are adjusted by payroll audits about three to six months 

after the policy expires. Loss estimates are revised as the extent of the injury becomes clearer. 

Some expense elements, such as contingent commissions and guarantee fund assessments, have 

similar lags. 

Many rate making values become better known with the passage of lime. For instance, ultimate 

loss costs are known only after all claims are settled. The observed losses depend on the 

valuation date. Developmenf is the change in the observed values over time.7 

Even when the observed values differ significantly from ultimate values (i.e., development is 

7 Compare Cook (19701, page 2: ‘A calculated past raflo al mature to immafure dara is called a lo& development 
factor.’ or CAS (19983, page 58: ‘Development IS delined as the change berween valuation dates in the observed 
values of canam fundamental quantities lhal may be used in the loss reserve estimation process’; so also Wiser 
[1990]. page 161). Weller [1991] says: ‘Gtten Ihe valueS of observations change as we learn more about the subject 
lhat we are studying. Actuaries call such changes ‘developmen(.” 
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great), the pattern of development may be stable. For instance, the pald losses at Ihe end of an 

accident year may be only a fraction of the ultimate value. But this fraction may be stable: 20% 

in one year, 21% the next year, 19% the next year. The observed values plus a stable 

development pattern allows a good estimate of the ultimate values. 

External developments may change development patterns. For instance, the 1966 federal 

income tax amendments caused insurers to modify their WC premium booking procedures and 

thereby changed premium development patterns. Similarly, statutory modifications of 

maximum durations of indemnity benefits change loss development patterns. The actuary must 

quantify the effects of these changes when estimating ultimate values (see Sections 6 and 7). 

B. Trend 

Inflation causes nominal values to change over time. For instance, payroll increases with wage 

inflation; medical benefits increase as physicians’ fees rise; accident frequency changes wtth 

technological improvements in workplace safety. 

Actuaries divide loss cost trends into three types: economic inflation, social inflation, and other 

trends. Economic inflation is the change over ttme in the purchasing power of a dollar. It is 

measured by econometric indices, such as a CPI index or a GNP deflator, though it WIII vary by 

benefit type (e.g.. the medical inflation rate differs from the wage inflation rate). Social 

inflafion is the change over time in public attitudes that affect insurance losses, such as 

changing claims consciousness, more liberal jury awards, and changing expectations of 

compensatton. Other trends, such as frequency trends, are systematic non-monetary changes 

affecting insurance values, such as a decline in workplace fatalities resulting from OSHA 

regulations or from the movement from a manufacturing to a service economy.* 

Trends may be estimated either from internal insurance data, such as historical claim sizes, or 

from external econometric data, such as CPI indices (Masterson [1968]). Internal trends are 

often preferred when other forces besides economic inflation affect insurance values. External 

8 The ratio of fatalities to permanent tolal disabllilies has declined from 15 to 1 at Ihe begmnmg of this centuy to 
about 1 to 1 now. reflecting greater workplace safety and better medical treatment: cf. Oowney and Kelly [1916]. 
page261. 
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trends are valuable when the trend values chosen must be justified to regulators or when the 

expected future trend differs from the historical average. 

If the exposure base is not inflation sensitive, such as car-years in Personal Auto, only loss 

trends are used. If the exposure base is inflation sensitive but not necessarily related to loss 

inflation, such as receipts in Products Liability, separate premium and loss trends are used. 

In Workers’ Compensation, the exposure base (payroll) is inflation sensitive and directly 

related to indemnity benefits. Ratrng bureaus use loss ratio trends. The divergences between 

(i) wage and medical inflation and (ii) Workers’ Compensation indemnity and medical benefit 

trends, and the need to explain these differences to regulators, leads some pricing actuanes to 

prefer separate premium and loss trends (see Section 8). 

C. Benefit Changes 

Workers’ Compensatron statutory benefits are frequently modified by legislative enactments. 

For instance, a state may raise the weekly maximum for indemnity benefits, increase the 

duration of scheduled benefits, or change the administrative handling of cases. 

Benefit changes have both direct and indirect effects. The direct effect considers the change in 

compensation, not changes in claim frequency or severity. For instance, if the indemnity 

benefit is raised 20%, indemnity claim costs will rise 20%. In practice, the higher benefit 

level may encourage greater filing of claims and longer durations of disability. The indirect 

“economrc Incentives” may raise Indemnity claim costs another lo%, though the actual effect 

depends on the benefit structure, the characteristics of the workforce. and the economic 

environment (see Sections 9 and 10). 

The direct effects are removed from loss and premium trends. The Indirect incentive effects 

work more slowly and are harder to quantify. It is difficult to discern whether loss cost trends 

in excess of wage or medical inflalion indices stem from economrc incentives caused by benefit 

changes or from changing social expectations unrelated to statutes. 



Sectlon 8: Loss Trends and Loss Ratlo Trends 

Inflation raises the nommal costs of insurance premiums and losses. Accordingly, the pncing 

actuary adjusts historical experience with inflatton trends to project future cost levels. In 

lines with exposure bases that are not inflation sensmve, such as Personal Auto liability, only 

losses are trended. In lines with exposure bases that are inflation sensitive but are not directly 

related to cost trends, such as General Liability, premiums and losses are trended separately, 

In Workers’ Compensation, the exposure base, payroll, is inflation sensitive. Indemnity 

benefits are a function of wages, so the indemnity loss cost trend should be similar to the 

exposure trend. During the 1960’s. when industrial productivity increases were high and so 

wages rose rapidly, medical inflation was also similar to wage inflation. 

The NCCI uses a loss ratio trending procedure, with credibility adjustments based on the 

goodness of fit of the empirical observations with a linear trend. Since inflation of wages and 

indemnity benefits should be similar, the complement of credibility for indemnity was 

originally set at ‘no trend.” [Empirical data shows that indemnity benefits have been increasing 

more rapidly than wages, so the NCCI now uses the countrywide trend for the credibility 

complement.] Since medical inflation differs from wage inflation, the complement of credibility 

for medical is the countrywide medical trend, wrth different figures for states with an effective 

medical fee schedule and states with no schedule.es 

A. Inflation and Benefit Trends 

‘When wage rates are increasmg, payrolls are increased and more premiums are 

collected. indemnity losses which are based on wages will increase. but not to the same 

extent as premiums. Therefore, rate /eve/s as otherwise calculated should be reduced in 

order to avoid excessive premiums.’ - Allen [1952], page 59. 

aa Marshall (19541 and Kallop [1975] use no trend procedure; in their reviews of Kallop’s paper, Gruber (19761 
and Scheibl[1976] no& that New York and the NCCI began using fiend procedures.. NCCI [1985] describes the loss 
ratio trend which is now used in rate filings. 
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Forty years ago, Workers’ Compensation pricing actuaries wondered whether premium rates 

should be reduced because of wage inflation. Edward Allen presented the ‘wage factor’ procedure 

along with arguments for and against it. Harwayne [1953] noted that the ‘wage factor 

represents a technical adjustment to reflect recent conditions and is therefore on a par with the 

adjustment of experience to reflect current rate levels and current law levels” (page 28). 

Skelding [1953] noted the higher benefit trends than wage trends and says that “the injection of 

a so-called wage trend factor in the compensation rate structure would be a tragic mistake’ 

(page 21).2e 

During the late 1970’s and 1980’s, loss cost trends for both medical and indemnity benefits 

have far exceeded wage inflatron: about 14% per annum for medical, 10% for indemnity, and 

696 for wage. The disparity between wage inflation and Workers’ Compensation benefit trends 

has been increasing: although wage inflation has declined from 8% in the late 1970’s to 4% in 

the mid-1980’s. neither medical nor indemniw benefit trends have fallen as much.27 

The disparity between wage Inflation and WC benefit trends stems from several causes: 

. Technological advances in me&Cal treatment: more expensive equipment and complex 

therapeubc procedures. 

. Increasing utflization of medical services, even for minor injuries. 

. Patient ‘claim shifting’ from employer provided health insurance plans with high 

26 Wage level facms were ollen used in early ralemaklng analyses. For lnsxanca. 1918 Pennsylvama rate 
rev~smn used an average lacfor of 0.92 for all classlficalions except coal mming (Downey and Kelly [1’318], page 
266). Such lactors are more luslllied when the slate has a low indemmty benefit maximum (!b,d.. page 266.2G7). 
Gruber [1976], page 57. notes that “due to Ihe MaMnary growth of payroll and fherefore Ihe growth of premtum 
without any compensatmg increase in risk. a wage Iactor IS used to decrease the New ‘fork experience-indicated 
raleS.* 

27 On medical, indemnity. and wage trends. see Ryan and Fern [1999], pages 43-45. Hager (1991: Call for 
Reform]. page 7. and NCCI [1991: Issues Repon]. page 32. Kaulmann (19901, wng state data for one msurer. finds 
a cons~stenrly higher Workers’ Compensation medical severny trend than the CPI medical costs Index: see also the 
studies by the Califorma WC Rating Bureau. Before the 1970’s. the relationshIp of Workers’ Compensation medical 
costs and wage Infla(lon was less clear. NCCI [1991: Issues Repon]. p. 29, notes lhal ‘prior lo [1975]. wage inflation 
had generated enough premwm IO overcome indemnity and medical loss changes.’ [Boden and FleiKhman [1989] 
and Victor and Flelschman [1990] note that Workers’ Compensalion medical benefit trends were lower lhan medical 
~nflahon during the early and mid-1970’s but greater than medical inllation I” the 1980’s,] Early studies have ollcn 
shown a higher trend for medical benefits than for wages (Mowbray (1919j; Greene and Roeber (19251, p. 255; 
Skelding [1953]). 
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deductibles and co-insurance payments to first-dollar Workers’ Compensation benefits; 

physician “cost shifting” from limited reimbursement plans, such as Medicare, to 

higher reimbursement private insurance coverages, such as Workers’ Compensaticn. 

Lengthening durations of disability, particularly when replacement work IS not 

available. 

Increasing frequency/compensability of high-cost psychologlcal injuries and 

occupational diseases in certain jurisdictions. 

Greater attorney involvement in Workers’ Compensation claims.28 

Loss cost trends are frequently contested in rate filings, especially if the causes of the trend are 

neither intuitive nor explained. The use of loss ratio trends masks these causes: it is more 

difficult to interpret increases in loss ratios than in average claim costs.29 

6. Internal Data and External Indices 

Trend factors can be based on either (i) observed changes in average benefit costs or (ii) 

econometnc modeling of loss cost trends with external inflation indices, such as the CPI. When 

the causes of the observed trends are not well understood, observed benefit trends may be more 

reliable. Econometric modeling, however, separates the influences on loss cost trends Into their 

components, such as economic inflation. utilization, durations of disability, and claim filing 

patterns. Similarly. analyses of attorney involvement in insurance claims may explain rises In 

claim frequency, average claim severity, and loss adjustment expenses. Econometric modeling 

and analysts of attorney involvement provide qualitative justification for Workers’ 

Compensation trend factors. 

Loss ratio trends incorporate both claim severity and claim frequency. If exposures and losses 

28 See Appel [1969]; &den and Fleischman [1989]; Viclor and Fleischman (19901; Borba [19891; Wsbury 
11991 j. Appel notes several additional factors. such as (a) rising costs of medical malprac!ice coverage and 
defensive medicine. (b) demand creation by physicians. and (c) an oversupply of physlclans I” urban areas. Gets 
[1990], pages 39-40. also emphasizes the entitlement expectations of consumers for high quality medic 

29 Note particularly the obsewafion by Minrel (19831. p. 167: *, several insurance commiwoners have 
rejected lrending evidence based on an anabsis of internal loss and expense experience presented in support of a 
rate filing in favor of external evidence of factors outside insurance company control that may atfect tuture losses.’ 
Perkms (1922], page 272, a!so argues for separale payroll and loss projection fxton. 
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are trended separately, both claim severity and claim frequency trends should be estimated. 

In other lines of business, increases in claim frequency often stem from the addition of small, 

marginal claims. In Personal Auto, for example, severe injuries always led to insurance 

claims. The increasing claims consciousness of the public and attorney involvement in 

insurance claims, however, causes a higher incidence of small claims. This phenomenon 

depresses average claim costs (though not enough to offset economic and social inflation). 

In Workers’ Compensation, increases in claim frequency often result from newly mandated 

compensability of occupational diseases, psychological injuries, and stress claims, or from 

attempts to use Workers’ Compensatron as a substitute for early retirement. These are all high 

cost clarms. so increases in claim frequency may raise average claim severity. 

C. Loss and Exposure Trends 

Exposure grows by, increases in hourly wages and increases in the number of workers: only the 

former is needed for the trend calculation. Historical experience and future projections of 

average hourly wages are published by econometric consulting firms, such as DRI or Wharton. 

The loss cost trend may be estimated in two ways: 

l Fit average claim severities values to a curve. Average claim severities may be incurred 

values (case incurred losses divrded by reported claims) or paid values (paid losses on 

closed claims divided by the number of closed claims). The observed values are usually fit 

to either a straight line or an exponential curve. 

l Compare average incurred or paid values to an econometrrc index. For medical benefits, the 

econometric index may be the CPI medical cost index. For indemnity benefits, the index may 

be an average wage level index. Econometric indices are generally available only for 

countrywide data, though state specific figures may help to account for regional economic 
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differences.30 

Linear and Exponential Trends 

Unttl recently, Workers’ Compensation used linear trend factors. If the average cost of an 

indemnity case was $2,000 in 1992, and a 10% per annum trend was expected, the assumed 

average indemnity cost was 52.200 for 1993, $2,400 for 1994. $2,600 for 1995, and so 

forth. The expected trend was determined by fitting a linear regression (McClenahan [1990]. 

page 51): 

y= ax+b 

where y is the average claim cost in each year, 
a is the annual trend, 
x is an index for the year, and 
b is a constant. 

Linear trends often underestimate future costs, since inflation is multiplicative. not additive. 

In the example above, with a 1992 average cost and a 10% expected trend compounded annually. 

the assumed future costs should be $2.200 in 1993, $2,420 in 1994, 52.662 in 1995, and 

so forth. The corresponding regression is 

y=be= 

where the parameter and variables have the same meaning. 

In June 1990, the NCCI converted to an exponential trend function, as is used in other liability 

lines of business. To fit the exponential model, the exponential equabon can be transformed into 

a linear equation by taking natural logarithms (McClenahan [1990], page 51): 

In (y) = ax + In (b) 

30 See. for instance. ORI [1991]: “The Workers’ Compensation Insurance Rating Bureau of California has asked 
the Cost Information Serwce of ORl/f&Gra~-Hill IO develop and forecast an input price (market basket) index that 
measures escalation in operating costs of Calffornia hospMs. The hospRal escalation prelection wll be used by the 
Bureau’s Actuarial Committee in developing premums for workers’ compensation insurance’ (Exhibit 2. Sheet 4). and 
‘Over the period 1985 to 1990. the escalation rata of the California index was higher than that of the national index I” 
every year other than 1988. reflecting the relative relationship of the corresponding wage proxies’ (Exhlbil 2, Sheet 
3). 
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[Methods for solvmg these equations are reviewed in Wheelwrrght and Makridakns [1989], 

pages 163-170, or DeGroot 119751, p. 501. See Section 17.D.l for a complete illustration.] 

Economelric Indices 

Workers’ Compensation benefit trends are partially dependent on monetary inflation: indemnity 

benefits are linked to wage levels, and medical benefits are linked to medical inflation. 

Economrsts provide projectrons of future inflation Indices. and expected benefit trends may be 

derived from these (Masterson [1968J). 

Such techniques are particularly important when macro-econometric changes affect expected 

inflation. For instance, Workers’ Compensatton benefit trends were over 15% per annum in 

the early 1980’s. when monetary inflatron was high. Many actuaries expect benefit trends to be 

somewhat lower in the early 1990’s. since monetary rnflatron has decreased. 

During the 1980’s. benefit trends have exceeded monetary mflation. since “social inflation’ and 

“cost shifting’ affect Workers’ Compensation benefits. A regression of benefit trends on 

inflatron trends yields a positive constant factor. For instance, a regressron of medical benefits 

on the medical CPI index may yreld 

Medical benefits = medical WI c 5%. 

Thus, a medical CPI trend of 8% one year would imply an expected Workers’ Compensation 

medical benefits trend of 13%. 

The table below illustrates thus procedure, usmg simulated Workers’ Compensation medical data 

and the medical CPI inflatron Index. 
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YW 

1979 4,714 12,405 380 
1980 5.680 12,850 442 
1981 6,782 13,067 519 
1982 7,965 12,993 613 
1983 8,793 12,420 708 
1984 10,919 13,365 al7 
1985 12,745 13,544 94 1 
1986 15,103 13,681 1,088 
1987 18,044 14,493 1,245 
1968 21,926 15.650 1,401 
1989 25,389 16.006 1,566 
1990 29,077 16,109 1,805 

Incurred Medical Average Medical Benefil Medical CPI 
~Medical Benelits Chn Ccull Severity Trend Trend 

1 6 .3 9'o 1 1 .o % 
17.5 10.7 
18.1 11.6 
15.5 8.6 
15.3 6.3 
15.2 6.3 
15.6 7.7 
14.5 6.6 
12.5 6.5 
13.2 7.6 
13.8 9.1 

The data show a spread of about 4 to 7 pornts between the medical benefit trend and the medical 

CPI trend. For a 1991 medical CPI of 8 to 9% expected in 1990, the expected 1991 medrcal 

benefit trend is about 13.5%. 

D. Loss Ratio Trends 

The Workers’ Compensation exposure base, payroll. is inflahon sensittve. Average ‘wage 

changes, though, have been about 5 to 10 points below average benefit trends In many 

jurisdictions. Instead of using separate trends for benefits and premiums, standard bureau 

ratemaking procedures use a loss ratio trend. 

Policy year or accident year loss ratios are formed with premium at current rate levels and 

losses at current benefit levels. A consistent trend in loss ratios indicates consistently different 

benefit and premium trends. The loss ratro trend may be applied to the developed experience 

period loss ratio to project expected loss ratros in the future policy period. 

The observed loss ratio trends vary over time and by jurisdiction. They stem from numerous 

factors, as Michelbacher [1919] notes: 

‘Such a comparison [of lass ratios over time] measures collectively such factors as changes 
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in wage level, amendments to the benefit schedules, greater liberality on the part of 

admmistrative claim bodies in interpreting workmen’s compensation laws, a possible 

tendency on the part of claimants to malinger and to present fraudulent claims, the influence 

of immigration and emigration, variations in accident frequency and severity rates or in 

employment and unemployment, and, in fact, any and all mfluences acting upon the cost” 

(page 244). 

The pricing actuary should investigate the probable causes of the trend, since changes in the 

causes affect the expected future trend. For instance, 

. If the primary cause is economic Incentives of statutory amendments, then the enactment of 

a law change should be carefully examined for its potential influence on the benefit trend 

(see Section 10). 

. If the primary cause is a “tendency to malinger and present fraudulent claims,” then the 

organization of an insurance fraud unit may reduce the future trend rate. 

. If the pnmary cause IS “variations in unemployment.’ then macroeconomic developments 

will influence the future benefit trend (see Section 14). 

For a complete illustration of loss ratio trends, see Section 17.D.l. 

Credibility for Trend 

Observed benefit trends in small states fluctuate widely from year to year. The NCCI loss ratio 

trend procedure considers the ‘goodness of fit’ of the observed annual trends to an exponential 

curve. The ‘squared residual,” or the square of the difference between the observatton and the 

fitted point, measures the explanatory power of the regresston. The smaller the sum of the 

squared residuals for all policy years, the greater is the credibility accorded to the statewide 

trend.31 

31 Schelbl [ 1976). page 64, no1e5 the earlier credlbtlity procedure: “Subsequenl lo fhe presentation of Mr. 
Kallop’s paper. the National Council introduced loss ratio trend jnto I#S raremaking procedure lo recogmze the 
imbalance of soclaf and economu: lnlfatlonaly influences on premums and losses. Observed trends are adjusted 
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A variety of trend factors may be used for the complement of credibility. Ortgmally. a trend 

factor of unity was used as the complement for the rndemnlty loss ratio trend, on the supposibon 

that wage inflation should be about the same as indemnity benefit trends (NCCI [1985]). In 

October 1990, the NCCI began using the countrywide indemnity trend as the complement for the 

statewide trend. For medical benefits, the countrywide trend is used as the complement, though 

the trend figure depends on the type of medical fee schedule in the state under revtew. Using 

policy year 19851989 data, NCCl’s countrywide trends were: 

Indemnity: + 7 0 % 
Medical - Jurisdictions with effective fee schedules: 3.6 

Jurisdictions without effective fee schedules: 12.5 
Medical - All Jurrsdictions: 10.4 

E. Length of the Trend Period 

The trend period extends from the average accident date in the expenence period to the average 

accident date in the future policy period. 

. Policy Year Experience: A policy year considers accidents resulting from policies issued in 

a given time period. For instance, policy year 1992 covers accidents resulting from 

policies issued between January 1, 1992, and December 31, 1992. These polictes are In 

force from l/1/92 to 12/31/93. and the average accident date is l/1/93. 

. Acc/dedent Year Expenence: An accident year considers accidents occurring In a given time 

period, so the average accident date is the midpoint of that penod (assummg no change in 

exposures). Thus, the average accident date for accident year 1992 is 7/i/92. 

for credibility using a Spearman Rank Correlahon D-statlshc approach.’ These credibilrty procedures are unusual. 
Milliman and Robertson recommend that the NCCI adopt a ‘Sayesian credibilify [procedure] for werghting state and 
countrywrde rrend indicahons. credibrfiiy should be based on a measure of volume. or possrbry ‘volume plus a 
constanf.’ instead 01 Ihe current qualily ol the line fit.’ More advanced discussions of credibrlity procedures for trend 
may be found in Hachemelster (1975] and Venter [1986J. 
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. Calendar Year Experience: Calendar year experience considers financial transactions 

occurring in a given time period. For losses, these consist of paid losses and changes in loss 

reserves. Since both paid losses and changes in loss reserves relate to accidents occurring 

the past, the average accident date for calendar year experience is often before the midpoint 

of the period. Since the true average accident date can not be easily quantified, the 

assumption of the midpoint of the calendar year is commonly used. 

A rate review using experience from policy year 1989 and accident year 1990 to set rates for 

policy year 1992 has average accident dates of 

l January 1. 1990, for policy year 1989. 
l July 1. 1990, for accident year 1990. 
. April 1, 1990, for the experience as a whole. 
l January 1. 1993, for policy year 1992. 

The length of the trend period is therefore 2.75 years: 4/l/90 to l/1/93. 
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Sections 10: Law Amendments - Incentive Effects 

‘Enough experience has now developed so fhat we know with reasonable exactness what 
change in cost an amendment to the workmen’s compensation law will carry wilh if. If 
the warting period is reduced or the percentage of wages, which is the basis of 
compensation payments. is increased or any one of numerous changes in benefits is 
made, we can foretell almost with certainty jusf what the result will be when measured 
in terms of cosf.’ - Michefbacher [1919], page 245. 

Actual loss costs have climbed far more quickly after law amendments than the tradittonal 

projections predicted, since strong but indirect economic incentives are generated by legislative 

enactments. In particular, statutory revisions affect the followmg: 

1 C/arm Filing: Greater benefits and easier access to compensatron stimulate more reports. 

2. Durations ol Disab//ity: Higher benefit levels and the removal or weakening of time limits 

on indemnity payments cause lengthening durations of disability. 

3. Mix of Benefits: Changes in reimbursement levels by type of injury affect the expected mix 

of benefits, particularly for temporary total and permanent partial disabilities. 

4. Non-Compensafion Medical Benefits: Changes in the deductible and coinsurance provisions 

in governmental or group health plans affect the claim frequency of occupational injuries 

and diseases. 

5. Attorney Involvemen!: Changes in administratrve procedures may influence attorney 

involvement in Workers’ Compensation claims, which in turn affects claim frequency and 

severity. 

6. Compensable injuries and Diseases: Changes in the defimtion of occupational injury and 

disease affect the types of claims reported. 

57 

269 



Direct effects are Immediate; indirect effects emerge slowly. The indirect effects are often hard 

to disentangle from loss cost or loss ratio trends, but separating indirect economic incentives 

from loss trends is essential for competitive pricing. For instance, suppose a statutory 

amendment defines certain ‘stress’ claims as compensable. The indirect incentive effects are 

gradual. As workers learn what types of stress claims may be pressed, and as they see other 

workers receiving benefits for stress claims, there will be a steady rise in claim frequency. 

If the indirect effects of law amendments are not properly priced, the increase in stress claims 

will appear as a loss ratio trend or as a loss cost trend. This may mislead the pricing actuary, 

for two reasons: 

l The rate of increase in stress claims will be greatest soon after the law amendment and WIII 

taper off to zero after several years. 

. The rate of increase in stress claims will vary by classification, depending on the types of 

stress claims deemed compensable. 

A. Claim Frequency 

The indirect economic effects of law amendments on claim frequency and durations of disability 

are quantified by econometric analyses, not by a priori intuition. In the early 1980’s, several 

economists considered the effects of benefit levels on claim frequency for temporary total, 

major permanent partial. and mmor permanent partial injuries. Butler and Appel [1983]. for 

instance, find that both wage and benefit levels affect claim frequency: injury claims increase as 

wages fall and as benefits increase. 

Gardner [1989]. page xiii, summarizes previous studies as ‘A 20 percent benefit increase is 

estimated to have a 7 percent increase on temporary disability claims.” The Nattonal Council on 

Compensation Insurance [1991]. in an admitted understatement, uses a 1% overall indirect 

effect of statutory amendments. Other rating bureaus sometimes avoid quantifying the indirect 

effects explicitly and include them instead in the loss ratio trend (see below). 



A New York Example 

In 1990. New York increased the maximum benefit for temporary partial disabilities from 

S150 a week to $340 a week. The direct effect of this change was a 1.6% increase in 

temporary partial benefits. 

A more complete analysis must consider several aspects of the pre-1990 New York benefits: 

l Temporary partial claims were infrequent, accounting for only 1% of all benefits. 

9 The average weekly indemnity payment on temporary partial claims was 577.04, well 

below the maximum of S150. For temporary total claims. the average weekly benefit was 

$266.03. close to the pre-1990 maximum of $300.00. 

Two factors contribute to this disparity. First, temporary partial benefits are two thrrds of 

the dilference between pre-injury and post-injury wages, whereas temporary total 

benefits are two thirds of pre-injury wages. Second, the low maximum for temporary 

partial benefits induced high wage workers to avoid these claims and return to work full 

time. 

Both factors are important. The increase in the maximum benefit does not affect the first 

factor. But it removes the disincentive for filing temporary partial claims, so it will 

increase claim frequency. Moreover, since temporary partial clarms often develop into 

permanent partial claims, claim frequency for all partial claims may increase. 

The effect of benefit levels on claim frequency depends on the subjectivity of the injury: 

permanent total claims are least affected by benefit provisions and temporary partial claims 

are most affected (Butler and Worrall [1983]). There are no hard rules for estimating the 

effects, since they depend on various aspects of the benefit system. Given the low pre-1990 

frequency of temporary partial claims in New York, the pricing actuary might estimate that the 

frequency will increase substantially. These indirect incentive effects occur gradually, so even 

post hoc tests of these presumptions are difficult. 
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Benefit Levels and Claim Frequency 

There are several explanations for the relalionshrp between benefit levels and claim frequency, 

each of which demands a different response from the pricing actuary. As benefits are increased, 

workers may have more Incentive to file clatms. less incentive to be careful on the job, or more 

incentive to bear additional risk on the job. Economic research on ‘compensating differentials” 

pertains to the last of these three (Dorsey [1983]; Worrall and Appel [1988]). As benefit 

levels increase, workers chose riskier occupations, since the economic loss from industrial 

accidents diminishes. Although there is some evidence for thts effect, the influence on overall 

Workers’ Compensation costs is probably mmor. 

Higher benefit levels may leave employees with less incentive to be careful on the job. 

However, employers have more control aver workplace hazards. Higher benefit levels Induce 

large employers, who are experience rated or retrospectively rated, to emphasrze salety 

controls and loss prevention activities. 34 The employer incentives probably override the 

employee incenttves regarding job safety. For instance, OSHA finds a continuing decline in 

workplace fatalities and severely disabling infuries over the past decade. though thus stems 

from both employer safety incentives and the transition from a manufacturing to a service 

economy. 

For claim filing, however, employee incentives generally override the employer and 

macroeconomtc effects. Moreover, increased filing of minor claims may increase the number of 

major claims as well. For instance, reductions in the waiting period may stimulate numerous 

temporary total claims for short durations of disabtlity. Some of these temporary total clatms 

then develop into permanent partial claims, as accident victims become accustomed to the 

Y Gardner [1989]. page 79, summarizes several studfes: “Chelius and Smrth (1993) found no slgndicant effect 
from less-than-full experience rating on injury rates. But Butler and Worrall (1988) found that. in larger firms. which 
are likely to have a higher degree of experience rating than are smaller firms. xtdemnfty costs differ lass in response 
to benefit differences than they do ut smaller firms. Thee data ware observations at the establishment level I” eleven 
risk classes in thirty-eight stales for 1980 and 1981. Ruser (1985) analyzed BLS time-senes data for twenty~four 
manufactunng fndustrfes in lorry-on.3 states from 1972 through 1979. He found the response of injury rates to bencfii 
changes lo be four trmes higher in small firms than in large firms. Similarly. wrth data in one state . South Carolir)a 
over the long period from 1949 through 1971. Worrall and Butler (1995) also found that industnes wfth relalrvefy sofa 
employees per firm had smaller changes in injury rales when benefits increased than did industries wfth fewer 
employees per firm.’ See abo Harnngton [1988]; Chelius (1974; 1982: 1993]). 
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compensation benefits. 

8. Durations of Disability 

Economists have also examined the effects of benefit levels on the duration of disabrlity. 

Economists often apply a “reservation wage’ model derived from unemployment studies to the 

analysis of Workers’ Compensation durations of disability. The reservation wage is the amount 

required to induce an individual to accept an employment offer. For injured workers, the 

benefit level is simtlar to the reservation wage: as benefit levels increase. injured workers are 

less likely to return to work (Butler and Worrall [1985], page 718). 

Several phenomena hinder the quantification of duration effects. 

l Many claims are “right-censored’ in rating bureau data bases, in that the disabrlity has 

not yet ended. 

l The future duration of a claim may be dependent on the past duratron: that is, the longer a 

worker has been receiving disability benefits, the less likely he may be to return to 

work.35 

l The effect of benefit levels on the duration of disability varies by type of injury: it is 

strongest when the disability is hard to monitor, as in temporary total low back claims, 

and it is weakest for more severe claims. 

The incentive effect of benefit levels on the duration of disability is strong. The estimated 

amount vanes with the type of injury and the assumed dependence of future duration on past 

duration. A 10% rise in benefit levels appears to raise durations of disability by at least 2% 

(Butler and Worrall [1985], page 722; Gardner [1989], pages xiii, xv). For temporary total 

3s Cf. Butler and Worrall[19a5], pages 720-721: ‘This IS a case of duration dependence-as the length 01 lime 
on a claim increases, the instantaneous rate at which one changes from disability to nondisability status wll 
decrease and expected duration WIII increase. Simpiy put, the longer one is on a claim the less likely one is to leave it 
to return to the work force when duration dependence is present. Perhaps the length of a claim makes 11 
increasingly difficult to return to work because of depreciation in market-oriented human capital.’ Qu’antlfying 
duration dependence is diflicult in non-homogeneous samples: ‘Unlortunately. in the presence of unobserved 
heterogeneity across claimants duration dependence may appear to characterize the sample data even if it does not 
exist lor any of the indivtdual observations. Even f the transition rate out of Workers’ Compensation is fixed to 
each indiwdual. because the Impact ot the unobservable differences sart out higher hazard individuals first, there wll 
appear to be some duration dependence” [page 721). 
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low back claims, if one assumes that the longer a worker is on disability, the less he desires to 

resume regular employment, a 10% nse in the benefit level may induce as much as a 9% 

increase in the length of disability (Butler and Worrall [1985]). (If one includes the 4% rise 

in claim frequency discussed above, the total loss cost increase is 25% [=lO% + 9% + 4%].)3s 

This phenomenon, however, is weaker for other types of injury, and other economtsts dispute 

its overall strength. The ‘duration elasticity’ for all Workers’ Compensation claims combined 

is probably between 10% and 40%.37 

In incentive effects vary with the compensation system. In states with wage loss benefits for 

permanent disability claims, such as Florida, the award depends on the post-injury wages 

earned by the employee, thereby increasing incentives to stay out of work (Gardner [1989], 

pages XVI-XVII. 2; 8ralnerd [1987]). In addition, when benefit increases vary by type of 

injury, the m!x of claims WIII shift towards those injury types whose benefits increase most, 

Long-Term Disability Studies 

Life and health actuaries have analyzed the effects of benefit provwons and economic conditions 

3s Similarly, Gardner [1989], page xv. says: ‘The literature suggests that a 20 percent increase in temporary 
total benefits (replacement rates) to all benefit rec~p~enls would increase aggregate payments by al /east 30 percent. 
This reflects the dvect eHect of 20 percent and an average of at least 10 percent in additlonal utilization. Duration 
would increase by at least 4 oercent. while claim-filing rates would ruse by about 6 percent.’ In a recant study of Iha 
statutory increase I” the maximum weekly indemnity benefit in Connecticut from 10096 to 150% ol the average 
weekly wage. WCRI j1991: CN] found that the indirect eifects were as great as the direct effects, suggestrng that lhe 
previous es:lmates may have been understated. 

Gardner [1989], page 40, aisc summarizes an unpublished study by C)vcnne and St:Michel that differentiates 
between cases that are relatwety easy to diagnose. I” which no moral hazard component emerges, and those that 
are dlHicuit to diagnose (back and spmal dwxders). They find durations of disability to be an average of 
approxwnately 10 percent longer overall among claimants who are treated mere favorably by the plan. Those 
claimants wth dltficult-to-diagnose mfurles who are favorably treated under the disability plan have durations of 
disability about 30 percent longer lhan those with similar mfur~as who are treated less favorably; those wrth easlfy 
diagnosed infurIes show no difference !n duration from mere favorable treatment under the plan.’ 

37 Butler and Worrall [19881 have tested the wage reservation model for the distribution of Workers’ 
Compensation loss costs ,rrllh curve fining techniques. Indemnity costs are the product of three vanables: 

. Ihe prababllity of filing a successful claim, 

. the duration of disability, and 

. the benelit level. 
A pure chance generatlon of costs, wrth no elfect of benefit levels on cla!m frequency or disability durations. would 
suggest a lognormal distrlbutlon of Ixsses. whereas a reservation wage model would suggest a Welbull distnbutlon of 
lossas. The consistency of the reservation wage model wrth the observed distribution of losses is a check on the 
reasonableness of the eccncm~c incentives phenomenon. 
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on long-term disabrlity (Kidwell et al. [1985a; 1985b]). Long-term disability termmatron 

rates dropped in Ihe late 1970’s. in response to worsening unemployment, and they rose in the 

early 1980’s, as the economy prospered. 

The effects of policy provisions are difficult to quantify in Workers’ Compensation, since 

benefits are mandated by state statute. Long-term disability benefits vary widely among 

carriers as well as among policyholders, so the effects of benefit levels on the duration of 

disability are more easily discernable. [The new statutory disability tables published by the 

Socrety of Actuanes show these influences.] Casualty actuaries can use the health insurance 

results to predict the effects of statutory revrsions in Workers’ Compensation. 

C. Claimant Characterlstlcs 

The indirect effects on claim reporting and durations of disability vary by claimant 

characteristics (Borba [1989]). Three groups of accident victims show :he largest effects: 

1. Non-Primary Wage Earners: If benefit levels during disability are lower than the pre- 

injury wage, primary wage earners often feel compelled to return to work. Secondary wage 

earners, such as spouses of the primary wage earner, show a greater response to economrc 

incentives.se 

2. Low-/nCom8 l?mp/oyees: Lower Income employees are affected by changes in maximum 

disability benefit levels more than hrgher income employees are. Moreover, they have less 

assets and are more dependent on current income. Benefit level changes have the greatest 

indirect economic effects on lower wage earners (Gardner [1989], page 58; but contrast 

Js Much of thls research is from unemployment Insurance studies. with the somewhat blased assumption that 
men are pnmary wage earners and women are secondary wage earners. Gardner [1989], pages xiii-xN, notes: ‘A 
wide variety of studies document the greater labor market responses al women, especially married women, to 
econOml~ mcentives. An earty study found that a 20 percenl increase in wages would produce a 40 percent increase 
in work activity among women but onty a 7 percent increase among men. Later sludies indicate that the drtcislons of 
married women are the most sensitive, and their respons~eness grows with the size 01 their husband’s earnings. 
The responsiveness of single men exceeds that of mamed men.’ and page 56: “. married claimants have greater 
durations of disability payments. Theu findings may suggest a greater willingness to file lost.ume claims when there 
is another (actual or potential) income earned in the famtly.’ 
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WCRI [1991: CN]. where a benefit change affectrng only the highest 10% of wage earners 

had a large incentive effect). 

3. Older Employees: Benefit level changes may induce older employees to use Workers’ 

Compensation payments as ‘early retirement,” for two reasons. First, older employees, 

with lower expenses, may be satisfied with disability benefits. Second, younger employees 

often desire regular employment, with its opportunities on promotions and advancement. 

Older employees, with little chance of additional work advancement, may be more content 

with disability payments (Gardner [1989]. pages 60, 62). 

Thus, the indirect effects of benefit level changes vary not only by type of injury but also by 

type of Industry, based on the drstnbution of workers by age, income level, and primary versus 

secondary wage earners. The effects are strongest on low paying work with older employees who 

are secondary wage earners. The effects are weakest on high paying work with young, upwardly 

mobile, primary wage earners. 

D. Non-Compensatlon Medical Beneflts 

Changes In non-compensatron medical benefits in both public and private plans affect Workers’ 

Compensatron loss costs. For instance, a state may require that employer provided group health 

plans include a Health Maintenance Organizatron (HMO) option. Physicians employed by HMO’s 

have an economic Incentive to label injuries and diseases as ‘work-related.’ HMO physicians 

receive no benefit from non-occupational injuries, since they are compensated by salary for 

such cases. By deeming the injury or disease to be work related, they may brll the Workers’ 

Compensation earner directly (see Section 15). 

Most group health plans have deductibles and coinsurance payments incurred by the employee. 

These create economic incentives for employees to consider their injuries or diseases as ‘work- 

related,” since Workers’ Compensation is a first dollar coverage with no employee contribution 

(Borba and Eisenberg-Haber [1988]). Adoption of ‘twenty-four’ hour coverage, with similar 

medical benefits for occupational and non-occupational injuries and diseases, may shift some 

Workers’ Compensation costs back to group health plans (Bateman [1991]; Bateman and 
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Veldman [1991]. 

Health actuaries, academics, and insurance research organizations have analyzed the effects of 

policy provisrons and administrative procedures on containing medical care costs. Medical fee 

schedules and peer review are berng used or considered in some states for Workers’ 

Compensation.ss The pricing actuary must quantify the likely effects of such enactments on 

Workers’ Compensation loss costs. 

E. Attorney Involvement 

Workers’ Compensation is intended to be a “no-fault” compensation system with little litigation 

or claim controversion. Attorney representation of Workers’ Compensatron clarms has risen 

sharply in several states, with concomitant lengthening of disability durations and greater 

claim seventies. 

The AIRAC studies on Personal Automobile insurance suggest that attorneys cause greater 

“economic damages,” by encouragmg accident victims to stay out of work and incur large medical 

bills (AIRAC 11988: 19891, IRC [1990]). Similarly, Gardner [1989]. page 2. finds that 

“incentives to remain away from work are even stronger when attorneys are negotiating 

[Workers’ Compensation] settlements.” Butler and Worrall [1985], page 719. using a 

multiple regression analysis, conclude that “when a lawyer represents a claimant the length of 

stay on Workers’ Compensation will tend to increase . ‘40 

Many states specify the reimbursement for plaintiff attorneys in Workers’ Compensation cases. 

The 1991 Texas reform, which restricted payments for plaintiff attorneys, is expected to 

38 Wherher a stale has a strong medical fee schedule affects the complement of the medical loss rarlo!rend in 
the NCCI procedure; see Section 8. 

aa This effect IS greatest when the insurance compensation 1s assured. such as in Personal Injury Profectlon or 
Wor!ars’ Compensation. Under tort liability systems. claimanls may be loath to mcur large medical bks or income 
losses. since they may never be reimbursed. 
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reduce claim filings and claim severity (Gallagher [1990]).4’ Pncing actuaries must estimate 

the effects of the legislation affecting attorney involvement in insurance claims, to determine 

whether Workers’ Compensation in particular states wilt be profitable. 

F. Compensable lnjurles and Dlseases 

The states vary in the statutory compensability of (i) latent diseases, (ii) diseases that are only 

partially work related, and (iii) stress claims. In California, for instance, stress claims are 

often deemed compensable and are becoming increasingly frequent (see Parry [1988], Barge 

[1988]. Staten and Umbeck [1983], Victor [1988], Marcus [1988]). 

Occupational disease claims and injuries treated by psychratrists and psychologists have higher 

average severities than “traumatic’ injuries (Marks [1984], Durban [1987]). Statutory 

amendments that encourage compensabrlity of latent diseases and stress claims may have a great 

effect on overall loss costs. 

Plaintiff attorneys often seek tort liabtlity compensation for latent diseases, such as asbestosis 

(Millus [1987]). Workers’ Compensation reimbursement generally requires physical 

disability and actual medical bills. Court awards under General Llabrlity coverage are often 

obtained for a presumed increased likelihood of future disability or medical problems. In 

addition, class action suds are more common agamst General Liability carriers. Statutory 

changes that affect recoveries under tort iiabtlity will indirectly affect claim filings under 

Workers’ Comoensation. 

6. Loss Cost Trends 

Workers’ Compensation loss cost trends and loss ratio trends are influenced by statutory 

amendments. Present rate making procedures adjust historical loss experience for the direct 

effects of statutory revisions. The indirect effects appear as part of the loss ratio trend (see 

Sections 8 and 17). If the historical indirect effects are included in trend factors, and indirect 

41 The Texas reform was declared unconstitunonal by a lower court. II is now III the appellate court system, and 
il ml1 presumably proceed to the stare Supreme Coun. 
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effects from current statutory revisrons are estimated separately, one may double count these 

effects. If one ignores the indirect effects of current statutory revisions, one may 

underestimate the short term effects. If one adjusts historical statutory amendments for the 

indirect effects and removes the loss ratio trends, one may overlook economrc or social 

influences on loss costs. 

Most appropriate is a complete analysis of direct and Indirect effects of historical and current 

statutory revisions, along with a residual loss ratio trend. 

H. A Caveat 

The effects of benefit changes on claim frequency and severity depend on many factors, such as 

present benefit levels, type of infury. and the administration of the compensation system. The 

economists studying these effects are careful to qualify their projections, to note the types of 

injuries and claimant populations to whrch they apply. Gardner [1989] provides a list of 

dozens of studies on each topic with the varying results they produced. Fein (1991: Financial 

Crisis], pages 25-26, and Gallagher [1990] note the difficulty of predicting the effects of the 

Texas Senate Bill 1 (effective January 1, 1991). Flat, didactic statements about ‘incentive 

effects are simply misleading. 

‘If is well documented tbaf a 20% increase in beneffts results in a 7% increase in 

claims and a 4% increase in duration of such claims.” - DeCarlo and Minkowitz 

[1991], page 445. 
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Sectlon 11: Involuntary Market Burdens 

Workers’ Compensation risks unable to obtain coverage in the voluntary market are insured in 

involuntary pools, or ‘residual markets.’ The pools in most states run operating deficits, 

which are funded by private insurance carriers in proportion to direct written premrum. The 

pools now constitute about 23% of countrywide business, so the ‘involuntary market burden” is 

large. Pricing actuaries generally consider the involuntary market burden as an expense 

element in setting voluntary market rates (NCCI [1991]. pp. 38-39; Gustavson and 

Treischmann [1985]; Fein [1991], page 20).42 

The involuntary market burden is the operating loss of the pools, not the underwriting loss 

(White [1988], page 46). One may quantify the burden by discounting cash flows for 

involuntary market business, by combining voluntary and involuntary market cash flows in an 

Internal Rate of Return model, or by calculating an Investment Income offset factor. The 

actuary must also estimate the profit or loss from servicing involuntary market business 

(Littmann [1990]). For servicing carriers, the involuntary market burden is the net effect of 

the operating loss from pool business and the profit or loss from servicing involuntary risks. 

The pricing actuary has several tasks with regard to the involuntary markets: 

. Prolirability: Undersfand the causes of pool size and pool deficit by jurisdiction, in order to 

estimate the expected profitability of Workers’ Compensation business. 

. Pricing: Calculate the residual market burden, which is used as an expense element in 

pricing voluntary risks. 

. Strategy: Forecast the expected residual market burden for alternative Workers’ 

Compensation programs, such as excess coverage or large dollar deductibles, in order to 

devise company strategy for future business. 

42 In some jurisdictions, r&s that prwate insurers are unwilling IO service can oblatn coverage from a stale 
fund. thereby obviatmg the need far an ~nvolunlary marker. 
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A. Profltablllty: Size of the Involuntary Markets 

There are several explanahons for large involuntary insurance markets. All contribute to the 

involuntary market problem, but each implies a different solution. 

Rats Adequacy 

Rate inadequacies cause the line of business to be unprofitable or only marginally profitable. In 

the late 1980’s. for instance, as Workers’ Compensation profitability declined, the involuntary 

markets grew rapidly. Statewide rate increases would reduce the involuntary market share.43 

Competition 

Involuntary market rates are competitive with voluntan/ market rates. An involuntary market 

risk has no incentive to seek voluntary market coverage. Involuntary market surcharges would 

reduce the involuntary market share.44 

The NCCI is attempting to mitigate this phenomenon. wherever state regulation permits: 

‘[The residual market] does not, and should not, guarantee that such coverage will be at a 

price that is competitive or lower than m the voluntary market. To eliminate lhls 

a So Freeman (BRPC], page 22: “Why have so many residual market run amok? According 10 most observers. 
rate inadequacy heads Ihe lisl of reasons”; see also Eisenberg and Vieweg [ 1987). [McNamara [1984J, page 15. 
gives the same explanation for automobile asslgned nsk plans: ‘The 1001 cause 01 the availability problem IS 
unquestionably rhe belie1 of underwrIters (hat the overall rate levels, or fhe ra(es lor pamcular classes and/or 
terntories, are inadequate.“) Note. however, that Workers’ Compensal~on insurers conrrnued using rate deviations 
and policyholder dividends averagmg over 10% of premium through the 1980’s. Voluntary risks would be profitable 
were there no involunlaty market burden, even as the involun&~ market grew. Higher manual rafes may lead to 
increased deviations or dividends, not simpiy lo reductions in the involunrary market share jfhough they have en 
effect). 

44 Huber (19861. page 54, provide an illustration: “In Maine. Ihe regulatory disallowance of ihe plan 
managemenls’s aurhonty 10 mandate a rerrospecrlve rating plan lor an account representing 54.3 million in premium 
resulted in Ihe plan’s forced provwon of a substantially more competitive pnce than the volun~ry marks1 would 
provide. The same situalion prevailed in Tennessee.’ Hofmann [1992: AA]. page 9. notes lhat *. loday’s 
commercial insurance buyers know how to exploit bureau rates that are loo low (by volonfarily purchaszng coverage 
through assIgned risk plans) .” Minfel [19@3] sees compelitive involuntary market rates as a major C~USB of (he 
growCh of ceftaln Personal AutomobIle assigned risk plans. 
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possibrlity. NCCI has filed a plan change to recognize that an offer of any reasonable rating 

plan approved for use In a state would be considered an offer of voluntary coverage and 

failure to accept such an offer would exclude the risk from the residual market’ (NCCI 

[1991: Issues report], page 38). 

Hager [1991: Call for Reform: see also 1992: 19921, pages 2-3. lists five NCCI programs that 

should reduce the competmveness of the pools. thereby depopulating them. The anticipated 

effects of such programs affect the actuary’s forecast of the involuntary market load. 

. Higher deposit premrum requirements for involuntary risks. 

. Payroll venfication plans to avord wrllful understatement of payrolls. 

. Elimrnahon of premium discounts for involuntary rusks. 

. Premrum rate drfferenbals between the involuntary and voluntary markets, ranging up 

to 25%. 

. Two loss sensitive experience rating plans designed for involuntary risks: the Assigned 

Risk Adjustment Program (ARAP) and the Assigned Rsk Rating Program (ARRP), which 

reflect more closely adverse historical expenence. 

Classification Refinement 

Over-simplified risk classificatron schemes do not allow insurers to charge different rates to 

risks of different quality. Risks of poor quality that are not surcharged end up In involuntary 

markets. More accurate nsk classrficatron schemes would reduce the involuntary market share 

(Brunner [1985]). 

Classification rnefficrency In competrtive markets is often used to explain large automobile 

mvoluntary markets, [Massachusetts, for instance, does not allow classification by sex, limits 

classification by terntory, and has an involuntary market facility that insures over half the 

Personal Auto risks.] Thus explanation IS particularly appropriate for Workers’ Compensation, 

which had a rapid spread of “open competitron’ in the late 1980’s, but retains a simple 

classification scheme. 
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Insurance Expenses 

Some underwriting and administrative expenses vary more directly with the number of policies 

than with premium. An expense loading proportional to wntten premium assigns too little 

expenses to small risks,, and the expense constants are insufficient to cover these “per policy” 

costs. As a result, small risks are often unable to obtain coverage from voluntary carriers and 

end up in the residual market.45 Larger expense loadings for small risks would reduce the 

involuntary market share. 

B. Pricing: Calculating the Burden 

Residual market assessments vary with voluntary market writings. Thus, the operating loss on 

involuntary market risks may be considered an expense for voluntary market risks. To 

calculate the “residual market burden.’ the pricing actuary determines the net loss after 

investment income for involuntary market risks and divides this amount by voluntary market 

premium. There are several ways of doing this. 

Investment Income Offset 

The NCCl provides combined ratios by state for the involuntary market pools. An ‘investment 

income offset’ is derived from Insurance Expense Exhibit data as line 11 (“Net Investment 

Income Gain or Loss”) divided by line 2 (‘Net Premiums Earned”) for column 16 (“Workers’ 

as Compare Chelws and Smith [1966], page 5: “If small businesses are not regarded as dewable clients. one 
can conclude that rhelr possibly higher premwms per dollar of loss reflect higher overhead costs that are not fully 
recouped by msurdnce companies because of rlgldiiies in the ratemaking process.’ They note that ‘small 
businesses ate corwstently and heavily over-represented in both assigned risk pools and compelitive stale funds. 
For example. rhe average prenwm pald MI 1983 by those firms obtaining insurance from asslgned risk pools was 
$1.612. whale the average premium wntten by stock insurance companies in :hat same year was about 55.000 
(pages 5-6). So also Huber [i986]. page 52: ‘A review 01 !he 20 most populous classes of the NCCI-managed 
relnsurance pools tells us that most accounts are small .’ Compare also Freeman [BRPC], page 110: ‘. in 
workers camp Ihe tamers lett in a parlicular market may have minimum premiums which are so excesswe that 
smaller insureds are forced into the residual market.’ The NCCI. however, contests lhese obrervarlons: ‘In 1990, 
NCCI performed studies which refuted some common misconceptions concerning the demographics of the residual 
markel. Although small risks account for approximately 75 percent of the residual market, they account for 
approximately that same percentage of Ihe voluntary market’ (NCCI 11991: Issues report], page 37). So also White 
[1986]. page 39: “The composltlon of the restdual market by size of insured does not differ slgmlicantly from Ihe 
voluntary market excepr on Ihe very high end of accounts In the mlllion dollar range’ and Fein [1990: Pncmg and 
Profitability], page 31. 
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Compensation”). Industry-wide figures for 1990 give $4,172 million I $30.812 million, or 

13.5% (Bests [1991: ABA]). 

There are several problems with this calculation: 

l The Net Investment Gain or Loss in the IEE allocated lo lines of business excludes capital 

gains and losses, which are allocated entirely to the Capital and Surplus Account (IEE, Part 

II, line I 1 instructions, footnote A). The 13.5% figure should be increased, perhaps by 

including capital gains and losses in the allocatron of investment income. 

l The timing of premium and loss cash flows differs between the voluntary and involuntary 

markets. Involuntary risks are wntten by servicing carriers; other member companies 

are charged assessments. Involuntary premiums are collected earlier, srnce retrospective 

rating plans are not used and required premium deposits are often larger than in the 

voluntary market. The IEE investment income offset, which is based on net loss reserves 

and unearned premium reserves, reflects the cash flows of all business, most of which IS 

voluntary. 

l The IEE investment income offset is based on the investment income received in the current 

calendar year. not the investment income expected in the future for the current policy year. 

The offset IS distorted by changes in business growth and market interest rates (Eutsic 

[1990]; Bingham [1992]). 

l The investment income offset differs by state, since benefit provrsions and loss payment 

patterns differ by state (see Section 7 above). 

Oiscounted Cash Flows 

Premium collections and loss payments may be discounted to the policy inception date to 

determme the economic loss from involuntary market risks. The premium collection and loss 

payment patterns should be those of the given state’s involuntary market. 
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This approach can be used by both servrcing carriers and other member companies. The 

servicing earner would consider premium, loss, and expense transactions wrth both the 

policyholder and the pool. Other insurers would consider only premium and loss transactions 

with the pool. 

Pricing considerations include: 

l Data Availab~lify: Some insurers do not keep the necessary records of cash flows to and from 

the pools by policy year. though industry statistics are compiled by the NCCI. 

. Complexity: If the insurer does not use financial pricing models for its voluntary risks, the 

modeling work required may be great. 

l Discount Rafe: The actuary may select a conservative, risk free rate (e.g., Treasury bills), 

or an expected new money investment rate (e.g., high quality corporate bonds). Since all 

other values in the rate review are on a pre-tax basis, a pre-tax discount rate should be 

USed. 

tnvoluntary Load Illustration 

There are no set procedures for calculation the involuntary market load; current methods differ 

by carrier and by jurisdiction. The pncing actuary must estimate 

l The operating loss of the pool during the future policy period, and 

l The market share of the pool during the future policy period. 

Historical loss ratios for involuntary business may be obtained from the bureau managing the 

pool. The operating loss is either 

l The undiscounted loss ratio plus an expense ratio (servicing carrier allowance) minus 

the investment income offset, or 

l The discounted loss ratio plus an expense ratio. 
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For instance, fhe undiscounted loss ratio may be 110%. the servicing carriers allowance may 

be 30%, and the investment income offset may be 20%. for an operating loss of 20%. 

The future market share of the pool may be estimated as the most recent market share adjusted 

for the anticipated effects of residual market programs. For instance, higher premium deposit 

amounts and the lack of premium discounts may encourage more large risks to seek coverage in 

the voluntary market, thereby reducing the involuntary market burden.46 Other developments 

also affect the anticipated market share of the pool. For instance, factors that increase the share 

include 

. risks leaving the voluntary market for self-insurance plans or excess coverage, and 

. regulatory suppression of voluntary market rates, leading insurers to tighten 

underwriting restrictions.47 

For instance, the most recent market share of the pool may be 18%. a new involuntary market 

experience rating plan is expected to reduce this 2 points, and the exodus of risks from the 

voluntary market to self-insurance and excess coverage is expected to increase this 4 poinis. 

for a projected future involuntary market share of 20%. 

The market share of the involunlary pool is converted into a ratio of involuntary to voluntary 

premium. For instance, a 20% involuntary market share is a 25% ratlo of involuntary to 

voluntary premium. 

The involuntary market burden is the product of the pool operating loss and the ratio of 

involuntary to voluntary premium. Thus, a 20% operating loss times a 25% ratio of 

4 Fern [1990: Endurmg Drfficult Times], page 5. esl1mates that ‘rhe residual market programs have reduced the 
burden on the voluntary marker by two percentage polnrs.’ Some of these programs. such as rate differentials. 
reduce bolh the involuntary market share the ~nvolunrary aperatlng loss. 

47 In addition. not all voluntary premwm is included in the residual marker assessment base. For instance. 
carriers taking direct assignments from the pools may not receive an assessment. Countrywide. the assessment 
base is abour 96% of Ihe voluntary market premium. though this varies by jurisdiction (NCCI 11992: Acl-92-41, Exhlblt 
lC-2-l). The pricing actuary must also consider the effects of business growth or contraction, since direct wrltfen 
premum of the preceding calendar year is Ihe assessment base for the current policy year. 
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involuntary to voluntary premium is a 5 point involuntary market burden.4s 

C. Strategy: Forecastlng the Burden 

Large involuntary market burdens are forcing insurers to leave some jurisdictions or to 

develop alternative insurance programs. Much insurance for large risks at lower layers of 

coverage is ‘dollar trading”: the insure collects premtum which it return in loss payments. 

Some of these expenses are a servicing charge for issuing policies and handling claims. 

Alternative Workers’ Compensation programs 

In a jurisdiction with a large involuntary market burden, this servicing charge rises, and full 

coverage programs may become uneconomical. To alleviate the burden, some insurers are 

developing alternative programs, such as excess coverage, administrative services only (or 

management assistance for a self-insurance program), and large dollar deductible policies. 

State regulations affect the types of programs offered in each jurisdiction. 

As an example, suppose an insurer has a 3% market share in a Juiisdiction with a 15% 

involuntary market burden. Its voluntary market operating ratio is 90%, but with the 

involuntary market burden, its net operabng ratio is 10594. 

A conversion to excess coverage, by means of an assisted self-insurance program or a high 

deductible in the policy, with a two thirds reduction in premium, may cause the following: 

. Market share drops to l%, since premium is only one third as large. 

l The insurer continues to handle all claims. The insured pays the benefit costs, and the 

insurer pays the loss adjustment costs. Most of the premium in some excess plans is for 

claims handling expenses. 

l The insurer uses a larger percentage “profit and contingencies’ provision to 

48 Acrual loads vary greatly state. The NCCI esfimares a countr,wrde average of neady 1596, though estimates 
by private carriers vary conslderabty. Junsdictions with high involuntary market shares. such as Anzona. Florida, 
Kentucky, Maine, Massachusetts. and Tennessee, require large involuntary market loads. ranging from 25 to 40%. 
The full indicated load is not always permfled by state regulators. 
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accommodate the variability in the higher layers of coverage. Although the percentage 

provision is higher, the dollar amount is lower, since the total premium is lower. Thus, 

the insured’s premium plus the self-funded benefit costs are lower than the premium 

under the full coverage policy. 

l The larger percentage profit provision causes the voluntary market operating ratio to 

drop to 80%. With the involuntary market burden, the net operating ratio is 95%. 

In sum, the cost to the insured is lower. the claims operations remain essentially unchanged, 

and the insurer’s profitability rises. 

The pricing actuary’s task is complex. He or she must 

Forecast industry changes to alternatrve programs. If all companies switch to excess 

coverage in the voluntary market, the involuntary market burden increases as a 

percentage figure and remams constant as a dollar amount. 

Develop pncrng techniques for excess layers of coverage. Workers’ Compensatron does 

not use increased limits factors. instead, the actuary may use excess loss pricing factors 

from retrospective rating techniques (cf. Simon (19651). 

Determine the appropriate prolit provision for the greater variability in excess layers 

of coverage (cf. Miccolis [1977]). 

Quantify the anticipated effects of newly implemented involuntary market programs. 
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Sectlon 12: Large vs. Small Risks 

I rhe small nsk does not have the same incentive to provide for efficient and 
extensive accidenf prevention work, first, because such work requires an expenditure of 
money and second, because if does ROI reduce the cost of insurance. Furthermore, it 
must be borne in mind that many small employers do not keep accurate and adequate 
payroll records and, in certain industries, are templed lo conceal and do conceal 
considerable poriions of the payrolls acfually expended. , The problem of premium 
collection is also very acute in case of a small risk where frequent changes of the 
insurable interests, disappearance of the assured, reluctance to pay addifional premium 
upon audit and ofher similar conditions, make it we// nigh impossible to collect the full 
premiums due. On the other hand, the expenses of handling fhe records of the books of 
the company and of preparing reports to various boards, bureaus and supervisory 
authorifies are percentage-wise considerably higher for those risks than for risks with 
subsfanfial premium volume.’ - Kormes [1936], page 46. 

Small risks have higher average loss ratios and higher average expense ratios than large risks 

have. Expense constants, loss constants, premium discounts, and experience rating plans 

recognize these differences. This section discusses the reasons for these differences and some 

ratemaking techniques that adjust for them. 

A. Expenses 

Some underwriting expenses, such as setting up files, do not vary much by size of policy. The 

proportional expense loading used in Workers’ Compensation ratemaking assumes that expenses 

are directly proportional to premium, thereby undercharging the small risk and overcharging 

the large risk. If no other expense component were incorporated in pricing, small risks would 

be unprofitable and may have difficulty obtaining coverage (Barber [1934]). 

A flat ‘expense constant’ is added to each risk’s premium. The amount varies by jurisdiction 

and must be adjusted for inflation (Chelius and Smith [1966]). The NCCI is now using 5140 in 



most states, though the size of the expense charge depends on regulatory approval.49 

Expense Constants and Expense Ratios 

Certain ratemaktng adjustments are applicable to manual premium, not to the expense constant 

premium. For instance, the “on-level” procedure determines how much premium would have 

been collected had the policies been issued at the current rates. Rate revrsions affect the manual 

rates, not necessarily the expense constant. The expense constant premium applicable in each 

year must therefore be removed at the beginning of the on-level procedure, and the current 

expense constant must be added at the end (cf. Kallop 11975)). 

Premwms dewed by extending exposures from Unit Statisttcal Plan data do not include expense 

constants. Premrums derived from financial data include the expense constants. In the past, 

when the expense constant differed by size of risk, removing the expense constant premium 

requtred a distnbution of risks by stze (cf. McConnell [1952], page 31; Marshall (19541; 

Kallop [1975]). Now that the expense constant is uniform for all risks, removing the expense 

constant premtum requires only a policy count. 

Expense ratios derived from IEE data include expense constants. To avoid double counting, the 

pricing actuary must remove the expense constant premium from the expense loading. For 

instance, suppose the insurer’s book of business shows 

net wrltten premtum: $45 mullion 
average premium discount: 1 0% 
number of policies: 2,000 
expense constant: $150 per policy 

Standard premium is $45 million + 0.9 = $50 million. Total expense constant premium is 

2.000 x $150 = $300,000. The proporttonal expense loading (for general expense and other 

49 Ongrnally. the expense constant ‘was used only for small risks: ‘The loss and expense constants applied to 
rusks producrng annual premiums of less than 9400 pnor to July 1, 1934 and to risks producing annual premiums of 
less than $500 on and after July 1, 1934’ (Hipp [1936], page 256). In reply, Kormes (19361, page 267, notes that ‘_ 
the author feels that an expense constant 1s not necessanly attributable to small risks smce d it is based on the 
theory that ihere are certarn constanf expenses per policy it should, In practical applicatton. be charged as a son of a 
policy fee on all risks.” Marshall [1954], pages 20.21. and Kallop 119751, page 65, retain the expense constant as a 
charge only for small risks. Eventually, the difficulty of publicly tustlfymg this procedure led to the present 
applicarron to all policies. 
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acquisition costs) must therefore be reduced by $300,000 + $50.000,000 = 0.6%. 

The determination of the expense constant poses special problems in a loss cost environment. 

Many “fixed expenses.’ such as advertising, overhead administrative costs. and underwriting 

salaries, are not easily allocated to policies or premiums. It is unclear whether bureaus will 

continue to provide advisory expense constants in most jurisdictions, or whether company 

actuaries must independently select the constants.50 

B. Losses 

Loss experience is generally better on large risks than on small risks. This is evident in 

various ways: 

l The experience rating plan generally shows a higher ratio of credit to debits for large 

risks than for small risks (cf. Dorweiler [1934]). 

l Small risks are more likely to be assigned to involuntary markets than large risks are 

(Chelius and Smith [1986]; Huber [1986]). 

l Independent studies of experience by premium size generally show higher loss ratios for 

small risks than for large risks.51 

Two explanations of this phenomenon are often given: 

l The experience rating plan does not just measure loss experience; it provides an incentive 

for safety procedures. Poor loss experience for a firm subject to an experience rating plan 

increases the cost of insurance in future years;. conversely lor good loss experience 

decreases the future cost of insurance. The more weight that is given to a firm’s own 

experience, the greater is the employer’s incentive to reduce claim costs. Since the 

experience of large firms receives greater credibility than the experience of small firms, 

50 Most general expenses do not vary by state. Presumabh/. expense constants determined for administered 
pricing states are reasonable for loss cost jurisdictions as well. 

51 Chelius and Smith (19861, however, find that the ratlo of premums to losses is slightly higher for small risks 
than for medium sized risks, suggesting that small risks havs slightty better loss experience than average. cf. also 
Hamngton I1968]. 
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large firms have greater incentives to reduce losses.52 

l Safety programs require large fixed costs: installing guards on machmes, replacing 

dangerous equipment, implementing safety programs, and hinng on-site medical personnel. 

The large expenditures required may be more cost-effective for large firms than for small 

firms.53 

Loss Constants 

Loss constants, or flat dollar premium additions either for all insureds or for small insureds. 

are a means of flattening the loss ratios by size of risk. Loss constants were once a standard 

component of the Workers’ Compensation premium. They were applied only to risks below a 

certain size, and they varied by industry group and jurisdiction. Loss constants have been 

dropped in most states. In 1990, the NCCI recommended that loss constants be reinstituted in 

those states whose experience indicated a need. To avoid any appearance of unfair discrimination 

or rate redundancy, “the loss constant would be applied to all risks with a concurrent rate offset 

to make the program revenue-neutral” (NCCI memorandum AC-90-23).54 

The calculation of the loss constant is Illustrated below for two scenarios: one in which the loss 

constant is applied only to risks with annual premium less than fl,OOO. and one in which the 

loss constant is applied to all risks. 

52 Opinions ddfer as to whether expertewe rang actually provides such an ~n~enlive effect and how great this 
effect is. particularly compared wh Ihe incentwa eHects of self-insurance. For a variety of studies. see Victor 
[1982; 1985]; Victor, Cohen, and Phelps [1982]: Chelius [1982: 19831; Chelius and Smnh [1983]: fluser [1995]; 
Worrall and Butler [1988]. 

53 Cf. Hipp [1936]. page 259: ‘It may be that small risks are inherently more hazardous than large risks. 
Regardless of expense. small rtsks may not be readlty susceptible to accident preventlo” methods.’ Cf. also Perkms 
119221, pages 273.274. 

Gary Venter has pointed out to me that ‘large and small risks may differ in off-the-books payroll that is only’reported 
after an injury.’ In other words, payroll may be understated for small firms. so expense and loss ratios may be higher. 

54 The NCCI recommendation has not yet been implemented. Texas has retained its loss constant applicable lo 
small risks only. The Delaware Compensation Rating Bureau (Circular No. 661) adopted a $45 loss constant, 
effective in May 1992. applicable to all risks.. Loss cost systems may stimulate increasing diversity among carriers 
and junsdictlons. 
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Lass Constants Applied to Small Risks Only 

Suppose the historical experience IS as shown below. 

Calculation of Loss Constants 

Premrum Rang.9 

so -51,000 
> 61,0c!o 

NUflltM 
01 Risks 

500 
500 

Earned !ncurred 
Premium L0SSes 

s 300,000 $240,000 
2.000.000 1.500.000 

LOSS LlXt Loss Cosr LOSS 
Ratio COflSfanl Premrum RaIla 

80% 540 $20,000 75% 
75 0 0 7s 

Loss constants will be used for risks with annual premium of $1,000 or less. Observed 

experience for these risks shows premium of $300,000 and incurred losses of 3240.000. lor 

a loss ratio of 80%. For risks with annual premium greater than 51,000, the total premrum is 

$2.000.000 and incurred losses are S1,500,000. for a loss ratio of 75%. There are 500 

risks in each group. 

The loss constant is chosen such that the new loss ratio for risks with annual premiums of 

51,000 or less becomes 75%. Since the incurred losses are $240,000, the premium must be 

8320,000 to produce a loss ratio of 75%. That is. an additional ‘loss constant” premium of 

$20.000 is needed. Since there are 500 risks, the loss constant must be S40. 

The loss constant premium must be offset in the manual rate premium, Thus, the manual rate 

must be reduced by $20,000 + $2.300,000, or 0.87%. Each group would have a loss ratio of 

75.6% [= 75% + (1 - 0.0087)]. 

Loss Constants Applied to All Risks 

The NCCI used countrywide Unrt Statistical Plan experience for 1988 through 1990 to calculate 

loss constants by state (NCCI memorandum Act-90-23). The experience showed steadily 

declining loss ratios to standard earned premium as the risk size increased, as shown by the 

solid line below. Use of a loss constant for all risks flattens the loss ratios for smaller risks, as 

shown by the dotted line. 
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The countrywide average indicated loss constant IS $104, though thus figures differs markedly 

by state. With an offsetting premium rate reduction of 1.78%. the average Indicated loss 

constant is 5102.15. 

ABCDEFGHIJK 

There are eleven premium sizes, ranging from $0 - $999 (“A”) to 51 million and up (“K”). 

Note that the loss constants flatten the high loss ratios for small risks, but have little effect on 

the low loss ratios for large risks. 

The prrcing actuary should understand the causes of differing loss experience by size of risk. 

Those relating to sunk costs may be remedied by expense constants; those relating to economic 

incentives for safety programs may be remedied in part by varying the experience rating plan: 

those relating to economies of scale for safety programs can sometimes by remedied by loss 

control efforts provided by the insurer and by loss constants. The goal is to minimize the 

expected accident costs and to set a premrum rate that reflects these costs. 
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Section 14: Classiflcatlon Systems 

“Eut the uninitiated are scarcely prepared to /earn that the hazard of digging a six-foot 
trench and laying the pipe therein is doubled if sewage rather than ‘wafer is lo flow 
through the trench . _” 

- Downey [1915], page 12 

The previous sections describe the pncing procedures for overall statewide rate revisions. But 

insureds are not charged “overall statewrde rates.” Since the risk of injury varies among 

insureds - for instance, miners face greater occupational hazards than retail clerks do - manual 

rates vary accordingly. Risk classification is the means of differentiating among insureds and 

aligning the premium charged with the risk of loss. 

A. Industry Group and Occupation 

Risk classification systems may be multidimensional or unidimensional. Personal automobile 

insurance uses a multidimensional system. Risks are classrfied by driver characteristics, use 

of the vehicle, territory, and driving history. Although each dimension by itself has limited 

explanatory power, they measure different Influences on loss cost (SRI [1979]). The 

combination of the classification variables improves the power of the nsk assessment system. 

Workers’ Compensation has a unidimensional classification system. lnsureds are divided into 

three industry groups: manufacturing, contracnng, and all other. Each industry group is then 

subdivided into classifications based on the products manufactured or the services provrded. For 

example, the manufacturing industry group contains classifications for jewelry manufacturing. 

motorcycle manufacturing, and refrigerator manufacturing (see, for instance, Mowbray 

[1921]; NCCI [1989: Class Manual]). 

Occupational mfuries and diseases are related to industrial processes and operations, not 

necessanly to products and services. Welders face greater hazards than accountants, regardless 

of the industry in which they work. Some actuaries have suggested that the classrfication 



system should discrrminate by occupatfon. not by Industry.sg 

Classification by occupation entails venficatron problems: How many employees are welders? 

How many are accountants? The present Workers’ Compensation classlficatfon system uses 

product as a proxy for occupatfon. Producers of the same product are assumed to use srmilar 

manufactunng processes, so the product produced is a rough measure of workplace hazards.60 

[Cartam employees, however, such as clerical workers, draftsmen, salespersons, and dnvers. 

are termed “standard exceptions” and are separately classified.] 

This unidimensional classification system is relatively inefficient, particularly rn comparison 

to automoblle insurance classification. However, the manual rate IS adjusted by a mandatory 

59 Downey [1915] percetves rhe mduslry classtiicatton system as flawed (page 10: “The extsltng ‘casually’ 
insurance classtficatton of ktdustrtes IS a reltct of employers’ liabthty. 11 IS not adapted lo the broader needs ot 
compensatton tnsurance: !t is a lhtng of shreds and parches: it was never concewed as a whole nor based upon any 
reasoned pnnc~ple of taxonomy”). and he presenls forceiul arguments for classtficarton by occupalton. The closer 
relaltonship of occupational hazard to occ~oat~on than to Industry IS menttoned I” the text. Downev also notes that 
comOelttton comoels tnsurer 10 conr~nuously refine the Industry classlflcatlon system until the tndwdual classes are 
too small for credible rate makmg. Since there are far fewer nduslnal processes than tndustrtal products, 
classtficatton oy occupatton leads to more accurate prtctng. 

Downey has a jaundiced vtew of competttlon: “Whatever may be true of competttion in service, or even I” rates. 
comperttion in mtsclasstitcalion is an unmtxed evil” (page 23). Actuarial aqulty in classification IS stmtfarly of little 
concern: “That every commodity shall bear its specific acctdent cost IS netther practically attatnable nor 
espectally important.” The countervailing argument 1s thaf lhe industry classlficalton system tn Workers’ 
Compensation was feasible only because of the admtntstered pncing system and the lack of open competkion. 

In hts discussion of Downey’s paper. Gustav Michaelbacher [1915] gwes a vtgorous defense of classtlicatton oy 
mdustry. In parttcular. he argues fhat classtficatton by occupatton would reduce safety ~ncenftves for the employer. 
since the rate for each occuOal~on would be based on a diverse set of firms: ‘“Dr. Downey’s plan, 11 pul Into practical 
apphcalton wlhout any modtficallon whatsoever, vould largely do away wtth the ‘Safety Firsl’ movement. If 
employers were to find thetr establishments divided by processes and grouped for insurance purposes wtlh a 
resuittng rate covering all of the risks in a gwen class. they would nor be panlcularly interested in maktng their 
indivtdual plan1 as safe as possible. for lhey would feel somehow that they were being assessed for acctdents 
occurrmg in processes cawed on I” the worst possrbie manner and would consequentty have no lncenltve to make 
thelr own plant as safe as It passtbly could be made’ (page 30). This argument seems specious. Classtficatlon by 
occupatton would prowde !ncenlrves to elimtnate the more dahgerOUS processes and operations and would lhereby 
reduce the overall mfury rare. 

g Kallap (19751. page 53: “The fundamental concept underlytng workers’ compensallon ralemaktng and pnclng 
IS lhat the exposure to risk of each employer IS I” pan a functton of the bustness tn whtch he 1s. engaged. 8eCaUSe if 
IS expecred that each employer engaged in the same type ot business -would have a stmtlar distnbutton of emplOyees 
performmg comoarable funcltons. 11 follows that a stngle all-inclusive classtficatton is lhe most pracltcal method of 
delermmtng premtum.” Downey [1915], page 16. lakes the oppostte vtew: “The number and characfer of OperatiOns. 
and consequently the kind and degree of hazard. dtffer widely as between establishments lurttlng out the same 
fintshed producl.” On fhe pracltcal issues. see also 9lack [1915]. page 27: ‘The prlnclple obfeclton 10 PrOCeSS 
classtficatton IS the tmposstbiiity of aetermkxng the actual payrotls expended on the dtfferenl processes.’ 
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experience rating plan as well as by voluntary schedule rating and retrospective ratmg plans. 

The importance of the individual nsk rating plans stems from both (i) the stability of Injury 

experience by firm and (ii) the inefficrency of the manual classification system. 

E. Other Classification Dimensions 

Several other c!assrficatron dimensrons are powerful predictors of Workers’ Compensatron loss 

costs. Important variables are 

. workforce characteristics, such as age and sex, 
l group health benefits provided by the employer, 
. territory and claims consciousness. and 
. the financral health of the employer and of its industry. 

As open competition spreads in Workers’ Compensation and carriers seek strategic advantages, 

classification systems WIII be refined.61 The predictive power of the classification vanable is 

the primaly determinant of its usefulness. In addition, the actuary must consider issues of (i) 

data availability, (ii) quantification, and (iii) social acceptance of each classification variable 

(AAA [1990]). For instance, 

. data on personal charactenstrcs of the workforce are not now gathered by Workers’ 

Compensation Insurers. though health and disability insurers use these attributes; 

. the influences of group health benefits on Workers’ Compensation costs are difficult to 

quantify despite their importance, because employer provided group health plan provrsions 

are so varied: 

. rating by territory raises socral acceptability issues. even more in Workers’ Compensation 

than in Personal Automobile (see Section 14.E). 

Rating bureaus are concerned that a proliferation of classification systems will impair the 

integrity of industry-wade data bases and hamper the application of a mandatory experience 

ratmg plan (AIA [1982]; Berquist, et al. [1991]). Conversely, some pnvate insurers believe 

61 See McNamara (19641 tor the relatlonshfp of pnca competition and classllicafion refinement. Cf. also 
Pomeroy [1990]. page 26. who notes tha NAIC prorect goal of determrnrng whether Workers’ Compensatlan 
classlticatrons are appropriate. 
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that adherence to a umform classification system and the use of a mandatory experience ratmg 

plan are Impediments to true open competrtron (see Hofmann [1992] for a general discusston). 

This reading takes no position in this debate. It simply notes that underwnters. agents, and 

private carriers examine various risk charactenstrcs when offermg Workers’ Compensation 

coverage. The prrcing actuary must be able to quantify their effects to use them effectively in 

an open competrtion envrronment. 

C. Workforce attributes 

The distribution by age and sex of the workforce affects the expected medical and disabrlity 

benefits. These distnbutrons have long been used by health insurance actuanes for premium 

determination In employer provrded group plans. Since many of the relationshtps between 

personal characteristrcs and health benefits stem from non-occupational illnesses, such as 

gynecologrcal treatment for young women or cardiovascular illnesses for older indivrduals. the 

health insurance studies must be adjusted for pricrng Workers’ Compensation policies. 

Thus section focuses on age, whose relatronship to Workers’ Compensation benefits is clear. In 

partrcular. we examrne age in relationship with claim frequency, claim severity, and 

experience rating plan modifications. 

Health care costs for non-occupafional illness rise steeply with age. so employer provided 

health plans for small groups depend on the age distribution of the workforce. Occupational 

injuries are more frequent among inexperienced workers, who are generally young.62 

Durations of disabrlrty for a grven rnfury are longer for older workers, primarrly for 

physiological reasons but also because workers near retirement may use compensable 

62 SO Worrall. Appel. and Euler [1987 NCCI Drgesr]. pages 7-s: I younger workers are far more likely to be 
workers compensatron clarmanrs.” The frequency af accupar~onal dmases. however, often depends on the length 
of the exposure period. The longer an employee has worked, the grearer IS his or her exposure lo toxic substances. 
Thus. disease frequency IS higher for older workers. who have had more exposure. 
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dlsabllitles as substitutes for early retrrement.sJ Dillingham [1983], page 238. presents the 

followmg Workers’ Compensation claim frequency and severity figures for New York indemnity 

cases in 1970: 

Average Claim Frequency and Severities 
New York Workers’ Compensation Indemnity Cases, 1970 

Claim Frequency Average Claim Average 
Age Group Per 500 Workers Severity Loss costs 

Less than 25 Years 13.83 $ 753 s10,414 
25-44 Years 9.28 1.385 12,853 
45 Years & Older 9.20 1,790 16,542 

------------------------ 

One can sometimes rely on the experience rating plan to mitigate rate inequities. But this 

rating plan does not substitute for classification by workforce attnbutes. for two reasons. 

l The experience rating plan has less effect on small and medium szed risks, where the age 

distributions of the workforce vary conslderably. 

l The experience rating plan aggravates the problem of varying age distributions. A small 

firm with many older workers will have high expected loss costs but low expected 

frequency. Since the experience rating plan emphasizes claim frequency, not claim 

severity, it may indicate a credit, not a debit, Conversely, a small firm with many young 

workers ‘&ill have low expected loss costs but high expected frequency, and It may receive an 

experience rating debit instead of a credit.64 

es So Worrall. Appel, and Butler [r98-I: NCCI Digest], page 9: “Age slgnrlicanrly mcreases rhe costs of medical 
utilization _* The effects on tndemnrty benefits are equally great. Butler and Worrall [1985]. page 719. reslate the 
“retlrement” cause in more formal terms: “Since the older one IS. rhe shorter the subsequent stream of wages upon 
returning to work. one would expect age to decrease the hazard rate.” Their regresston analysis supports this 
hypothesis. 

As Dave Appel has ooinred out to me. one must consider the effects of age on premiums as well. Older workers 
generally are more senior and higher pald. Their higher average loss costs may be offset by the greater payroll. 

84 The claim severrty disparity between younger and older workers is most ewdent m serious cases. The 
experience rating plan dwldes losses !nlo prlmaly and excess pomons. wth a low cutoff point for small firms (Venter 
[1987]: Gillam [1991]). 
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D. Group health benefits 

Dunng the late 1980’s. many employers Increased deduchbles and coinsurance payments for 

group health Insurance plans. Workers’ Compensatton remains a first dollar coverage: medical 

losses are rermbursed in full, with no deductrbles or cornsurance payments. Some accident 

victims file for Workers’ Compensation benefits even when the infuries are not necessarily 

work related.65 

Medical care practmoners have similar economrc Incentives to label injuries “work-related” 

and therefore compensable. Physicians in HMO’s, for instance, receive no additional 

compensatron for an infury or illness covered by group health plans but full rermbursements 

for injurres or illnesses covered by Workers’ Compensation. Simrlarly, chiropractic 

treatments are covered under Workers’ Compensatton but may be excluded under certain group 

health plans. 

A firm ?vrth a generous group health care plan, such as a fee for service plan wrth low 

deductibles and co-payments, WIII have low expected Workers’ Compensatron costs. Conversely, 

a plan with high deductibles or co-payments, or a plan emphasizing Health Marntenance 

Orgamzattons or Preferred Provrder Associations, may have htgh expected WC costs. Ducatman 

[1987], page 52. presents data for eight federal shipyards showrng a strong correlatton 

between the percentage of workers enrolled in HMO’s and the average Workers’ Compensatton 

costs per capita. He concludes that “increases In present prepard plan enrollments were 

accompanied by substantral increases In workers’ compensatton costs.” 

6s Ducatman j1987j. ?age 51. Summarizes thls: “‘Nhen individuals have access lo parallel heatth insurance 

systems. they can be relied upon to use them advanrageowy. ‘Nhen one system [group health] severely constrains 
costs and serwces. and the other [Workers’ Compensation] prowdes full access to heanh Serwces wthout addrtlonal 
cost, :he unconstramea system w/I predlctabiy prove more popular.” Hager [1991]. page 9. ‘writes: ” medical 
w~flat~on %wth!n the workers compensat!on system has been running 50 percent higher than general medical !nflatlon. 

because compensatnn is Ihe last medlcal insurance system that Generally prohibrls deducllbles and co1nsutanC6. 
browdes for unlwnlted medical benefits. and makes I( dlfflcult for Insurers and employers to use HMO- and PPO-F/Pa 
mechanisms.” aorta and Eisenberg-Haber [1988] find :hat ‘Narkers’ Comoensatlon claims for sprarns and SlralnS 
(soft 11ssua Injuries) are more common on Mondays than on other days of the week. SuggeSting !hat norl- 
accuoat~onai qur!es occurrmg on weekends are being reimbursed by the Workers’ Compensation system. They note 
that “:here may be economc lncentwes for a worker to attrIbute an off-lhe-job qury lo a workplace Inctdent. In 
particular. medlcal exoense :elmbursement and indemnity benefits for lost work tn~e may be more COmpleta under 
workers compensation insurance than under ardent and health plans” (page 52). 
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__--_----__----_________________________~~~~~~~~~--~~--~~~~~~----- 
HMO Enrollment and Workers Compensation Costs, Fiscal 1983 

3’0 HMO WC costs % HMO WC cosls 
Shipyard Enrollment Per Captta Shipyard Enrollment Per Capita 

A 0 % s 347 E 5 3 % s 756 
6 0 370 F 53 930 
C cl 477 G 63 1,161 
D 33 723 H 66 2,326 

The type of group health insurance plan provided by the employer, as well as changes in the 

group health plan provisions, must be considered by the actuary when pricmg Workers’ 

Compensation policies. Because of the variety of group health plans and the constantly evolving 

nature of many provtstons. an objective classtfication scheme may oe difficult to devtse. 

Rather, the Workers Compensation actuary must understand the qualitative influences on 

benefit costs and provtde rough estimates of their magnitude. 

E. Territory 

In Personal Automobile insurance, territory is a powerful classification dimension. In the past, 

many actuanes presumed that traffic congestion, road conditions, and similar “physical” factors 

were the major influences on loss cost differences by territory. Recent studies have suggested 

that equally important factors are attorney involvement in insurance compensatton systems and 

differing proclivities to file personal injury claims. For example, ihe AIRAC attorney 

involvement studies showed that claim seventy was htgher in urban areas than in rural areas - 

not because of differences in economtc damages per clatm (which are higher in rural areas) but 

because of the greater percentage of urban claims that are represented by attorneys (AIRAC 

[1988: 19891). Similarly. the “BVPD ratio’ studies showed that the incidence of physical 

accidents was more similar across territories than the incidence or severity of Bodtly Injury 

claims (IRC (19901; Woll [1991]). 

Workers’ Compensation is a no-fault coverage, abrogattng the employee’s right to sue in 

exchange for statutory benefits. Yet attorney involvement in compensatton claims is increasing 

rapidly, along with total benefit costs (Borba [1989], page 67). The effects of the trial bar are 
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evrdent in three areas: 

Claim Frequency 

Many compensation claims, such as some soft-tissue injuries, stress claims, and disease 

claims, are of dubious validity. Oftentimes, a worker suffering from stress, moderate heanng 

loss, or a minor back sprain will press a compensatron clarm only if encouraged by an attorney. 

The relationship between physical injury and insurance claim is clearest in the BVPD studies 

undertaken by the Insurance Research Council [1990]. Personal Auto Property Damage (PD) 

claims depend primarily on physical accidents: Bodily Injury (BI) claims depend on the injured 

party’s claims conscrousness and on attorney involvement as well. The ratio of BI clarms to PD 

claims measures the proclivity of the public to press insurance claims. 

The Personal Automobrle BllPD ratio by territory is a good predictor not only of Auto loss costs 

but also of Workers’ Compensation benefit costs. Exhibrt 15.E.l shows Insurance Servrce Office 

BVPD ratios by Personal Auto rating territory in Florida, and Exhrbit 15.E.2 shows attorneys 

per capita rn each Florida county. Lawyers are more concentrated rn the southern half of the 

state (e.g., Dade, Palm Beach, and Polk counties) than in the northern half (e.g., Jackson 

county). Simrlarly, the Bl/PD ratios are higher in the southern territories than In the 

northern ones. Finally, both automobile loss costs and Workers’ Compensation benefit costs are 

greater in the southern half of Florida than in the northern half. 

Economic Damages 

Attorneys raise clarm costs not only by persuasive arguments in litigated cases but also by 

“building up” the economic damages. The All-industry Research Advisory Councrl. in its 1989 

study of Automobile personal injury clarms, compared claims where an attorney represented 

the plarntiff with clarms where the victim sought compensation without legal ard. The ratio of 

insurance payments to physical damages, about 2 to 1. was the same for each group. But the 

attorney-represented claimants had two to three times the average costs for medical treatment 
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and lost workdays that the non-represented claimants had.66 

Plaintiffs’ lawyers are paid on a contingency fee basis. The greater the damages, the larger the 

award: the larger the award. the higher the attorney’s fees. Many lawyers encourage clarmants 

to seek repetitive medical treatment and to refrain from work. This incentive to aggravate 

clarms is unrelated to the type of compensation system, whether liability or no-fault, Personal 

Automobile or Workers’ Compensation. As long as the award varies with damages, the attorney 

benefits from increased loss costs.67 

Medical Treatment 

The type of medical treatment received by the claimant influences both economic damages and 

rnsurance compensation. Medical practitioners who deal with injuries that are difficult to 

objectively assess, such as psychologists, physical therapists, and chiropractors, may 

sometrmes provide treatment primarily to collect the insurance compensation. Geographical 

location is often correlated with such phenomena. For instance, 1989 Personal Auto insurance 

claims in Lawrence, Massachusetts, were predominantly sprains and strains, treated by 

chiropractors, often represented by the same group of attorneys, with unusually little variance 

in the length of treatment or the claim medical charges - symptoms of potential fraud 

(Weisberg and Derrig [1991]; Marter and Weisberg [1991]). Simrlarly, Workers’ 

Compensation stress claims are far more common in certain regions of California than in other 

areas, whether because of judicial lrberality or psychological positions (Borba [1989]. page 

63). 

In sum, territory is an important classification dimension because of social differences by 

region. (The use of territory is more difficult for Workers’ Compensation rating than for 

66 An alternatIve axplanarron IS thar clarmanfs are more likely ro seek legal aid in severe cases. However. the 
same relationships appear even when claims are stratrfied by type of injury (AIRAC [1989]). 

e7 Butler and Worrall [1985], page 719. note that “when a lawyer represents a claimant. the length oi slay on 
Workers’ Comoensatton wrll tend to rncrease, since Ihe fransilron rare from Workers’ Compensation decreases.” 
Similarly. NCCI 11991: issues report], page 35, atlributes the ncreaslng pald loss link rat!os to greater attorney 
uwolvement I” Workers’ Comoensation clans. Attorney wolvement also increases derense ices. Pillsbury (19921 
estlmares that ‘“litrgalion costs [in Califomra] accounted for more than $1 billion our of 56 blllion in toral workers’ 
compensation costs in1988.” 

99 



automobile rating because some risks have multrple plants. However, thus is no different from 

multi-state risks.. which the rate making procedures accommodate.) The actuary must 

understand these influences on Workers’ Compensation costs and incorporate them into pricing 

and marketing strategy. 

F. Financial Health 

Economrc conditions affect Workers’ Compensation claim frequency and durations of disability. 

Occupatronai Injuries often stem from workers’ inexpertence wtth industrial equipment or 

workplace hazards. Durmg prosperous periods, when firms hire new and less axperienced 

workers, speed up productron. and expand overtime work, claim frequency rises (NCCI [1991], 

page 34). Claim seventy, however, is low, since employees are eager to return to work and 

jobs are avarlable. 

The opposite pattern occurs dunng recessions. Most employees are experienced, since there is 

little new hiring, and produchon IS slack: claims frequencres are low. Duratrons of disability 

lengthen, however, since there are few jobs available, and alternative employment 

opportunities for partially disabled workers are rare. 

Victor and Fleischman [1990], in a recent reanalysis of data gathered by Boden and Fleischman 

[1989]. find a strong effect of economic conditions on average claim severity, which three 

attribute to three ootentral causes: 

“First, hrgher unemployment may jncrease ublizahon of workers’ compensatron Income 

benefits as workers without jobs seek to retam rncome from whatever sources are avarlable. 

Some of those unemployed will make clarms that they would not have otherwise made, and 

extend the duratrons of the clarms as long as possrble or until job opportumties surface. 

Some who are receivrng benefits will find that they no longer have jobs to which they can 

return. They seek to extend the duration of benefits. Some with residual disabilities find 

that they are especrally at a competitive disadvantage in the labor market when 

unemployment rises.. In each of these instances, workers may use more medical care in 

their efforts to establish entitlement or retain benefits. 
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“Second, when unemployment IS higher, some employed workers with relatively minor 

injurles will De more relucranf lo lile workers’ compensation claims, feanng that they may 

be more vulnerable to lay-off If not currently working. When some minor claims are not 

brought, it makes the average costs of a claim - medical as well as Indemnity - appear to be 

increasing, as the fraction of more serious cases rrses. 

‘And third, when unemployment rises, the experience and injury mix of employed workers 

changes. Less experienced workers are laid-off, and more expenenced workers ietalned. 

Less experienced workers tend to be younger, and have more frequent, but less serious 

injuries. As a consequence, the average severity of Injury ana average medical costs would 

Increase.‘58 

For the individual firm, this relationship is even stronger. Impending layoffs often precipitate 

an Increase of Workers’ Compensation claims for minor injuries and latent disease claims, 

since disability benefits generally exceed unemployment benefits In both duration and amount.69 

Two resulting principles of Workers’ Compensation pncmg have been suggested, though strong 

empirical support is hard to produce: 

. In a declining industry susceptible to disease claims, the actuary should expect rismg costs. 

. If a firm faces financial problems that may lead to workforce reductions, the actuary should 

68 Victor [i 990: Malor Challengesj. page 17. summarizes these results: ‘Cvldence is emerg!ng :hat ?rorkers’ 
compensarmn benefits are more heavily used :n 11mes of economic cistress. The severe recesses that hit Mlch:gan 
saw a surge in claims by workers taking early rellrement from automobile comoan~es The recession in Texas saw 
an increase rate of claim Ming and a slgndicanr Increase in the duration of losl tme .” 

The acUxA effec:s of economic conditions on claim frequency and seventy are uncena~n. most ewdence 1s 
anecdoral. and generalizarlons may be premature. Mowbray and Hack [1915]. p. 425. wrll.9: “. accident frequency 
per unit of exposure lends to nse and lall as productIon rises and falls _” and ” dunng flmes of extreme 
depression there IS a slight lengrhenlng of :he average penoc of disability wnen compared with lhar during normal 
times.” Greene and Raeber 119251, pages 254-255. suggest :hat ” the speeding up oi w!ustPj [in 19161 oue lo ‘war 
conlracfs had Increased the accnent rate’ and that ‘I rhe depression of 1921-22 marKed rhe beglnnlng of a perlod 
of rlsmg compensahon costs.’ See also Whitney and Outwaler [1923], >ages 153-l 55. 

6s Cf. 8Liarshall 119541, page 71: ‘, lhere are many emplovees worhng !n foundries and slm!lar dusry ~nouslr~es 
who have already contracred stlicosls lo some degree and need only to be thrown auf of ,nork IO become a 
comaensallon claim.” Marshall also notes “. the expected ‘catastropmc nature of ihe emergence of claims for 
dust diseases I” :he event ot an economic depressIon .’ (page 61). 
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expect a higher incidence of soft-tissue claims, disease claims, and stress claims. 

Thus section has reviewed six classification dimensions: industry, occupation, workforce 

attnbutes, group health plan provlsions. territory, and financial condition. An administered 

pricing system requires little classification refinement, and bureau rate making procedures 

rely primarily on industry. In an open competition environment, however, classification 

efficiency is paramount. The pricing actuary must understand these influences on claim costs 

and how each classification variable might be used in setting policy premiums. 
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Section 18: Epilogue 

“The greatest difficulties in insurance ratemaking do not requrre access to data or a 
know/edge of complicated mafhemafics. but ralher the appropriate exercjse of informed 
judgment. ’ 

- Mintel [1983], page 2 

Until the 1980’s. Workers’ Compensation was a stable and profitable line of business. 

Revenues fluctuated rather mildly, crises were short-lived, insurance programs endured, and 

pncing techntques changed but slowly. 

In the late 1970’s and 1980’s. some parts of the Workers’ Compensation system began IO 

unravel. Costs increased. new types of claims emerged, durations of disability lengthened, 

attorney involvement increased, profits declined, residual markets grew, and better risks began 

leaving the insurance market. Insurers and rating bureaus have responded with alternattve 

risk management programs, changes to the involuntary pools, and cost containment measures. 

As the Workers’ Compensation system evolves, pricing actuaries must modify the ratemakmg 

procedures. This section discusses the emerging issues in Workers’ Compensation pricing. 

A. Loss Costs 

The complexities of pricing insurance products, particularly for long-tailed lines like 

Workers’ Compensation, led to administered pricing systems and the partial antitrust 

exemption embodied in the McCarren-Ferguson Act. In the 1950’s and 1960’s. rating bureau 

actuaries developed rates for each line of business. Member companies generally adhered to 

these rates or deviated by systematic percentages across all classes. The statutory 

requirements for Workers’ Compensation insurance, and the public policy objectives of timely 

and certain compensation for injured employees, led some states to require membership in 

rating bureaus and prior approval regulation for rate changes, even if less restrictive 

regulations were used in other lines. 
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Admtnistered pricing system sometimes constram innovattve marketing strategies and 

ratemaking programs. The Personal Lines of insurance, wtth their large volumes of 

homogeneous risks, have less need for rating bureaus. Independent. low-cost carriers 

developed successful ratemaking strategies, and they soon dominated the profitable markets. 

By the mid-1980’s, pricing independence and mnovatton was spreading to the Commercial 

Lines, for several reasons: 

l Saturation: After “skimming the cream” of the Personal Lines markets, the large direct 

writers entered the corresponding Commercial Lines markets: small businessowners, 

Commercial Automobile, CMP, and Personal Lines reinsurance. 

. Imitation: The dominant Commercial Lines wrtters observed the successes of independent 

Personal Lmes carrters and began experimenting with stmllar programs of thetr own. 

. Judicial Developmenfs: The right of rattng bureaus to require rate adherence by thetr 

members was curtatled by the courts in the 1950’s. Judicial decistons in the 1980’s began 

chipping away at the McCarren-Ferguson partial antitrust exemption. 

. Politrcs: The rising costs of insurance has encouraged some consumer acttvtsts and 

politicians to find inefficiencies and excessive profits in administered pricing systems. 

. Actuarral Expertise: Casualty actuaries have become more profictent. rate making 

techniques have evolved, and los-cost. efficient computers have been developed. Even 

moderate stzed carriers can now develop rates independently. . 

In 1989, the Insurance Services Office announced a transition from advisory rates to loss costs, 

and by the early 1990’s. the National Counctl on Compensation Insurance followed sun. The 

coming roles of the rating bureau and company actuaries may vary by jurisdiction, depending on 

the loss cost system implemented m each state. 
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B. Elements of Loss Cost Systems 

In a loss cost system, the rating bureau does not determine advisory rates. Rather. it provides 

histortcal loss data so that member compantes can develop their own rates. Loss cost systems 

vary by junsdiction. The following sectron outlines the probable roles of the rating bureau and 

carriers during the 1990’s in loss cost jurisdictions. 

Rating bureaus wrll provide: 

l Historical exposure, pure premtum. claim count, paid loss. and incurred loss data. 
l Development factors, etther to ultimate or to an advanced valuation. 
l Cost implications of legislative or regulatory changes. 
l Factors to bnng pure premtums and benefits to current levels. 

Member companies must determine 

. Underwnting and acquisition expenses reflecttng thetr own operations. 

. Underwrtting profit provisions. 

Differences of opinion exist for several ratemaking procedures: 

l Loss cost Irends: Rating bureaus would like to retain authority to trend losses (Hager 

[1992], page 193). This is particularly true In Workers’ Compensation. where the 

trend factors are Influenced by complex social and economic developments. Some 

regulators and consumer activists believe that rating bureaus should provide data only. 

Projections about future changes m loss costs should be left to the carriers. 

. lnvolunlary pool burdens: Rating bureaus administer the pools, and they have the best 

information for estimating their likely costs. As with trending, however, the 

involuntary market burdens are projections about future costs. Some analysts believe 

that ratmg bureaus should provtde the needed data (e.g., market shares, pool operating 

margins, pool underwrrting and rating programs), but member carriers should 

calculate the burden. 

l Assessmenls: Assessment rates do not vary by carrier, so a quantification by the bureau 
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seems efficrent. However, there is no need for industry-wide data to estimate the 

assessment costs. 

Unresolved issues with major implications for Workers’ Compensation ratemaking include: 

l Experience rating plans: Until recently, the Workers’ Compensation experience rating 

plan was uniform among insurers and mandatory in almost all jurisdictions. Rating 

bureaus argue that a mandatory and uniform experience rating plan promotes equity 

among employers and encourages safety programs. Some insurers respond that the 

mandatory plan constrains innovative pricing programs: competrttve markets requue 

more flexible plans. 

. Class/lications: The most powerful competitive advantages in insurance pricing result 

from more efficient or more discrrmrnating classtfrcation systems. The variety of 

potential classification dimensions in Workers’ Compensation make classtficatton 

freedom particularly enticing for some insurers. Rating bureaus are concerned, 

however, that the use of multiple classification systems will destroy the integrmy of the 

Workers’ Compensation database and hinder the compllatron of industry-wide loss costs. 

l Economrc rncenrrves lrom law amendments: The indirect incentive effects of statutory 

benefit changes and reforms of the compensation system are sometimes as great as the 

direct effects, Presently, rating bureaus quantify the direct cost effects of proposed 

legislation, which carriers apply to both existing and new policies. The indirect 

incentive effects are harder to quantify: they vary among groups of insureds and by type 

of compensation system. It is unclear how the indirect effects will be handled in a loss 

cost environment. 

Some junsdictions WIII leave these functrons to rating bureaus; others will hand them to the 

individual carriers. Workers’ Compensatron pricmg actuaries must be competent to deal wrth 

these issues as they arise. 
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Abstract 

The standard multiplicative loss development factors applied to reported 
losses by class serve to amplify instability in partial loss data. A method 
of assigning loss development based on expected losses is described and tested 
using four years of actual class data for Oregon. The method uses payroll and 
"pure premium present on rate level" to estimate expected losses. Test 
statistics are devised to compare stability of rates calculated using this 
revised method and rates calculated in the standard manner. The tests are 
based'on residuals from linear trend lines and on absolute magnitude of 1992 
rate revisions by class. The tests support a conclusion that the revised 
method produces significantly greater rate stability eventhough credibility of 
indicated state experience is enhanced. There is brief discussion of other 
stability approaches and topics for further research in class ratemaking. 
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PARTIAL LOSS DEVELOPMENT BASED ON EXPECTED LOSSES 

FOR WORKERS' COMPENSATION CLASS RATEMAKING 

Stability of premium rates by class has always been a primary objective for 

ratemaking methods. In recent times, actuaries have given more attention to 

responsiveness, which is the counterbalance to stability in ratemaking 

thought. The focus in this paper is exclusively on premium rate stability for 

workers' compensation classes. 

The National Association of Insurance Commissioners (NAIC) completed an 

examination of the National Council on Compensation Insurance (NCCI) in 1991 

which included a major review of ratemaking procedures. An important 

recommendation from the examination is that the National Council should use 

five years of experience for class ratemaking instead of only three. The 

purpose of this paper is to present an alternative means of enhancing class 

rate stability in a less haphazard manner which would not require the cost or 

loss of responsiveness from using additional years of data. The scope of the 

examination was not broad enough to include such alternatives. 

The public has cause to criticize the National Council for wild swings in 

class rates. On the other hand, using five years of data could create ill 

will from the public which follows experience by selected class and is anxious 

to be rid of any "bad year." 



,AAimole problem 

Ratemaking procedures should not introduce instability or amplify intrinsic 

instabilities in the class experience data. For over a decade, regulators in 

some high-loss development states have believed that the customary 

multiplicative partial loss development factors have amplified class rate 

instability. 

An easily understood example from Oregon is the serious indemnity loss 

development factor for losses at first report, which has approached 4.00 for 

several decades. Most "serious" injury claims take several years to emerge, 

usually migrating from the "non-serious" column. A serious injury on the 

first report in most classes is highly fortuitous. Even for large 

construction classes, serious losses on first report do not reliably predict 

ultimate losses. Nevertheless. the multiplicative loss development factor 

assigns all the anticipated loss development for the serious category to those 

classes which happen to have a serious injury on the first report. Classes 

which do not happen to show any serious cases get assigned no serious partial 

loss development. 

Permanent partial disability cases are categorized as "major' (and "serious") 

or "minor" (and "non-serious") according to a single critical dollar amount. 

Whether or not this artificial distinction has a material effect on partial 



loss development is not addressed in this paper. This seemingly mundane topic 

may be a worthwhile subject for our actuarial literature. 

A simple solution 

The partial loss development procedure described in this paper is derived from 

the procedure used by the Oregon Insurance Division to adjust class rate 

relativities for this instability. Partial loss development is assigned to 

each class in proportion to partial expected losses. In that manner, the 

historical tendency of serious cases to eventually emerge in each class is 

more accurately recognized. All other mechanics and adjustments of the 

standard National Council class ratemaking procedure are preserved. 

Partial pure premiums "present on rate level", multiplied by $100 units of 

payroll, determine the partial expected losses for a class. The complement of 

the inverse of the multiplicative partial loss development factor determines 

the portion of ultimate losses expected to yet emerge. 

The enhanced stability of the revised loss development method means that 

partial credibilities can be enhanced. The Oregon Insurance Division has been 

using a simple classic square-root formula instead of the two-thirds root.of 

the ratio of expected losses to the full-credibility standard used by the 

National Council. This concession seems to pr-eserve a reasonable balance 

between stability and responsiveness. 



After class rates are recalculated using the revised loss development method, 

balancing factors similar to the National Council test correction factors are 

determined by an iterative process so that class rates constrained by swing 

limits produce the same overall rate changes by industry group as would be 

achieved by the National Council rates. Such balancing procedures result in 

cross subsidies between classes which we should expect to diminish when 

systematic causes of rate instability are addressed. 

DETAIIS OF THE REVISED LOSS DEVELOPMENT MODEL 

For the past few years, the Oregon Insurance Division has been obtaininq 

payroll and loss data by class from the National Council. The source is 

described as "Report NC-235" by the NCCI and is the basis for class experience 

displayed in rate filings. The Oregon Insurance Division has been recreating 

the National Council published exhibits of class experience (Appendix B-II of 

NCCI filings), then recalculating partial pure premiums using the revised 

partial loss development method. The resulting premium rates for several 

dozen classes have been found to differ from National Council originally-filed 

rates by more than five percent and revised filings have been required. The 

affected classes have included several full-credibility classes. The loss 

development instability is not a small-credibility problem. 



The partial loss development factors published by the National Council in 

Appendix B-I to its filings include an adjustment to the aggregate loss ratio 

of the latest policy year. Hence, the published factors may not precisely 

measure loss development. Nevertheless, the published factors have been used 

for this paper so the results can be replicated or similarly investigated for 

other states. The National Council appears to be separating the policy-year 

adjustment from loss development factors beginning with filings made late in 

1992. 

The revised method bases loss development on expected loss, using pure 

premiums "present on rate level" and payroll. The review of rates filed in 

Oregon each year has used as input for the revised method the same underlying 

pure premium rates as used by the National Council. These are derived from 

loss cost rates approved for the previous year. Hence, the review has not 

been a true test of the different concepts. The effect of the revised 

development method can only be seen when the pure premium "present on rate 

level" has been generated by the revised method in a succession of preceding 

rate revisions. 

Exhibit 1 shows a comparison of the rate revision computations using the two 

partial loss development methods. The revisions for 1990 begin with the same 

set of 1989 base rates, hence this exhibit shows the actual revisions 



performed for this paper. The revisions for 1991 and 1992 use differing pure 

premium input data for the two development methods so separate worksheets were 

needed. 

The rate revisions for Class 7600 in Exhibit I achieve materially different 

results and also illustrate the enhanced credibility formula used with the 

revised procedure. The NCCI credibility formula is the two-thirds root of the 

ratio of partial expected losses to the 100 percent standard. The Revised 

Procedure uses a simple square root formula (or a three-fourths root of the 

NCCI credibility). 

The only other difference is the provision for loss development. The NCCI 

rate filing for 1990 displayed these loss development factors in Appendix B-I: 

Policy Indemnity Medical 
Period Serious Non-Serious 

i 984 1.417 ,996 1.197 
i 985 1.993 .990 i ,348 
1986 3.773 .962 1.562 

Three-Year Fixed 2.394 .983 1.369 

Exhibit 1 shows the payroll and losses as they would be shown in the National 

Council filing Appendix B-II. The losses have been developed and adjusted to 

current benefits, trends, and accident-year experience. The revised model 

simply divides these displayed losses by the partial loss development 
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factors. Then a portion of expected losses as provision for loss development 

is added to the "Undeveloped Losses" and the result is labeled "Revised 

Losses." 

Class 7600 had three serious injury cases on the first report for 1986 

policies. The National Council displayed $1.731,862 losses for these cases 

and for anticipated development. The revised model divided this amount by 

3.773, the serious indemnity development factor for 1986. The result is 

5459.015 "undeveloped losses" for the three cases. 

The 3.773 development factor means that reported serious indemnity losses at 

first report should be 26.5 percent of the ultimate amount (113.733 = .265). 

Expected loss development should be 73.5 percent of expected losses. The 

"Revised Losses", including loss development, is computed as follows: 

Pure Premium "Present on Rate Level" 1.203 
Times: Payroll in $100~ 435476.49 
Equals: Expected serious losses $523.878.22 
Times: Expected development portion .734959 
Equals: Expected loss development $385.029 
Plus: "Undeveloped Losses" 459,015 
Equals: Revised losses $844,044 

The model proceeds from there in the same manner as the National Council 

filings. The formula pure premium gives state credibility weight to the 

indicated pure premium, the national credibility weight to the pure premium 



"indicated by national relativity", and the remaining weight to the pure 

premium "present on rate level". further adjustments for the financial data 

overall rate level, industry group differentials, benefit changes, changes in 

trends, and a test correction factor are described in NCCI filings Appendix 

8-111. This paper does not address the appropriateness of these elements of 

the class ratemaking process. 

The rate for Class 7600 for 1990 is shown in Exhibit 3 as $3.06 after the 

balancing factors to achieve the overall and industry group averages. 

Oregon has a premium adjustment program for most contracting classes. 

Employers in those classes that pay average wages over $15/hour and do not 

have debit experience rating modifications may apply for premium credits. The 

rates for those classes in 1991 and 1992 have been increased two percent to 

offset anticipated credits. No offset was needed in 1990 for Class 7600, 

which is in the "all other" industry group. 

Balancino Factors 

Exhibit 2 describes the process of balancing class rates to achieve the 

industry group and overall average revision for 1992. The overall revision 

was an 11.0 percent decrease. The percentages decreases for the 
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manufacturing, contracting, and all other industry groups, respectively, were 

11.2, 2.1, and 12.8. 

The exhibit shows the current rate (1991 loss cost rate determined using the 

revised partial development procedure) and the formula revised rate determined 

from the 1992 version of the worksheet described in Exhibit 1. The "partial 

pure premium" columns add up to the revised rate, less any disease element. 

Next is a calculation of premium at the current and the revised rates applied 

to payroll. The sum of the differences in premium over each industry group is 

divided by the sum of the premium at current rates to determine the weighted 

average changes. 

Overall, the formula revised rates only achieved a 7.9 percent decrease 

instead of the 11 percent objective. The column headed "RevRate Adjusted" is 

the product of the formula revised rate and the industry group balancing 

factor shown at the bottom of Exhibit 2. The worksheet then applies the swing 

limits again and shows the results in next column, labeled "RevRate Limited". 

Finally, the premium computed using the limited revised rate is compared with 

premium at current rates to determine what average revision has been 

achieved. The desired industry group averages could not be attained exactly 

without loss to the overall revision. The results are within one-tenth of a 

percent by industry group. 



COMPARISON TESTS 

Comparative Test of the Partial &ss Development Methods 

The test for this paper compares the revised partial loss development method 

with the National Council method by starting from the approved Oregon advisory 

loss cost rates for 1989 and calculating revised loss cost rates for 1990, 

1991, and 1992 using sequential pure premium input as calculated by each loss 

development method. The test statistics for comparing the two methods are 

based on volatility of rates for each class over the four years and on the 

absolute magnitude of the 1992 revisions by class. 

The first test statistic is computed by fitting a straight line to the rates 

computed for the four years for each class then summing the squares of 

residuals from the line. The sum is divided by the square of the sum of the 

four-years of rates to standardize the statistic for each class. The 

comparison may be more relevant if the statistic for each class is weighted by 

premium. This weighting is achieved by multiplying each class statistic by 

the latest 3-year payroll total and by the sum of the four-years of rates for 

the class. This four-year comparison can be seen visually in the accompanying 

graphs. 
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The second test statistic is simply the relative magnitude of the latest 

revision, from 1991 to 1992. The absolute difference is standardized by 

dividing by the sum of the 1991 and 1992 rates for the class. The 

premium-weighted version is computed by multiplying by three years of payroll 

and the sum of the rates. 

The sums over all classes of these test statistics are as follows: 

TEST 1 TEST 2 
Mean Squared Residuals Latest Revision 

Simple Weighted Simple Weighted 
NCCI Loss Development Method: .5545 8767868 36.191 554808483 
Revised Loss Development Method: .3886 6568715 30.776 475227783 

The lower statistics for the revised loss development method suggest greater 

stability. 

The loss cost rates calculated by these procedures and the previously 

discussed comparative statistics are displayed in Exhibit 3. The comparison 

graphs illustrate the first test statistic. The line fitted to the four rates 

for each class should account for the influence of loss cost trends with the 

residuals representing various unstable factors. 

The second test assumes that the 1992 revision is the most appropriate for 

comparing the methods since the pure premium input for the revised method 



would have resulted from the most successive applications of the revised 

development concept. 

The test statistics do not include any classes for which rates were not 

available during all four years. Some classes are too new to have any 

experience. Some were discontinued and the payrolls and losses reassigned to 

other classes. These analytical impurities are part of the living 

classification system and a ratemaking method must be robust enough to 

accommodate them and still produce acceptable results. 

CONCLUSION 

The revised method of partial loss development improves rate stability. 

Because this improvement was realized while enhancing partial credibilities, 

it would not be proper to suggest restricting credibilities as an alternative 

for improving stability. An absurd indicated pure premium ratio will still be 

absurd when given a somewhat lower credibility weight. 

Any revision to the ratemaking process which makes it more stable could be 

seen as assigning more credibility to years earlier than the latest. It does 

not follow, however, that any scheme which simply adjusts the credibility 



weights by year could produce optimal results. Directly addressing systematic 

causes of instability should be preferred before testing different credibility 

approaches. 

TOPICS FOR FURTHER RESEARCH 

Classification ratemaking is not sufficiently addressed in recent actuarial 

literature. Several topics have arisen during the preparation of this paper, 

from discussion with other actuaries, from the NAIC examination of the 

National Council, and from the NAIC working group overseeing the NCCI 

compliance with examination recommendations. Some of these topics are: 

Optimal distinction between "major" and "minor" permanent partial 

disability cases. 

Improved models for partial loss development. including migration between 

parts and development beyond the present statistical reporting horizon. 

Bayesian credibility techniques where credibility of state class 

experience depends on variances in national relativity pure premium rates. 



Loss limitations and swing limits for enhancing rate stability and 

equitable methods of balancing the effect to the overall rate level 

indications. 

Refinements to the partial credibility scheme giving different weights to 

the different years. 

INSPA: 
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COMPUTATION OF REVISED PURE PREMIUM RATE 
with loss development based on expected losses 

EXHIBIT1 1 
Overall Revlslon All Other 

6.2% 1 Jlndustry Group 

Class: ~ 7600 Telephone or Telegraph Co: All Other Employees 8 Dvrs 

Dlsplayed Losses Undeveloped Losses Revlsed Losses _ 
P%Jld! Serious Non-Ser Medlcal serious Serious Non-Ser Medical --- Non-Ser Medical 

0 0 0 0 0 3-year 0 0 0 
1964 42616748 393906 280841 
1965 49728462 145463 252282 
1986 43547649 1731862 237862 ~~~ 

135892859 2271231 770985 

500903 277986 28196; 416465 428859 
480542 72987 254630 356485 371053 
481927 459015 247258 308532 84lo44 ~____ --~- 

1463372 1843956 

0 0 
280879 505647 
251631 516060 
236300 503288 

768810 1524995 

NAT’L COUNCIL PROCEDURE 
Serlous Non-Ser Medlcal -~ 

Total 
3.19 

1.671 
1.203 
1.287 

0.59 
0.20 

1.496 
1.008 
1.007 
1.092 

Swlng 
Llmlts: 

33% above 
14% below 

0.567 1.077 
0.637 1.243 
0.917 1.769 

0.78 1.00 
0.11 0.00 

0.613 1.077 
1.008 1.008 
1.004 1.000 
1.092 0.975 

3.39 
1.007 
1.000 

3.41 
2.86 

3.41 
19.2% 

lndlcated Pure Premlums 
P.P. “Present on Rate Level” 
P.P. “lnd. by Nat’1 RelMy” 
State Credlblllty 
Natlonal Credlbllity 
Formula Pure Premlum 
Composlte Factor 
Effect of Beneilt Change 
Change In Trend Factor 
Rounded Total 
Ratlo of Manual to Earned Premium 
Contracting Prem Adj Program Offset 
Speclflc Dlsease Loadlng 
Calculated Pure Premlum Rate 
Current Pure Premium Rate 

REVISED PROCEDURE 
Serlous __~- Non--% 

1.210 0.588 

0.67 0.63 1.00 
0.16 0.08 0.00 

1.221 0.600 1.122 

3.12 
1.007 
l.oca 

3.14 
2.86 

Swlng-Llmlted Pure Premium Rate 3.14 
Percentage Change 9.8% 
Difference from Nat’1 Council -7.9% 

Medlcal 
1.122 



BALANCING OVERALL RATE CHANGES BY INDUSTRY GROUP 
Oregon Loss Cost Rates for 1982 Using Revised Development M&hod 

EXHIBIT 2 

Ind 

=rp 

Mmutact. 
Manufact. 
ManufacL 
ManuiecL 

All Other 
All Other 

All Other 
All Other 

CUWWll RWlSd 
Class Fate Rate 

1430 15.63 12.80 
1438 4.64 3.90 
1452 4.79 4 69 

1463 9.08 8.82 

50 9.17 9.4 
1322 . . . 

2703 7.28 6.79 
3365 14.66 15.91 

5 11.39 9.62 

8 4.05 3.85 
16 a.99 8.42 

34 7.90 8.93 

-18.1% 3.306 2.766 6.720 2593 40533 33194 -7339 
15.3% 1053 0.776 2.071 1515595 7032359 5910819 ~1121540 
-2.1% 1.332 0.972 2.386 1421 6807 6665 .I42 

-2.9% 3,985 1.510 3.325 81626 741180 719957 -21223 

3.9% 3.144 2.139 4.24i 140401 1287480 1338025 50544 
. . . . 0 0 0 0 

-6 7% 3.234 0.896 2.660 592261 4311659 4021451 -290206 

8.5% 7.317 2.659 5.934 68199 999804 1085054 85249 

-15.5% 2.020 2.241 5.359 1541250 17554841 14826828 -2728013 9.31 9.31 -3205801 

-4.9% 0.890 0.954 2.006 530906 2150169 2043988 .1061Si 3.72 3.72 -175199 

-6.X 2.011 2.211 4.198 850439 7645450 7160700 -484750 8.14 8.14 -722873 

1 t 3% 2.378 1.855 4.697 203249 1621930 1815017 193087 8.64 8.64 134145 

&iGaacw~ng -O&i76 

‘Contmctlng -0.00232 

: All Other -0.09887 

12.21 12.21 -Be69 
3.72 3.72 -1394347 
4.46 4.48 .441 

6.42 8.42 -53374 

9.45 9.45 39312 
0.00 - 0 

6.73 6.73 -325743 
15.77 15.77 75701 

-6.9542 

0.9914 
0.9673 

q al.sncing 
FO.ZtOnr 

EtfocJ 

-4.6% 
-4.6% 
-4.5% 

-4.5% 

-0.8% 

-0.9% 
-0.9% 

-3.2% 
-3.4% 

-3.3% 
-3.2% 

-o.llnae 
-0.02127' 
-0.12874 

-0.10985J 



COMPARISON OF LOSS COST RATES 
Class 0005: Nurseries 

a 
1989 1990 1931 1992 

NCCI REVISED 

15.5 

15~ 

Class 6306: Sewer Construction 

C’ 

14.5 

141 
,3.5: _ -;- _:* ‘- 

13 : ” 

12.5, I/ 
12 

1989 1990 1991 19’92 

NCCI REVISED 



.__. _ 
Bun(w2Y - 114-vw - 



5.45 
9.85 
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ABSTRACT 

This paper contains a new approach to analyzing loss statistics which uses 
stochastic processes. The author views loss statistics ae samples from a 
specific type of stochastic process. The author believes that type of process 
is the most consistent with the realities of insurance statistics, and he 
explains why. Using that mathematical framework the author develops a formula 
for credibility when the complement of credibility is applied to trend. The 
paper also contains a formula for trending data that is more consistent with the 
stochastic approach (and hence the realities of insurance statistics) than the 
trend line. 



A STOCHASTIC APPROACH 
TO TREND AND CREDIBILITY 

Joseph A. Bow 

Even though insurance and econometric statistics are driven by random forces, 

actuaries usually treat them as deterministic. For instance, actuaries tend to 

assume that insurance losses follow some perfect line or exponential curve over 

time. Since that implies the growth in losses is a function oE time alone, we 

are implicitly assuming that ic is time alone that causes loss cost levels to 

change. 

Of course, we all realize that assumption is false. But, we also recognize that 

we must reflect inflation and other environmental changes in raremaking. So. in 

the absence of better models we use deterministic models. This paper contains 

a new model that reflects the randomness in econometric data. 

Why the Trend Line Doesn't Work. 

'I don't know where we've come from. 

I don't know where we're going to. 

And if all this should have a reason.... 

We would be trhe last to know.' -John Kay 

Trend lines often produce unrealistic results when they are used on econometric 

data. Consider the United States Consumer Price Index when it began to come out 

of its inflationary spiral in the early 1980's. At that time a CPI prediction 

based on a trend line would err for two reasons: not only because the projected 

increase since rhe lasr: actual observed point would be too high; but also because 

the fitted trend line value at the last observation rime would be higher than the 

actual observed CPI at that observation time. 



For example, the curve below represents that specific set of circumstances. The 

trend line represents a loglinear fit to the CPI during 1977-83. 'C' represents 

the predicted 1985 CPI log using the trend from 1977-83. 'D' is the actual 

recorded 1985 CPI Log. The difference C-D is Large because the recorded1983-87 

CPI log increase (.131) was below the wend (.374). And it is larger yet because 

the 1983 recorded CPI log 'B' was below the trend Line value 'A'. 

In this case trend line analysis works very poorly. It does so because its 

fundamental assumptions are contrary to the way economic systems work. 



On one hand, the trend Line marhematics assumes there is a straight line (or 

exponential curve in the case of loglinear fit) underlying the data. It assumes 

that the only reason the data do not lie on that straight line is that each point 

is imperfectly observed. In mathematic terms it assumes there is an observation 

error (with common variance E') at each point. 

On the other hand, with econometric data the prediction error does not result 

from imperfect observation of the existing data as much as it results from year- 

to-year changes in the trend. There is really no logical reason for the CPI to 

follow a perfect exponential curve. The fact that it increased by 4% in 1984 

does not mean it has to increase by exactly 4% in 1985 (although it does make it 

more likely). The trend line and regression have many reasonable applications 

in physics and chemistry; where laws of nature require that one variable be 

related to another by some precise formula. But at present there are no formulas 

that specify the behavior of econometric data. So. the author believes 

econometric data reflects randomtrendwithminimal observation error rather than 

constant trend with significant observation errors. so, regression on 

econometric data may yield large errors. Some observers then conclude ic is 

futile. 

Unfortunately, the premiums and lasses that are the actuary's stock in trade are 

econometric quantities. They inflate verql much like rrhe CPI. So actuaries need 

a realistic way to predict econometric quantities. 

A Realistic Model 

The argument above suggests we should assume that trend is random but there is 

no observation error. That follows from the fact chat econometric data may be 

a series of numbers, but those numbers represent the aggregate actions of an 

enormous number of individuals. 



For instance, the CPI is an aggregate of the buying and selling decisions of 

everyone in the United States. Those millions of people buy or sell 

independently, but their actions tend to be guided by two parameters: what 

others are doing (market prices) and what they see as the trend of the economy 

(historic inflation and other inputs). Assuming that broad econometric changes 

are a result of many small changes["; and that those changes tend to be 

proportional to the price level when the changes occur; results in the model 

below 

n( t, +A.A) 
y(t+A)=y(t). fI 

i=l 
(1+c, (A) 1 

Where : 

y is the econometric variable being observed (e.g. the CPI). 

(t,t+A) is the time period over which y changes. 

n(t, t+A, A) is the number of small changes in y made between times t and 

t+A. The actual number of changes, n. is random, but it is distributed 

around a mean of AA. 

c,(A) is the percentage effect on y of the 'ith' change. The c,(A) are 

random, but identically and independently distributed about some mean C(h). 

Those bold presumptions about the pattern of y deserve further explanation. As 

stated earlier, econometric data represents a broad aggregate of the decisions 

of millions of people. If we say there are k annual exchanges between buyers and 

sellers; and prices agreed to by buyers and sellers change in an average of lOON% 

of the k exchanges; then we can expect l=kN changes over rhe course of the year. 

So long as the k occur evenly throughout the year, Al-kN changes should occur in 

the interval (t,t+A). 



Further, the changes occur with a constant frequency. And each change's 

occurrence is independent of the other changes. So. the number of changes 

n(t, t+A,A) follows a Poisson distrfbution with mean AA (see pages 21-22 in (2j). 

Each time a price changes, the change only affects one of the k exchanges. So 

each change c,(A) is very small. The size of each individual CI is random; but 

the product of A changes (the Iterated product above) should average to the long- 

term trend of inflation l+G. So, ~[l+c,(A)l should be roughly the A'th root of 

lffi. As one can see, when A is very large and G remains fixed, E[l+c,(A)l will 

be very close to one. So E(c,(A)l will be very close to zero. 

Importantly, the resulr of all those changes should be their product, not their 

SIllA. That is because I believe buyers and sellers consider the overall price 

level (y) rather than the last particular price for their exchange when the price 

change is determined. 

Because there are so many exchanges each year, I believe A is so large that the 

limit as A-- is a close approximation co the real world. To that end, I shall 

define n(t,r+A,A) co be distributed Poisson(AA) (where A--). The c,(A)'s should 

be distributed with a mean approximately equal to the X'ch root of l+G. However, 

taking the Taylor's series expansion by Z of (l+G)*, h(l*Gl/A is a very close 

approximation co the A'th root of l+G (at least as long as A--, so l/A-O, the 

Taylor's series approximation works). 

Of course, that suggests chat the expected value of the ~~(1)'s will be zero as 

A--. But, bear in mind that as the c,(A)'s go to zero, A-m. So, the product 

averages to (l+G)*. 

I have deliberately failed to prescribe rhe distribution of the c,(A) 's. While 

I have good reasons co believe the number of changes will follow a Poisson 

distribution, I have no such information on rhe distribution of change amounts. 

On the other hand, the central limir law suggests that the only important 

characteristics of their distribution are the mean and variance. 
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Now the mathematic framework is set, I will use the phrases 'very small' and 

'very large' for the c, and n throughout the rest of the paper. That should be 

taken as the case where A--. Further, to simplify matters, I will set A=1 and 

let c,=c,(A), n=n(~,c+1,1). 

Since the year-to-year change is the limit of a" interated product, it is easier 

to work with the natural logarithm of y(t) 

x(t~l)=ln(y(t+1)) =x(c) + : 1*(1*c,) 
i-l 

But ln(l+c,) is very close to zero, and each C, is very small. So, the Taylor 

series expansion ln(l+c,)=c,-c:+2c:-3c:+.... will contain a small term c,, and 

powers of cI that are orders of magnitude smaller. That indicates l"(l+c,) will 

be very close to c, when A is large and c, is approximately the small quantity 

ln(l+~l/A. So. when A-- 

x(t*1) =x(t) l f ci 
1'1 

The y(t) cu?xe was driven by a driving trend (l+G)'. So. if r=ln(l+G) the 

expected value of EC, should be T. Since the sizes of the changes are 

independent of the number of changes (n), T must equal pn'pc. Sincep,;A-m, pC 

must equal (T/A)-0 as noted earlier. Further, the variance of each 

x( C+ll -x(t) =Cc, is o:=Ao:+Ap: because of the formula for the collective 

variance of a count and amount distribution (Ano:+p,o, * * (31) 

But there is another way to look at the variance. Since the variance generated 

by the combination of n and the CI 's should converge to the variance 

o:-Var Ml) Ix(O) I , we should require that A(af,l*pS.~)=o: for each A. So, the 

limit as A-- of the variance Ato:+ vs, must clearly be the fixed variance a:. 

so, eve" though the precise distribution of the c,'s, is undetermined: of+pf 

must implicitly be a function of A(the mean number of changes per unit time). 

Specifically, 

o:+p:=o:/ A 



so. the only other criterior for the c,(A) ‘S is that their variance be 

(&A) -(p:/A) As stated earlier, the central limit law will ultimately suggesr 

that all other characteristics of rhe distribution of the c,(A) 's are irrelevant. 

In fact X(C) is a special form of stochastic process. Since ~ar(clso:/A is 

finite, the central limit law indicates 

is approximately a normal distribution (-N(F,=T/~. a:/n)) when n is very large 

and fixed. But practically, since n-Poisson(A) and A--. n has an extremely 

small relative standard deviation (a,/p,=fl/A=l/fl-01 So, n may be regarded 

as being nearly invariant when it is large: and for all practical purposes, the 

total change follows a normal distribution. 

I: c, -~(nT/n. n'o:/nl =N(T, no:=Ao:) . 

These produce the seemingly contradictory results that o:=A(o:+p:l and a:=Ao:. 

But noting that &(Ec,) = T, pf must equal T'/A'. So, as A--, p$=T2/A2-0 and 

oz,=o:/A-0 That means p: goes to zero like l/A2 whereas a$ only decreases like 

l/A. So, the o: term predominates and the other p; term is functionally zero. 

And 0: is roughly equal to Aa:. In fact, at the limit as A-m, a: is equal to 

A&. 



Economerric Data as a Random Walk 

As I stated earlier. x(t) is actually a special form of stochastic process 

called a random walk. The expected increase between times t and s is r(s-c). 

And T does not vary with .s or t. Further, the changes over any two disjoint 

intervals (x(a) -x(b) and x(s)-x(t)) are statistically independent with means 

proportional to the time difference. Mathematically, E[x(a) -x(b) l=T(a-b) and 

E[x(s)-x(t)]=r(s-t) In the language of stochastic processes, that means x has 

stationary, independent increments. 

But what about the variance? Since the starting point x(O) has not been 

defined, it does not yet make sense to talk about Var(x(c)) But one can 

analyze Var(x(s) Jx(t)=u) Consider the changes that affect x as it moves from x(t) =u 

to x(s) Since L was the parameter used to denote the (very large) expected 

number of changes per unit time we expect very close to n=A(s-c) changes of size 

Cl, . . . . C". The analysis of the previous section shows that :he conditional 

distribution x(s) (x(C) =u is a normal distribution with mean 

E(n)-T/A=A(s-t). i"/l=(s-t)T and variance no:=A(s-t)cf. 

But that discrete model of economic change (each choice of 1 and the distribution 

of the c,(A) '5) has an underlying assumption about the variance of the first 

year's trend. In fact, since the trend and variance are assumed to be 

independent of the starting value x(O), one could define a2 by 

iig hf.,. =Var(x(l) IX(O) ‘Ul =d 

Since the a: are independent of u, they are all equal. So we may use the o2 

they all equal as oXz. And, 



That result is entirely independent of the family of distributions (c,(Al 1. as 

long as each c,(A) distribution obeys the parameters imposed upon it. In other 

words, for any appropriate family of distributions [C(A) 1, the limiting 

variances will always be proportional solely to time. The above argument shows 

the resulting variances between times must be sc~me constant variance parameter(o$ 

multiplied by the time difference. 

That allows us to form some conclusions about this econometric 'random walk'. 

1) The conditional distributions x(s) I(x(t)=k) are normal distributions 

with mean and variance proportional solely to distance and starting 

point 

[x(s) 1 (XC cl =k) ] -Nk* (s-c) T, (s-t) 0~1 

The variance is entirely independent of the starting point and is 

related solely to distance. 

2) Since only the mean in 1) was influenced by the starting point x(C) =k. 

The distribution of x(s)-x(c) is solely a function of the time 

difference s-t, i.e. it is -if((s-cl~,(s-tld) 

3) The process is piecewise continuous. Said another way, it produces 

piecewise continuous random walks. This is because 

x(t+A) -N(x(t) +AT,Aoz) means that for any 'small' E 

b-d 11p P(x(e+A)E(x(t)-E,x(t)+E))=l 

4) The random functions x(t) generated by the process, while continuous, 

will almost certainly be nondifferentiable (i.e. fractals). That is 

because the random nature of the process dictates that while 

x(c+Al-x(t) may show a slope of M; x(t+A/Z)-x(t) being random, will 

show some different slope. 

The above conclusions form the classic conditions for a random walk propelled by 

a constant force (T). 351 



Insurance Dam and Imperfect Observation 

Of course the goal of most actuarial analyses is to find a better way to use 

historical insurance data to predict future losses. That requires recognizing 

hoth random change and observation error. There is an underlying propensity to 

loss X(C) that results from a continuous random walk. But since insurance data 

only provides a random sample of the underlying propensity to loss, insurance 

datausually represents some 2(t) The observedvalues B(C) differ from each x(t) 

by some independent error variables E (t) - N(0,E2). So, insurance data is 

characterized by both random change and observation error. 

With the prior analysis of econometric data switching between an exponentially 

trending stochastic process y(t) and its linear trending cousin x(t)=ln(y(t)) ; 

it is important to specify which one models insurance data. Insurance data is 

a reflection of a propensity to loss that is always positive and is subject to 

exponential inflationary pressures. So insurance data represents y(t). 

Further, since the driving force behind the increase in y(t) is severity 

(inflation) rather than frequency, the errors l (t)=P(t)-y(t) should be 

proportional to y(t). Taking the log transform x(c)=ln(y(t)),d=ln(p(t)) yields 

an x subject to a linear random walk. And 2 is such that each X(C) -2.(f) is from 

a set of independent, presumably identically distributed "le(t) -N(O.E'). 

The insurance problem then reduces to: 

'Given prior observations P(l), P(2) . . . . z(n) of log(j7, what is the best 

predictor of y(n+t)=exp(Z(n+t)) ?' 



The Distribution of Future Losses - A Backward Auoroach 

'Forward into the past' 

-Firesign Theatre 

Obviously, finding the best predictor of 9(t*n) will involve finding the 

probability distribution of x(n+t) given observed P(1). R(2), . . . . P(n). That 

distribution will involve finding the reverse likelihood of 

P(1). Z(2). . . . . R(n) given x(t*nl The process is complicated by the fact that 

each P(i) is derived from a compound process... first generating x(i) using a 

random walk, and then generating R(i) by adding observation error e(i) - 

N(0, Ez). Analyzing x(t+n)l(R(il. Z(j)) will be especially difficult because the 

characteristics of a random walk dictate that all three observations will be 

highly interdependent. Unfortunately, the dependence is through the related 

variable x(i), not direct. 

Tha: indirect dependence requires that parts of the analysis use x rather than 

2. To do so requires creating a distribution of x(i$?(i) rather than 

R(il(x(i) 

Determining that 'backward' distribution requires using both Bayes' Theorem and 

a uniform distribution on (--,+a) (a 'diffuse prior' distribution). Appendix I 

contains a 'reverse probability' theorem. That theorem shows that if the random 

variable A is a priori uniformly distributed on (- ~,+a.) (i.e. each possible value 

is equally likely), then the density function f(A=alE=b) is proportional to B 

given A (f(B=b(A=a) ). The constant of proportion is l/~f(E=b(A=xJcfx 

That theorem involves the essence of this 'backward' analysis. To determine the 

likelihood of each potential x(n+t) (f(x(n+t)l2(1), S?(2), . . . . g(n))) I will use 

f(*(l) , P(2), . . . , P(n) Ix(n+tll Along the way. 1 will note that 

f (x(i)IP(i)) -PC%(i) Ix(i)) (per Appendix I). 



In any event, to determine the likelihood of observing Z(1)=8,. n(2)=-%, ... 

. . . . %(n)=f, given x(n+t)=x,.,, it is first necessary to determine the likelihood 

of any x(1)=x,, x(2)=x,, etc. Then, going backward, while f(x,, x,, . . ..x.lx,,,) 

may be complicated, f&lx,,,) is distributed XV&.,-TV, to") , f(x,.,Ix,)-N(x,-T,~~) , 

f (xn-llXn) -N&-T. 0’) , f (X,-,1x,-,I -N(x,.,-T. 0’) . Because the random walk has no 

memory those may be combined. In other words, as long as S<U<Y, 

f(X(S) =x,1x(u) =x,Axlv) ‘XJ =f(x(s) =x,)x(u) =x,1 , so we may multiply the adjacent 

conditional probabilities to obtain the overall density, f(x,,x,,...,x,~x,.,) . 

Setting 

f(X(l) =x1, x(2) ‘%, . .x(n) =x,~x(n+cl ‘X,.,) - f(x,. x,. . . X”(X”.J I 

and using the independence of the random change over time, 

-f (x”lx”.c) .f (x”-lIx”) .f (x"-lJx".,) . . f&lx,) 

-(l/((dZ(JEol exp (-(x,.,-tT-~“)~/(2t~~)) 

‘(l/t (&%a) ) em 

~(l/(vzGJ)) exP 

~(l/(m-%Jl) exp 

-(X”-T-X,~,1’/(2(1~11 

- (x”.,-T-x”~,l’/ (20’) ) 

-(X2 !-T-x,) */ (202) ) 

-~1/((Jzii)~o~~~l exp 
‘7-l 

[-(l/2) ( (x”.c- CT-x,)~/(to') +(1/o') c (xi+T-xi*,)')l 
1=1 



Further, since the E,' s are independent, identically distributed, and independent 

of the q's 

-(l/((J2TE)) exp (-LY"-%)*/(2Ev) 

. Cl/ ( (Jzm ) exp (- efn-l-z".-,) '/(2E2) I 

. 

~(l/((&??iE)l exp (-(X,-iT,,)'/(2E")) 

-[l/(JZiSE)"l.exp[-(l/Z) W'$ (X,-fi)91. 
1-l 

So, since the e's are independent of the x's 

fLY,. x,, . . ., X", 2,, . . .I 2nIx".,l 

-~1/((2x)%"fEE')] .exp[-(l/Z) ((X,.,-tT-X"):/(td) 

n-1 
+ (1/02) c Lq+T-x,.,l*+ (l/E’) f (x1-R,)V I 

1=1 1'1 

Then, to eliminate the reliance on x,, . . . . x,, all that is necessary is to 

integrate over all possible x1's, i.e. 

f c?,. . . . , qJx"+,, [II 

- [l/ ( (2x)"cPJEE") .hi.. . dex'p [-(l/2) ((x,,.,-tT-x~12/(to2) 

n-l 
+(1/O') c (Xi+Z'-x,.,) '+ (l/E') f (xi-)?,,', 1 du, . . d+ dX, 

1=1 1=1 



Ultimately, the best predictors of q-C will maximize that function. But since 

it: is very unwieldy, a brief digression will illustrate what it means in concrete 

situations. 

Two Extreme Examvles 

To gain some insight into the structure underlying the 'best' predictor of x,,.~, 

I will analyze two extreme examples. One is the case of 'total determinism' 

(o'=O) The other is 'perfect observation' (E'=O) 

'Total determinism' (a2=O) fulfills all the criteria needed for regression: 

1) The underlying exposure X(C) is a straight line: and 2) The only reason the 

observed data X(C) do not fall on a straight line is the presence of 

independent, identically distributed. observation errors E(C) 

The fitted line x(c) =F+m(f-3 represents the regression estimate. Further, 

since the Vectors a,=[1, 1. . . . . I and a,=[-(n-1)/2,-(n-3)/2,..., (n-1)/21 are 

independent, we can use them to produce the regression. Since a, is a 'pure 

constant', x=a;G,l/la,~2. And, since a, is pure slope, m=a;[R,l/la,V. But, 

after some algebra, a;[P,l may be rewritten 

Which, after some series algebra become 

IYe1 (in-i?.) 
-‘YE ---j-- (P,., -2,) 

i=l 

(where K is constant with respect to [R,l and the in-i2 are the weights used on 

the differences Li?,.,-2,)). 



So. regression is based on averaging over the observation period. The prediction 

keys off an average value of x - roughly its predicted value at the middle of 

the obseration times. It adds a slope multiplied by the time elapsed since the 

middle of the observation times. The slope is computed by using a weighted 

average of year-to-year changes in 2. Just as the mean keys off the middle of 

the observation times, the weights applied to year-to-year changes place heavier 

weight near the middle of the observation period (Consider the shape of in-i’. 

It is a quadratic with a maximum at n/2). In short, regression is oriented 

toward the middle of the observation period. 

The 'perfect observation' case (E'=O) produces estimates based Largely on the 

latest point. Since the series has no memory, (i.e. u<v<t implies 

f(x(t)-x,lx(v) =x,1 - f(x(t)=x,lx(v)=P,/\~(U)=x~) the points prior to Z,,=X,, are 

irrelevant except for estimating trend. In other words, the best estimate of 

x(n+t) will be x,+tT. 

To estimate T, note that the perfect observation of the Pi's means there is no 

6, influencing either RI-2,~, or R,*,-f~. Consequently, each 2,.,-2, is 

independent. So, each 2,.,-Z, is an independent, identically distributed estimate 

of T. Thus, the best estimate of T is their average ?=(l/(n-1)) i&i.l-% 

Telescoping the differences produces T'= (P,-P,)/(n-1) Combining the tworesults 

yields the optimum estimate for x,,., 

x”.,=x,*T(~,-2,2,) / (n-1) 

(To verify the above verbal argument, set Pi=x, in the integral shown previously 

and maximize. The E' as a constant is superfluous.) So. the 'ierfect 

observation' case dictates that the constant be the last observed point and the 

trend be an equal weighting of the observed differences. 
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Summarizing, the tvo extreme cases both key off a fixed point and a trend from 

the fixed point. In the case where a'=0 the fixed point is the mean of the 

observed points and the trend is a weighted average of the annual change 

(alternately. one could view the trended mean x+(n/Z)T as the fixed point). In 

the perfect observation case (E'=o) the trend is a straight average of the 

annual changes. From another perspective, when E'=O the fixed point applies 

100% weight to the last observed point, and when o'=O the fixed point equation 

applies equal weight to all the observed points. 

In the typical case both E’ and u2 will be non-zero. The key question is 'Where 

will the fixed point and trend lie between those extremes?' 

The General Solution 

'The only solution... isn't it amazing' 

Jim Morrison 

Appendix III shows the best estimator of .xr." given observed 2:.&,.....&,, a 

predetermined trend T, and a predetermined ratio P/o'. It uses a weighted 

average of the trended observed points for the fixed point and the trend T beyond 

the fixed point. The weights do not lend themselves to a closed-form formula 

readily, but they are easy to compute. 

First, you compute the recursive values. P,. To start, set 

F,=l, F,=E’+d. 

Then, you calculate each succeeding F, using 

F,,,= (2E’+02) F,-E’F+, 



And then the best estimator of x,,, is 

(i.e. the weights for the fixed point are F,E21a-11). 

Unfortunately, that estimator depends on first choosing the average trend T and 

the variance relationship E’la’. Appendix IV contains an estimating formula for 

the trend, T. The author has not yet determined the best estimator for E2 and 

u2, but the estimating process used in appendices III and IV could be extended 

to produce an estimate for them as well. 

In any event, the formula provides a means of assigning weights for each of the 

last five available years of fire experience, or each of the last three years of 

workers compensation class experience, etc. That alone makes it useful. 

A useful by-product of the previous formula is a credibility formula to use when 

the complement of credibility is applied to straight trend. 

Specifically, when the ratemaking formula is 

ZL+(l-Z)(R+T)-R' 

Where L represents the rate based on raw experience, R is the existing rate, T 

is trend, and R' is the result of credibility. Then, the best credibility (2) 

is 

(where EZ and aa are as defined previously). 



To prove this. first note that 

R(i+l) =ZL.(i+l) +(1-Z) (T+R(i)) 

SO. 

R(i*l)=ZL(i+l)+(l-Z) (T+ZL(i)+(l-Z)R(i-1)) 

=ZL(i*l) +Z(l-Z1 (L(i) l T) +(1-212(R(i-11 +Tl 

And, extending the expansion 

R(i+l)=Z e (L(i-j)+jr) (1-Z)'. 
j=O 

SO. R is really an exponentially smoothed estimate of the loss level with 

smoothing parameter (1-z) 

Next, I will show that the F,EZ'n-'l weights are also exponential in character. 

A theorem from numerical analysis states that the results of a recursion relation 

a%,,,=bx,+cxne, will be K,I,~+&I~; where r, and I> are the roots of ax*-bx-c=O. 

In the case of the F,'s this means a linear combination of the form 

F,=K,[(2Ez+oZ+U~)/21' + K,[(2EZ'02-0~)/211 

But, as i gets very large, the larger root’s power will grow much faster than 

the smaller root’s, So, for large i 



Now, in the estimating formula for x,,,, the weights are F,E""-". So the 

smoothing parameter for successively older observed points is roughly 

FI-,E 2kz-1+1) / (f’,E”“-” ) =EZF,-,/F, , 

or 

2E'/(2E'+02+04537) 

Since (1-z) is the smoothing parameter, 

z = I-[2E"/(ZE*+o'+~)] = (t,2+.,~)/(2Ez+Oz+O~) 

which is the result we seek. 

Parenthetically, note that since trend is usually exponential rather than linear 

a logarithmic transform produces the formula L(i) '.(R(i) (l+r) )I-' rather than the 

linear sum formula ZL(i] +(l+Z)R(i) (l*T) 

The random nature of most economic forces creates random behavior in econometric 

data, especially insurance data. So. the most effective way to project 

econometric series involves viewing them as a random walks. Within the general 

framework that imposes, the projection becomes a compromise between: 1) formula 

trend and random observation; and 2) random trend and error-free observation. 

Two of the formulas presented in this paper illustrate the 'most accurate' 

estimators for random walk data. The author believes those formulas to be merely 

the beginning. Viewing insurance data as a random walk will give actuaries many 

opportunities to refine our formulas and thereby make better predictions. 

The author wishes to acknowledge the assistance of Greg DeCroix. Greg's 

assistance in finding the recursion formula for the F,'s was invaluable. The 

author also wishes to thank Darlene Hodges, who typed many revisions of this 

paper. 
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DIFFUSE PRIORS AND BAYES THEOREM 

Many problems seek an unknown quantity (such as the best rate to charge) which 
could, a priori, be any number. They can be solved through uniform distributions 
on infinite intervals. Those are called diffuse priors. For example, a basic 
problem in statistics involves the following scenario: Observed data from a 
normal distribution x,, x2. . . . . xn are available. There are sufficient data 

points to give an acceptable estimate of the mean (x) and variance (#), but the 
distribution of the true mean ,u is desired. A priori, all the potential 

PE (--. -) are equally likely candidates, but obviously the p close to x deserve 
greater probability. 

If p and the x, were restricted to some finite interval (a, b) then Bayes' 

theorem would yield 

fcCII [x,1 ) =f( IX,] Ip) .f (p) /f( [x,1 ) =f( [x,1 Iv) (b-a)“-’ 

In other words, since b-a is constant, Bayes theorem indicates the likelihood of 
p given [x,] is proportional to the likelihood of thoee [x,1 given p. 

The problem lies when the Lx,] and p, a priori, take any value in (--,-I with 

equal likelihood (i.e. they are uniformly distributed on (--.m) ). The solution 
involves the use of 'diffuse priors' (uniform distributions on infinite sets). 
The author is not familiar with whatever approaches to diffuse priors are 
currently used by others, but I hope to convey enough of my thinking to solve the 
practical problems underlying this paper. 

Co"ceptually, one could use the infinitesimal, I, sometimes used in mathematical 

logic. I is a (entirely theoretical) constant that is infinitely close to zero, 
but "on-zero. So 

362 



Appendix I 
Page 2 

Thus, if we use the a priori distribution 

f(u)=I, f([x,l)=I'; 

so. the probability of p given the observed [x,1 is proportional to the 

probability those [x,1 would be observed when p is the underlying mean. 

In the event the [x,1 come from a normal N(p,u2) distribution, a2 may be 

determined fairly accurately from the observed x,'s. So, 

which probability formulas'q reduce to a normal distribution for the mean 

But, since 

/ 
exp[(-(n/(202)) IF-~)~)ld~=~Jzsi/Jii 

we conclude that x=1, and 

p-N(i?, d/n) . 
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In general, if A and B have uniform diffuse prior distributions, then 
P(A=a(i?=b)=P(B=blA=a)X. In other words, the probability Of A given B is 
proportional to the probability of B given A. 

tlathematical Niceties 

At least one article ['I suggests that Bayes' original concept of a uniform 

distribution on t-m, m) consisted of a normal distribution with infinite 

variance, e.g. 

Of course, that inevitably produces a specific mean and mode for the prior 

distribution of p, According some specific p that favored status makes the 

distribution somewhat less than uniform. But, if one were seeking to prove some 

G(x)=0 for a uniform distribution on (--. -1 ; one could say: If 

;l~ G(xlN(~,d)) q O. 

For d p. G(x)=0 holds for the uniform distribution on C-m, -) 

The author has two alternate, but potentially mathematically equivalent, 

approaches. The first one involves a limit of uniform distributions. In this 

case the requirement is that 

lim G(xlU(a,. b,))-0 
n-- 

(U(a,. b,) representing the uniform distribution on the interval (a,, b,)) 

More important, that result must hold for all sequences [a,] and [b,] such that 

a,--- and bn--, 
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More generally, one could require that G(x(f,]-0 for all sequences of density 

functions [f,] with an infinite, flat limit. Specifically, 

lim (non-zero domain of fJ - (--, -) 

and 

lim[max(f,(x) )/min(f,(x))l=lC*l 
n-- 

Whichever definition you choose, it is clear that the formulas earlier in this 

p=p=r , which use I, hold. 

Pitfalls 

The typical problem with diffuse priors is actually a problemwith finite uniform 

distributions, too. There may be uncertainty over what is co be uniformly 

distributed. For example, when developing a prior distribution for the mean, p, 

of a normal distribution it is fairly clear that p should be uniformly 

distributed on (--,-I. But what about the variance, o*? Should a2 be uniformly 

distributed on IO,-) , or should a be uniformly distributed on (--.-I? Making 

o* uniformly distributed inherently makes 'small' a2 more likely than making a 

uniformly distributed. So, when it is not clear what should be uniformly 

distributed, diffuse prior distributions are inappropriate. 

Fortunately, in this paper the author has used diffuse priors solely for 

estimating means. So, the variance issue is moot. But, there are other 

situations, outside the scope of this paper, where problems may arise. 
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INTRODUCTORY LEMMAS 

Before proceeding to prove that the FIE""-" 's are the best weights for 

hirrtorical experience, it will be helpful to prove two lemmas. 

Lemma 1: Weiahted Sauared Difference Theorem. 

The weighted sum of squared differences equals the squared difference 
from the weighted mean plus the squared differences. Mathematically, 

f 
i=l 

w, (a,-x)2= ( fz Wr) (x- [ (EW,d,) EW,l ) 2 + (l/m,) 
i=l 

e I: WiW,(di-aj)~ 
i=ljsi 

Practically, this jeans that ehe estimate x which minimizes the weighted 
squared differences from the observed points [a,] is the weighted average of 

the al-s. Further, the residual error after choosing that best estimate 

consists of squared differences between the aI's. Each such difference is 

weighted by the weights of the two d,'s in the difference. 

The most straightforward way to prove this involves placing the weighted mean 
inside the sum and using brute force. 

e 
i=l 

w, (a,-x) *= e W,( I mja,/Cw,) -xl +b,-(Cw,a,/m,)l j2 
i=l 

Expanding the square, 

=i$ Ew,a,/Ew,) -xl’+2 I m,a,/Cw,) -xl L3,-Ehja,/Cw,)l +[a,-E:w,d,/EW,) I’). 



Appendix II 
Page 2 

Then, distributing the summation across the three sums, 

Noting that ~IV,af=~W3a,, the polynomial equals 

Computing the square in the last term, note that 

~w,[al-(Dv,a,/~W,)l' 

-Z:w,a,Z -2 C:w,a,) (EW,d,) / EW,) + m,, mqa,)~/ (CW,)', 

=(l/EWJ [czw,a:) (Ew,) -z(~p~w,a,a,, +(D+i)21 , 

= (l/EWJ [m,a:) (EW,) +~Cw,Wj(a,af-2ala,)1, 
lj 

Splitting the sums up into the cases where j is less than, equal to, or 
greater than i. 

4 

-(1/&J [ E VW& + 3' E 
i--2 j-1 izl j=i+l 

w,w,a: 

+ Ewjaf - f fIilwlw,a,a, - "2 e wlwja,a, - Wafl . 
i-2 j=l i=l j-i+1 
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Subtracting the cW:aj terms that cancel, and interchanging i and j in two of 

the indices 

.(l/EW,) [ f! Yw,wja: l f! itlw,w,a; - 
is2 j=l i52 j=l 

it2 >: w,w,a,a, - e i~lw,w,a,a,l . 
i=2 j=l 

Collecting terms 

-(1/)3W,) f 9 z+ 
2=2 j=l 

(W,W,d, w,w,a:-2~,+3,~,) I 

Adding the case where i-j; (a,-a,)=0 

= (l/CW,) .f3 E W,W,(a,-a,)l 
1'1 js.i 

Now, substituting that result back into 1) yields the lemma: 

Ew,ta,-x)‘=(X:w,) (X-EW,d,/~W,l)~+(1/Yzw,~~ I: W,W,@-a,)'. 
1 j<i 

&voneneial Incenral Theorem 

A textbook theorem used to analyze multivariate normal distributions states 

7 exp(-(l/l) [(x-G)~/a~+Hl)du-aJZiiexp(-H/2), 
-a 

3hX 
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The proof is comparatively simple. 

variable of integration (x) . So 

9 exp(-(l/2) 
-m [ (X-G) ‘/oz+Hl ) dx.exp 

m 
(-H/2) fexp((x-G)'/(2o'))du. -m 

Exp (-H/2) is constant with respect to the 

But up to the constant l/(oJzsi) the integral is simply the density of a 

normal N(G,021 distribution. So its integral is oJs;r. Thus, the theorem 

holds: 

=eXP ( -H/2 1 .ofl=oJzii exp ( -H/2) 

Lemma 2) .InteuaL of Keiehted Suuared Differences 

7 exp(-(1/2)CW,(x-a,)')dK 
-m 

-JS exp I- (l/2) ‘F j$iW,W,b,-a,)‘) / tCw,, I 

This lemma is a straightforward combination of Lemma 1 and the exponential 

integral theorem. 
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PROOF OF THE FIXED POINT ESTIMATOR FORMULA 

To prove that 

is the best estimator for xwc, I need co first integrate the x,,., density 

function. Then, the formula will result from some simple algebra which proves 

the recursion relation. 

Using a diffuse prior argument 

2) fCX".,~~,, 4, . ., 9,) 

-Kf ( [P,l;lx,.,) , 

-K(1/~(2x)wJEE~J)~f . ..fexp~-~1/2)~~x"..-tT-x")*/~co") 
*" XI 

Combining the K into K' (a function independent of x,,.~) multiplied by an 

exponent of squared differences 

3) -K' ([x,1';, E', a', t. T)' exp[-(l/2) K" (E'. al, t) -3 
i=l 

P,E*cn-i~ (R,+(n-i+t) T-x,,J21 

Showing that the estimator from 1) minimizes that sum of squared differences 

will then suffice to show it is the best estimator of x,,,, 

To solve the multiple integral from 2) I need to first prove a theorem 
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hIlCiDie Inteeral Theorem 

Given: 

1) observed points L2,l: distributed around unknown means [x,1?; 

2) generated by a normal stochastic process with mean increase T and 

variance parameter 6; 

3) where each of the [Z1l differ from the [x,1 by an independent N(O. E') 

distribution; 

4) and the times between valuation are c, (so f(x,.,lx,) -N(t,T, C,d) ) ); 

the integral 

4) 1(x,.,)-f . . . fexp(-(l/2) [(1/E2) [i~I(i,-X,)21 
X” Xl 

-K( [&I:, [C,l~.E’,~~,n.exp(-(l/Z) [(l/Fn.,) f F,EZ1n-” (R,+T( f 
i=l j-i 

t,) -x”*1) *I ) 

Where, 

5) F,=l 

F “., = t,o’ ( f 
i-1 

F,E”“+‘) l E’F, 
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I will prove it using mathematical induction. The proof for n-l is trivial. 

Next, I must show the result holds for 1(x,.,) when it holds for 1(x,.,). 

Note that 

I(X”.,) -I . . . lexp(-(l/2) [(l/E’) ?sP,-XJ’I 
x,*1 Xl i=l 

+[ x ~x,+t,T-x~.,)*/(t,o*)ll) dr,, a.., du,,, 
i-1 

So. pulling out the terms that are constant wirh respect to x,, . . . . x, 

-;“*,exp (-(l/Z) [ C%.,-X”.,) */E2+ (X”.,+t,,,T-X”.I) / ( t,.,oZ) 1 1 

.I . . . I exp(-(1/2)[[(1/E2) [i~l(f,-x,i21 
X” Xl 

+[ i=l(x~+t'T-x',')'l(t,o')l])du,. ..,I du,.l. ?I 

Then the inner 'II' integrals may use the induction hypothesis 

-I exp(-(l/Z) [(~2,.,-x,.,)2/E'~(~~.,+t~.~ T-x”.,)‘l(c,.,o~) I) ~I(X,.,)dx”., ) 
%I 

-xp(-(l/z) (l/F,.,) [ e 
i=l 

F,E”“-‘I (f,+T( f t,) -x,.,1 ‘1 ) dx,., . j-i 
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Where 

A=(~~,,,-x,.,)~/E~+(X,.,*~,.~T-~~.,)'/(~,.,~~) +(1/F,,,) e 
i=l 

F,E”“-” (%,+Tf e C,) -x~.~)‘. 
j-i 

Now to evaluare A. the first step is to apply the integral of weighted squared 

differences lemma (lemma from the previous appendix) using xnel asx. 

Specifically, 

7) l eXP(-A/Z)&., 
J&+1 

-(2x/ [(l/EZ) +(1/(c,.,oZ) )+(1/F,.,) e 
i=l 

F,Ez’“-‘, ] ) I,2 

+ [ (l/ (F".,E2) ) e FjE*'-') (.?,*T( 
i=l 

e C,) -&.,) ‘I 
j-i 

+ [ (I/ ( t,,l~'Fn,,) ) E 
i=l 

FiP- (22,+Tct1t,) -xn.J*l] j=i 

/[(l/E*) +(l/(C,.,a:) 1 +L1/F,.,Ii~lFIE’ln-I1l) 
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That produces quite a long expression. But, noting that the long 'sum of the 

weights' term 

(1/E)2+(1/(t,.,02)) + (l/F,,,) e 
i=l 

F,E2'll-" 

- (l/(E't,.,o*F,.,)) [c,.,~~F,.,+E~F,.,'~,.,~'E~ f 
i-l 

FiEz'"-" ] ; 

and combining the co2 terms 

=(I/ (C,.,Ezo'Fn.,) ) [t,.,o* x F,E2'""-") +E2Fn+,] 
i=l 

Then, plugging that back in 7) 

1 exp(-.4/2)du,., 
G-1 

[ [ (L+t,.l -$,.,)'/ (t,.,E'a') 1 + [ Cl/ (Fn,,E2) ) 9 PIE*'"-" (Z,+T( f! ) -Y?n.,,2] 
i-l j-i 

+[(l/F,f.~) f c 
i-1 

i=l jsi 
FiFjE2'2"-i-" (Pj+T( r C,) -2,) 'I 

k=j 

+ [ (l/ ( t,,.,ozFn.,)) e 
i=l 

F,E2'n-" &+TC"? t,) -Xn,,)'l]) j=i 
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That is still quite a lengthy expression. But, part of it may be reduced 

immediately. Since the multiplier in front of the function and the middle two 

terms in the sum are constant with respect to xm.*, 

-K’ ( l-f?d I '-I, [t,]:",E',a',T) . exp I -(F,.,t,.,E'o'/ (2F,.,) I 

. [I (& + tn.l T-~,.,)'/(t,.,E*o'l I +[ (l/(C,,.,o'F,,,) 1 f F,E*'a-i) (d,+T?i?t,) -xns2)l]]} 
i=l jxi 

That is reduced, but still lengthy. Applying the top of the quotient to the 

sums 

+[E' e 
f=1 

FiEzcn+ Gi+T??tjl -~,,,,~l]'} j=i 

Adding the n+l term to the sum 

n+1 n+1 
-K' exp(-(l/21 (l/F,,,! i~lF,E2c"+'1 (Z,+T( ,x,)-x,.,)') 

,'I 

Then plugging that back in the original formula in 6) 

I(n+2) =KK' exp (-(l/Z) (l/F,,,)n~lF,E"""‘l' (8,+T?i1tj) -x~.~I~) , 
i=l j-i 

-K(Lqlf-, [t,lf”, 6’.a’,Tl WV{- (l/2) Cl/F,., 

So the induction hypothesis is proven and the integral evaluation theorem 

holds. 
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The Best Estimator 

Now that we know the density function f(x,.,J[f,l~,E2,0~,T), the next step is to 

show that the estimator 

is the optimum estimator for xnrF. The key is to show that the true x,,.~ is 

normally distributed around e,,, 

f(x,.,l Gil?. EZ,02,T) -N(e,.,.6*) 

Then, since e,,,, is both the mean and the mode of the distribution, it must be 

the best estimator. 

Plugging the results of the integration theorem into the earlier formula for 

f(%.,l , 

-Kexp (-(l/2) (l/F',,, ) 2 F,E2'"-" 

i=l 
(Z,+(n-i+c) T-x,,,)~) 

Using the weighted sum of squares lemma (Lemma 1) from appendix II. (note 

F'"., =co'( 2 
i=l 

F,E""‘") +E2F, instead of d(CF,E 2'n-1)) +E,F, because of the CO* in the 

last term) 

-K exp{(-(1/2) (l/F',.,)[[(x,.,- [ E FIE2'n-i1(~~c(n-i+t)T)])/( e FJ2'n-i'))a 
i=l i=l 
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Noting that the second term in the sum is constant with respect to x,,,,, and 

using the definition of the F,‘s in 5). 

-K exp( (-(l/Z) ((F’,.,-E”F,)/(ta2F’,,,)) 

.(x,.,- [ if F,E*‘“-” ki,+ (II-i+C) 2-1 I / [illFIEZ’n-‘)l j2) ) i! 
i-1 

-K exp( (-(l/Z) [l/ (fa*F’,,,/(~‘,.,-E’F,)) I /LY,.,-e,,,)* 1. 

Since the K is merely a constant which will be adjusted to make the 

distribution integrate to 1. 

f(x,.,) -We,,,. [ tdF,.,/ (Fn., -E’FJ I I 

Which completes the proof as soon as I show that the F,‘s produced by 5) 

follow the recursion rule 

F2=E’+o’ 

F,,,= (ZE’+o’) Fk-E’F,., 

377 



Appendix III 
Page 9 

The proof involves fairly straightforward algebra. 

F **, =o* 
i=l 

F,E”*‘” .E2Fk 

k-l 
=02Fk+E202 x F,E2”-‘-” +E2Fk 

i=l 

k-l 
= ( 02+EZ) Fk+E2 ( a2 x FiE2’*-‘-” ) 

i=l 

Applying the definition of the F,‘s to the sum, 

= (o*+E’) Fk+E2 (F,-E’F,.,) 

= (02+2E’) Fk-E4Fr., 

So, the F,‘s fulfill the recursion ruie, and thus, e,., is the best estimate. 
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ESTIMATING THE TREND 

The best estimate of the trend is a weighted average of differences between 
adjacent points 

The weights are somewhat complicated, but not overly difficult to compute. 

where the G, are recureively calculated from n down, e.g. 

Gi=G,.,+[ (E"+2EZ"2F,)/(F,F,.,)] . 

To prove that is the best estimate of the trend T, I will follow several steps. 
Firat, I will isolate the terms that involve T from the probability function for 

2i,2x, . ..I%. That will represent the function I must maximize. Maximizing it 

will involve minimizing a sum of squared differences between T and the 

differences between adjacent points (,?,.1-&). 

Before minimizing that function, I must show it is independent of the time (t) 
since the last observation. Then, I will convert it from functions of T and 
differences between faraway points ;il-4 into differences between T and 

differences between adjacent points 2,+,-P,. That will produce a complicated set 

of weights for each difference &.,-2,. Next, I will simplify those weights to 

show they are the weights in equations 1) and 2). 
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The Function to Minimize - The New Distribution of Observed Points 

The previous appendix showed that the distribution of the potential observed 

points $, . . . . % given a future value xn.C was proportional to a term involving 

x,., and a constant, e.g. 

(K,,&.K, conetant w.r.t. x,.,1 

That made e,,, the best estimator of x".~. I would like to isolate T the way I 

isolated x,., to produce a formula 

^ ^ 
f(X,,X,, . ..I %b,,+,. 7'. 'J's E') =K,exp (-K,(~-T)2-K,(e,.,-x,.,)2+K,) 

(K,,&,K,,K, constant w.r.t. both x,., and T). 

Then, the expression TO will represent the best (maximum likelihood) estimator 
of T. 

The first step is to combine the terms involving TWI , e.g. to find 
 ̂  ̂

f(X,.X,. . . ..%lx.... 2-a 02, E*) =K,exp (-g(T)-K,(e,+,-x,.,)'+K,) 

Thankfully, finding g(T) is fairly easy. Simple inspection of the multiplier of (en,,-x,,,J2 

shows it is independent of T as well as x,,+~. The function g(T) then xsimply 

represents the terms 'cast off' as constant when integrating over the x1's plus 

the x, terms cast off when the weighted squared differences between many 

individual terms and x".~ were combined (at the end of appendix III). 
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First, let me discuss out the terms cast off when integrating over the Xi’s. 

The terms cast off into the constant when evaluating the multiple integral over 
xl were 

l-1 
exp -(l/2) *Il-1-jl (zj+(l-j) T-Gl)’ 

l-l 
+tt~E'o*/ (F,FILI)) c 

~'1 Ej 
F,FkE2(21-2+*' (&+(j-k) ~-?,)‘l} 

(C,=l, except for t,=C, and F,:,=F,., , except for F,:, which is 

tU'~F,E *b-1) +E'F, _ ) 

Which, after moving some EZ terms outside the sums, 

l-1 
3) = exP(-(l/z) [(t,o*/(E'F,:,)) c FjEac“jl (ij+(l-j)T-.$l]2 

J=l 

l-1 

+ (t,o*/ (E*F~F~:,) ) C 
J'l F' 

FjFfi2(aJ-J-*I (&+(j-k) T-s?~)']} 

SJ 

For simplicity, let me call the first term A, and the second 8, to get 

4) = expt -(l/z) [AI+BIl l 

But there is another T term to add. When the final individual terms 

(Z,+(t+n-i) T-x,,,)* were combined by the weighted sum of squares theorem in 

appendix III (to get (e,,,-x,,,)"), the following terms were 'cast off'. 

5) =pt -(l/2) [(l/F-,.,) (l/f F,E2"'-")~ 
1=1 

=exp (-(q/2)) 

3s 1 
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Combining all the terms involving T, I get 

6’ g(T) =-(1/Z) [C”+ A,+ 

Looking back at the pieces of g(T), it is much more difficult to work with than 
it needs to be. First, it uses t, and F;-two clumsy expressions. But, aa we 

will see later, the sum g(T) is actually independent of t. 

Before proving that, I need to prove several lemmas. One will be used to prove 
the independence from t. The others will be used later to simplify g(T). 

Before showing g(T) is independent of t, I need to make a brief digression. I 
will need several lenunas to complete the analysis. Since I need one of them to 
prove g(T) is independent of t, I should prove them before discussing g(T) 
further. 

Interchange of Sum Indices Lemma. 

Proof: the indices on either side describe the case where b<ain. 

AII alternate version, where bsaw, is 

hb,b);c 5 h(a,b) 
b=l a=b 

Sum of the F,'s 
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Proof: Using the summation definition of the F1's from appendix III 

n 
F Il.1 =o'[x E 2t='-a'F,] +E'F,. 

a=1 

Simple algebra produces the result. 

Partial Sum of the F,'s Lemma. 

Proof: 

Using equation 9) twice produces the result. 

Sum of the iF,'s Lemma. 
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Proof: Noting that a=il 

Using the interchange of sum indices lemma 8) 

Using the formula for the partial sum (equation 10)) 

Distributing the sum across the addition and pulling terms constant relative to 
b outside the sum. 

Removing one term from the first sum 

II-1 n-1 
nF,.,-nE’F,-E’F,-E’ [ E”n-b’Fb] +E2 [&E”“‘bl Fb] 

x 
02 

3x4 
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NOW, the problem summing from b-0 to n-l is that F. is undefined. Since it 

occurs where b-l, F,-E’F,=O , it appears Foal/E2 (Nets that then 

F,=Ez+oz~(a2+ZE1)F,-~‘F~). And the equation is 

= nFfl.1 -(n-l) E’F,+&‘” 

a= 

Partial Sum of the F,‘s Lemma 

n 
12) c aE”n-‘)Fa=(1,‘a2) {nF,.,- (n-1) E’fn- (b-l) E2(“-‘~“)Fb+ (b-2) E2Lrr-‘b-z))Fbl } 

a=b 

Proof: sane basic argument as equation 10). 

Telescoping Sum Lemma 

j-1 
13) &+(j-k) T-2,)" (j-k) c l2i.I 

I=k 

j-1 

Proof: set 

j-i 
kit+ (j-k) ~‘-2~) ‘= ( lFkk(%.l -~i-T)iz=(j-k)z(T-(l/(j-k))'~1(%.l-~i))2 

l=k 

and then use the weighted sum of squares theorem from appendix II. 
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aIT1 is Indenendent of t 

Now that those lemmas are proven, I must show the 't' in g(T) may be replaced 
with '1'. 

Since the trend is something reflected in the observed points Z,.....?", rather 

than something instrinsic to the length of the projection period (t), it seems 
that estimated trend (T') should be independent of t. That will follow from the 
independence of g(T) from t. 

To prove g(T) is independent of t, all that is necessary is to show that the few 

terms in g(T) that contain a t are actually constant with respect to t. 
Reviewing equations, 3), 5), and 6), those are C,,*A,+B,. E.g. 

g(T) --(1/Z) (K*C,+A,+B*) , 

where K is the terms that are obviously constant with respect to t. 

First, rewrite C, by replacing 1 and j with j and k to get 

n-1 
14) A,+B,+C,=(ta'/ (E'F,:, ) 1 c FjE'In-jj (2j*(n-j) T-?n,)' 

;r=1 

n-1 

+ (to'/ (EzFnFn:l 1) c 
F 

F,P,E*'z"+t' (&+( j-k) T-4)' 

~'1 ij 

+ (l/F,,:, ) (l/g F,Ezcn“')' 2U"-J-kl (&+ (j-k) T-2,) 2. 

1=1 
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Then, the strategy is to convert the expression above into an expression in t 
times a double sum constant relative to t. Then I will show the expreseion in 
t is actually constant relative to t. The first step is to note that the first 
term is the cue where j=n for the second term (with j playing the role of k). 

= (to’/ (E’F,F,:, 1 ) 2 c F,F~‘““-‘-*’ b&+ (j-k) T-2,)' 
)=I krj 

NOW the double sums in each term are identical and independent of t. so, we may 
set 

= [(CO'/ (E'F,F,,:,)) +(1/F,;, I (l/f FEE""-'))I% 
1-1 

NOW, all that remains is to show that is independent of t. Using the ‘Sum of the 
F,'s Lemma' 9) (and correcting for the difference betwen the definition of F,:, 

and F,,, ) 

Performing more algebra 

=F( (Cd/F,:, ) [F,:, / (E'F,(Fn:, -E*FJ )I ) 

=F{ Co2E'F/(F n .:, -E'FJ 1 

=K E'F,/f E""-"Fi 
111 
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Which is independent of t. So, in equation 3), 5) and 6) we may treat the t's 
as l’s and the F,=,'a as F,.,. 

The next step is to convert the expression involving the differences between 
faraway (j and k) terms to differences of adjacent terms (i and i+l). 

a(T) as Differences Between Adjacent Points 

g(T) can be converted to the following expression involving differences between 
adjacent terms. 

15) g(T) = [c”+ A1+B11/2=-(01/2E2) (U(T)*V(T))+K; 

where K is constant with respect to T; and 

and, 

(Notice that U and V are identical except for the terms to the left of the double 

sum. If the F,,., -E’F, in V were simply F,.,, V could be combined into the sum 

over the l's in U). 

TO prove that, I must state equations 3), 5) and 6) without t; perform some 
algebra to simplify the sums; then use the Telescoping Sum Lemma 13). 
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First, let me point out that when 't' is replaced by 'l', 

l-1 
181 =-(l/Z)[I (a’/ (E’F,.,) ) c F,E2”-j) (5+(1-j) T-*,la) 

J=l 

l-1 
(d/ (@F~F~.~) ) C 

J=l F. 
F,F@~~‘-j-* &+ (j-k) T-2,) 2 ) 

IJ 

That unwieldly expression can be simplified considerably. The first step is to 
note that in the first term the sum over j and the expression to the right form 
the case where j=l in the second term, so 

=-(1/2)[$1 (02/ (E’FIF,.,) ) i c F~F&~~~-J-* (&+ (j-k) T-Cj) 2, 
~'1 krj 

Then, the sum in the second multiplier in the second term can receive the benefit 
of the 'sum of the F,‘s lemma 9). 

+i(oa/ (F,,,I (F,,,- E2F,) I ) f c FjF#‘a-j-k) (&+ (j-k) T--?j) ‘)I. 
;1=1 krj 

389 
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Then, the second term may be combined with the case where l=n in the first term 
to get 

+(.[ (a*/ (E~F,F,,~) ) + CO*/ (F,.~(F,.,-PF,) ) ) ] .f C FjF*E2~~n-j-~l (4+ (j-k) T-S,il)1)] 
3=1 krj 

Using sOme algebra to simplify the multiplier in the second term 

+([ to'/ (E'F,(F,,,- E*F,111~f cF,F$ *(*n-j-k1 

J=l krj 

(&+ (j-k) T-2,) ')]- 

Then, all that remains is to use the telescoping sum lemma and cast off the 
* x1,-&-(2-%) terms (since they are constant with respect to t. 

n-1 
=-(L+/2E')( (l/ (FIFl,r) 1 i ~FjF~z~2~-j-~).~j-k~J~1~~i.l-%-~z~ 

~:l ksj 1=k 

-(a~/2E')((l/(F,F,,,)) f c F,F$"2"-j-k).(j-k) 
j-l 
c (4.2 -21-n 'I 

J=l kij l=k 

Noting that j-k=0 when j-k; 9 x K(j-k)= 2 x K(j-k), so 
j-1 ksj j=2 k<j 

g(T)=-(a*/(2E’ll (U(T)+V(T))+K 

SO, g(T) may be described as weighted squared differences between T and the 
differences between adjacent points. 
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U/T1 and V(T) as Sums Over Differences Between Adiacent Points 

The next step is to simplify 16) by repeatedly using the 'interchange Of Sum 
indices' lemma., e.g. 

n-1 
21) V(T) =c (2i.,-)?l-n’ 

1=1 
j{+I g, (j-k) E’(‘“-‘q*bFjFk/ (Fn(F,.I-EZF,,)) . 

The proof of each involves repeated and straightforward use of the two 
interchange of sums lemmas. 

Summins the Weiahts Over i and k 

TO make the expressions for U(T) and V(T) more tractable, the last two sums 
should be simplified. Their sum is 

The proof involves using the lemmas proved earlier for the sum of the F,'s 

(equations 9) and 10)) and the sum of the iF,'s lemmas (equations 11) and 12)). 

The first step is to split the j-k term and pull the constants across the 'k' 
sum. 
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Using equations 9) and 11) on the two sums, 

Pulling out the terms that are constant with respect to j, 

= (l/o") E2"-" { (F~,~-E'E;) [ c jE2"s"Fj1 
j=l+l 

1 

- (iF,,,- (i-l)E’F,+E*‘) [ c .E”“-“Fjl } 
j=l+l 

Summing the 'j' sums using equations 10) and 12) 

= (E”‘.‘, ,ol (F,.,-E2F,) [1F,.,-(l-l)E2F,-iE2'1-"F,.,+(i-1)E"'~"~"'Fi] 

(12 

Multiplying those polynomials in the F’s and collecting and cancelling terms 
produces 

= q(F,,, [ (I-i) F,.,-(l-i-l) E'Fl+E"l 

Which is exactly equation 22). 
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Summina U(T) Over 1 

The sum over "1" in U(T) may be computed to produce 

23) U(Tl=i-$?+r EZ-(n-i)E'l"‘"F,.,/F,-IE'F,/F,., 

Before I show that, let me note that U has become too long to be tractable. So, 

let me break it up into three terms. Using eq-uatians 20) and 22) 

n-2 n-1 
rJ(T)=z (&sl-S?i-nz . c (E"'~"/u')(F,.~[(~-~)F,.~-(I-~-~IE~F~+E~~~ 

1=1 1=1+1 

-E'F,[(I-i+l)F,,,- (I-i) E2Fl+Ez'l -EZ1[F ,*I -E’F,l }/ (F,F,.,) 

Pulling out the constant terms and collecting coefficients produces 

n-2 
24) U(T)=(l/o') c (~i.l-)il-T)2[Ai-Bi-C~l , 

151 

where 

25) AI=E-='F,., c I( (I-i)E"/F1) -( (I-i-l) E"'*l'/F1.l) +(E"/(FIFI.,)) 1 , 
l-1+1 

i-l-1 
26) Bi=E-‘(‘-‘)Fi c [((I-i+l)E2'/F1) -( (I-i).Ea"'l)/F,.l) +(E"/(FIFI,I) )I , 

1=1+1 

n-1 
27) Ci= c [ (E"/F~) -(E"""/FI.,) 1 , 

l-1*1 
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Next, I must simplify each expression. Note that the second term within the sum 
of A is nearly the first term evaluated at a higher index. E.g. 

=E-'I{[ nel (I-i)E"/F,]- $ (I-i)E"/F,] 
1=1+1 1=1+2 

n-1 
+I c 1=1+1 

2E”“1’/ (F,+,l + ~I~$lls.l,F,Fl.LI I). 
+ 

Then, the second and third term telescope to produce 

= E-2fF,.,((EZ'I'r'/~i.,) -(n-i) E*"/F, 

n-l n-l 

+[ c 
1=1+1 

2E2”-1’/F1.11 + [ c E”/ (F,F,,,) I). 
1=1+1 

Then, combining the last two terms, and distributing the multiplier 

28) AI=E'-(n-i)E""~"F,.,/F, 

n-1 
+E-"F. . [ I.1 c (E'+ZE 2('+1'Fl) / (F,FI.l) I 

1=1+1 
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Simplifying B, in a similar fashion produces 

Simplifying C is simpler. The sums telescope to produce 

Then, combining equations 28) for A,, 29) for B,, and 30) for C, into equation 

24) 

n-2 
U(T) = (l/O') c ($.,-&-T)'{E'- (n-i) E2’“-11Fi,1 -3 + (n-i-1) E2C”elml)~, 

1=1 FD Fi.1 F. 

Which is exactly equation 23). 
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Summins VlTl 

V(T) may also be summed to produce 

n-l 
31) V(T)=(l/o') c (~~.,-~,-T)2((n-i)E""-f'F,.,/F, 

1=1 

+ 
E”“-‘-“Fi,l 

(F,.I-~*~,) + 

E"2"-" (F,,,-E'Pi) 

(F,(F,.,-E*F,) 1 

The proof requires using the equation for the sum over j and k (22) on equation 
21). Then, simple algebra produces the result. 

Combinins U/T) and V(T) 

NOW that the sums in U(T) and V(T) have been simplified, the next step is to 
combine them to produce the complete weights 

32) g(T)=-( 12E'l op) (U(T) +vl(n I +K 

,[E*-( 2E'F')-(E~'~'"/F,,,) +E-"(F,,,-E"FI)G1l) 
F 1.1 
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To prove it, we need to combine equation 23) for U(T) and equation 31) for V(T) 
and simplify the result. Combining the two equations produces 

-ZE'F,/F,.,+(n-i+l) E2'n-1a11~I/~,, 

n-1 
'1+2,z'~.r'F~l/[F,F,,,) I]) 

+E”*“-1’(F,*, -E'F,) / (F,,(Fn.,-E'Fn) ) 

-(n-i+11 E~l~-i'l~F,/F,-E~'~~i'~'F,/ (Fnel -E’F,) -+/F,] ) 

That is an incredibly long expression. But thankfully, many of the U and V terms 
cancel or combine (at least for i between 1 and n-2) to produce 

n-1 

+,z+, 
(E"+2EZ"'"F,) /(F,F,.,)] ] ) 

-(I/ (HEW)) ($-%~,-n2(~z+~4F,/(F~h,,-E*F,) l Ez'n"' (F,-.PF,.,)/ (F,(F,.,-PF, 

-2E'F.-r/FD-ELF".l/(F,,,-EzF,) -P/F,) 
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Then, noting that the definition of the G, from equation 2), and combining some 

of the terms in the second product 

g(T) =K-(1/(2&J')) (~~(%.,-4-n'[E'-2E'F,/F,.,-E'i""/F,., 

+E-2i(F1.1-EfFi) G,., '-(l/ZE'o'l) (%-%.,-TJ'.{EZ+E~(F,-E'F,~I)/(FD.l-E'F,) 

-E""'" (Fn-EzFn.l) / (F,(F,., -E'F,J) -2E'F,.,/F,-E="/F,l 

Then, combining some of the terms applied to (%->,,,.,-T)' 

Which yields the result in 32). 

g(T) =K-(l/ (2E’a’)) c (~~.,-~~-T)'[E2-2E'F,/F,,,-E"'/F,.,+E-z'(F~.,-E'F~)G1] 
1=1 

Which could be restated as 

n-1 
33) g(Yi-I q K-(1/(2E’o’)) c (q.,-2i,-n*wi, 

1=1 

Where the W, are the weights from 1) that should be the weights used to average 

the LC,., -&j's to produce T'. 
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The Final Formula 

Producing the final estimate is now a fairly straightforward process of using the 
weighted sum of squares theorem from appendix II to restate g(T), and then 
showing T' minimizes it. 

Applying the weighted sum of squares theorem to equation 33) produces 

II-1 n-1 n-1 
g(T)=K-(1/(2EW)) (c w~).(T-[(~ w-i(;i,.,-2))/z ~~1)' 

1-1 111 1=1 

+ other terms that do not involve T. 

Combining the first and last terms into the constant 

Which is clearly maximized by setting 

n-1 n-1 
34) ?w=[C wi(2i.,-2i,I/~ wi 

1=1 1'1 

SO, T’ is the best estimator 

399 



REFERENCES/FOOTNOTES 
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A METtiOD TO INCLUDE MULTIPLE YEARS OF DATA 

IN A COMPANY'S RATE INDICATION 

Abstract GEORGE BUSCHE 

It is the contention of this paper that the renewal retention ratio can be used 

in an ad hoc method to adjust indications to reflect the degree of stability. 

If an insurer has a stable book of business. as reflected by a high constant 

renewal retention ratio, the years used in the indication should be given 

similar weight. Unstable or low renewal retention ratios will cause older years 

to have less weight. In addition, as more years are added to an indication, the 

older years' data should have a decreasing influence on credibility. The 

renewal retention ratio can also measure this effect. 



A METHOD TO INCLUDE MULTIPLE YEARS OF DATA 

IN A COMPANY'S RATE INDICATION 

Introduction 

Almost all rate indications can contain various weighting schemes when combining 

years of data to produce the indicated rate level. In addition, by adding more 

years of data to a state's indication, one may increase the credibility factor 

applied to the state indication. 

This paper describes the renewal retention ratio and how it can be used to 

affect ilrl actuariai indication. The first part defines tile renewal retention 

ratio Next is a description of two ad hoc refinements to the rate indication 

utili7inq the renewal retention ratio nf the book of business. First, the 

renewal retention ratio can be used in a method to assign weights to the 

mllltiple years of data that may be incorporated in the rate indication Then, 

the renewal retention ratio car) be IICP~ in developing the credibility factor of 

the experience period 

:I:e-Renewa. Retention Rat-is 

lhr renewal retentior r-at.10 (RRN) ii tllo perc~ntane of infrirce business that 

rnne'we(I in a given year This rat,in ran vary hv line of bllsiness, aqenry plant, 

geoqraphical area, thP n11mb0~ of yry,ars insured with the ,*ompany. and the sirp of 

t. h P a c c 0 " n t, It; cnmpl~mrnt il% the lapse rat in (1-R) which des,-I-ibes the 

percentdoe of infor-re husinn:s ttlat clo~i nnt renew in a qiverl year That is. 

RRC = 1 - LR. 
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IN A COMPANY'S RATE INDICATION 

These ratios can be influenced by the current insurance environment, such as the 

underwriting cycle, the company's experience, recent rate revisions and any 

underwriting audits. If a company chooses to cancel or not renew a large 

portion of a book of business during a hard market, the renewal retention ratio 

would be reduced. Adverse experience, significant rate increases and 

underwriting audits would also tend to decrease the renewal retention ratio. 

The lapse ratio or renewal retention ratio can be incorporated into the rate 

indication to reflect the stability of the book of business. Either premium or 

policy counts can be used to calculate the ratio. The preferred choice would be 

premium because the ratio would be applied in the weighting scheme directly to 

the earned premium. However, policy counts can be used to develop the ratio for 

the following reasons: 

1) Availability. A company is more likely to possess statistics on renewal 

pricing by policy counts than by premium amounts. 

2) Simplicity. Both renewal and nonrenewal counts have the same definition. 

The premium for canceled or nonrenewed policies would have to be estimated 

in addition to the premium for the renewed policy. This premium estimation 

for policies no longer inforce would require additional time and expense. 

3) If one believes that the renewal retention ratio is similar across various 

policy size segments of the data base, the assumption could be made that 

the renewal retention ratio wi;l ,iot vary by size of risk. 
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Exhibit I describes the calculation of the lapse ratio and the renewal retention 

ratio based on policy counts. It should be noted that column (2) includes only 

policies-in-force at the time of renewal for the particular effective month. 

That is, if a policy was canceled three months prior to renewal, it would not be 

included in column (2). It is assumed that midterm cancellations are few in 

number and usually are not influenced by the insurance environment. An example 

of this would be an insured who cancels his policy because of the selling of his 

property. In addition, midterm cancellations are a data item that is not as 

easily available within a company. The nonrenewal of the policies listed under 

column (3) can be due to either a decision of the coml,any or the insured. The 

nonpayment of lpremlun~ at inception would be considered under column (3). Since 

these nonpayments are not necessarily known until a Iew month; after the 

effective date, the count for policies nonrenewing (column 131) could increase 

in subsequent reports for the last few effective monttl; 

The inclusion n f the renewa 



A MEfHOD TO INCLUDE MULTIPLE YEARS OF DATA 
IN A COMPANY'S RATE INDICATION 

Exhibit II displays a typical indication procedure for Company XYZ for 

commercial fire based on the conventional approach. The three-way credibility 

weighting procedure (line 1131) is different from that used in the traditional 

fire indication. The equation in line (13) was l~sed for Company XYZ to reflect 

specific aspects of its operation and book of business. Half of the state's 

credibility complement was applied to industry data and the other half of the 

complement was anplied to Company XYZ's countrywide indication for commercial 

fire. The industry experience is adjusted to Companv XYZ's rate level and is 

intended to reflect the larqe body of risks the insurer could write as new 

business. The countrywide indication is intended tn reflect the underwriting. 

marketing. and pricing philosophy unique to Company k:Yi. 

It should also be noted, that the credibility standard may vary by company for a 

line of !?usiness based upon the degree of risk. variability, and/or- confidence 

the management of a company is willinq tn accept for the indication of a line of 

business If 139~s risk or val,iability anti mnl‘e chnf;dence is: required. the 

selected value of K would increase to possibly $:5.O~~fl.flIlO If more risk or 

variability and le<c confidence is acceptable, K nlav he selected as $5.000.000. 

Other than the brief explanatinn as to why t.11" indi~ratl,lrl in i-rhihit Ii may vary 

from a rn,~re traditional rate indication APproach, this r~aI)nr is not intended to 

discuss in detail t.he credil,ility standard or thn specifics of the existing rate 

indication. IT NEFDS TO BE EMPIIASIZED TIIAI THF AI)>JUSTMCN?S !!SII!G THE RENEWAL 

RETENTION RATIO ARE AD HCIC MODIFICATIONS TO A CClM!'ANY'S ALREADY EXISTING RATE 

INDICATION I'ROCEOURE AND CREOIF3ILITY STANDARD. 
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As can be seen in Exhibit II, the rate indication for the state is +I.%. The 

renewal retention ratio will be used to adjust this indication for stability or 

for the lack of stability by determining the appropriate weights to be used in 

column (4). In addition, the renewal retention ratio will be used to adjust the 

credibility factor in line (12). 

Tt should be noted that the state's rate indication for the line of business 

could be developed by specifically ekrllrdinq fr-om consideration the experience 

of lapsed policyholders. However. it is recnmmended that weights and 

credibility be assigned to the entire body oi data for the following reasons: 

a) A company may not be able to segregate data for inforce policies from those 

that canceled or nonrenewed. Even if it was possible, it would add time 

and costs to thr evaluatinn. 

1,) State regulators typically require the company's data that is IJTP~ in a 

rate filing to balance tn some form of financial reportinq such as Page 11 

of the Annual Statement. Fxcludini) Oat.<? may :a,,:~ the reqlrlator-s to 

question the validity nf the irldiratinn. 

1. 1 Indications based 11" ly nn the ~~xporirn~.r~ of inforcn huriness cnuld 

grlarantee an inadequate rate level T!>aC is, t,n :l:P Pxtent that Iap-.rd 

business is worse tharl inforce business, the lower rate level indication 

may suqper: and produce rate levels that are not anticipated to be 

unprofitable, hut will likely lhe unprol itahle. 
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Yeiqhtinq the Years 

The number of years used in an indication is normally based upon tradition. 

Likewise. the weighting scheme is also based upon tradition. For example, a 

commercial fire indication uses five years of data weighted ICI%, 15%. 20X, 25% 

and 30%. with the largest weight goinq to the most recent year. This increasinq 

pattern implies that the more recent years are more responsive when indicating 

the prospective results. 

The method below calculates the weightinq scheme to be applied to the years of 

data based upon the stability of the book of business as measured by the renewal 

retention ratio. Equal weiqhts would be applied to each year for a completely 

stable hook of business. That is RRR = 1.0, meaninq every policyholder renewed 

each year. If only a portion of the nolicyholders renewed each year. an 

increasing weighting scheme would result with the mart? recent years receiving 

the greater weights. If no policyholders renewed. or RRR = 0.0, only the latest 

year should be used in the state indication. 

It. should be noted that if the trended exphr-ience is identical for each year. 

then any weightlnq schemf would prod~~ce ths <ame c~xpect.ed rate indication Thp 

variability in the trended 105s ratio experience hetw+?rn oarh yrar cr>uld imlllv 

that the experience from older years dpserve less weiqht 

The weights that are appiied to the years of data could also be based upon other 

factors besides just the renewal retention ratio. Two factors that come to mind 

‘ml) 
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are the trend factor and the loss development factor. Any positive trend would 

result in more weight to the more recent years. That is, the lower the trend 

factor as determined from the positive trend, the more stable the data base. 

Likewise, lower loss development factors would indicate data that is more stable 

or predictable. For long-tailed lines one would give more weight to older years 

than short-tailed lines. Overall, one could develop some weighting scheme that 

incorporates the renewal retention ratio, trend factors, and loss development 

factors. (See Appendix A for a possible approach.) 

The renewal retention ratio can he calculated using policies on a state, branch, 

region, or countrywide basis. Usually, for a company's indication, a 

countrywide renewal retention ratio is sufficient to reflect the insurer's 

desire to retain its book of business for the line of husiness. However, 

adjustments to the renewal retention ratio can be made to reflect unique 

circumstances for a qivcrl state such as an underwriting audit Often, actuaries 

have been asked to rnnslder the effect of audits when dotermininq a rate 

indication. lhis is usually true if the audit results in the nonrenewal of a 

larqe portion of unprofitable experience. This refinement would be a way to 

account for ttip linrlerwritinq audit and its suhsenuent cancellation; 01 

nonrenewals. 

Exhibit III reflect; three rlifferont weiqhtinq schemes based upon renewal 

patterns Part I deals with a constant renewal retention ratio of 85%. Each 

year, 85% of all llrllicyholdnrs renew. Part II describes historical ratios 

reflecting definitive characterl>tics such as the underwritinq cycle, rate 

revisions, etc. Part III is identical to Part I except that 1990 contains a 

411) 



A METHOD TO INCLUDE MULTIPLE YEARS OF DATA 
IN A COMPANY'S RATE INDICATION 

reduction in the renewal retention ratio due to an underwriting audit in late 

1989. As a result of the audit, the company decided to not renew a large 

portion of its business in 1990 due to prior unprofitable results. 

For the constant, high renewal retention ratio in Part I, the indicated weights 

are more flat (14%. I7%, 19%. 23%, and 27%) than the traditional weights (IO%, 

15%, 20%. 25%, and 30%). More'weight can be given to older years because of the 

high stable renewal retention ratio. With the historical renewal retention 

ratios in Part 11. more weight is given to the more recent years because of the 

unstable and lower ratios in the earlier years. Part III, which reflects the 

effect of the underwriting audit, gives 54% weight to 1990 and 1991, while 

Part 1 only assigns a 50% weight to the same years. As a result, the effect of 

the underwriting audit and the subsequent cancellations were systematically 

considered in the rate indication. 

Oetermininq a Credibility Factor ___- 

Bailey and Simon have shown "that if an individual insured's chance for an 

accident remained constant from one year to the next and if there were no risks 

leaving the class or no new risks entering the class. the credihilities for 

experience periods of one. two and three years would be expected to vary 

1 I, approximately in proportion to the number of years They also demonstrated 

that the relative crodibilities for two and three years are much less than 2.00 

and 3.00 which is caused by risks entering and leaving the class. "But it can 

be fully accounted for only if an individual insured's chance for an accident 

changes from time to time within a year and from one year to the next, or if the 
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risk distribution of individual insured5 has a marked skewness reflecting 

211 
varying degrees of accident proneness If this phenomenon is true for any 

line of business or block of business, then an older year's data should have 

less influence on credibility than the more recent year's data. 

A way to measure the relevancv of a year's data is to use the percentage of 

insureds still with the company for the year being priced as calculated by the 

renewal retention ratio. Exhibit IV describes the calculation of the adjusted 

credibility 2' where P' is the five year adjusted premium. For each year, the 

estimated percent of insured; still with the insurer are multiplied by its 

current level earned premium. The result is an adjusted earned premium for each 

year. The total of all year; equals P' K is still the selected constant. In 

these examples K = 10,000,000. 

All three oarts produced credibility factors less than the ,708 used in Exhibit 

II. One shotlld expect premium from older years tu have a decreasing influence 

on the credibility of the data. lhe intent of this ad hoc adjustment is to 

develop a methodology of combininq multiple years of data. That is, a qiven 

credibility standard is beinq applied to th 0 data hase which consists of many 

yeaI-*. For example. assume that full crerlIhility is haseti on 683 claims. If 

tile mnst recent year has 683 or more claims. that vear is considered fully 

credible If the data base used in the indiration convicts of 683 claims over 5 

years. that experience should he considered fully credible only if all 

policyholders renewed each year. !f only a portinn renewed each year, the 683 

claims over 5 years should not be considered fully credible. The renewal 
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retention ratio systematically allows older years to he brought into the rate 

indication, but with less relevancy for older years. 

Summary 

Exhibit V describes the effect of the indication using the renewal retention 

ratio. The indication reflects the factors as calculated under Part III of both 

Exhibit III and Exhibit IV. As can be seen, the indication has increased from 

+1.5% to +I.)% 
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Exhibit I 

(1) 
Policy 

Effective 

Month 

Jan. 

Feb. 
Mar. 

Apr. 

May 
June 
July 

Aug. 

Sep. 
Oct. 
Nov. 

Dec. 

Total 

Calculation of Renewal Retention Ratio 

(2) (3) (4) 
Number of 
Policies Number of 
Eligible Policies Lapse Ratio 

for Renewal Non-Renewing (3)/(Z) 

123 20 16 
86 10 :12 
a7 12 14 
94 a :09 
85 14 .I6 
63 a .13 
74 12 .16 
93 14 .I5 
a3 13 .I6 
95 17 18 
62 13 :71 

75 -ifA A2 

1,020 155 .15 

Renewal Retention Ratio .a5 
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Exhibit II 

COMPANY XYZ 
STATEWIDE COMMERCIAL FIRE COVERAGE RATE LEVEL INDICATION 

Proposed Effective Oate: 04/01/92 

(Reflecting Underwriting Audit and Renewal Retention Ratio) 

Year Earned Premiums 

1987 5,536,623 

1988 5.201.269 
1989 5;107:018 
1990 4,078,421 

(1) 
Current 

Comm'l Fit-e, 

1991 4,335,716 

Year 
1987 
1988 
1989 

(3) (4) 
Rate Level 
Loss Ratio 

(2)/(l) Weishts 
,580 .lO 
.636 15 
.515 :20 

1990 ,404 .25 
1991 .387 .30 

(2) 
Adjusted 

Comm'l Fire** 

Incurred Losses 
3,208,600 

3,308,180 
2,629,308 

1.645.927 
1,676,192 

(5) 
Loss Ratio 

Factor 

(3)x(4) 

.058 
,095 
,103 
,101 
,116 

(6) Weighted Loss Ratio 

(7) Loss Ratio Including Loss Adjustment Expense (6) x 1.090 

(8) Expected Loss and Loss Adjustment Ratio 

(9) IS0 Trended Loss and LAE Ratio for the State 

(10) Company's Average Deviation for the State 

(11) Company's Countrywide Indication 

(12) State's Credibility Factor+** 

= ,473 

,516 

,531 

,523 

,873 

= 1.128 

708 

(13) Credibility Weighted Loss and Loss Adjustment Expense Ratio 

(12) x (7) + ((I-(12))/2) x (9)/(10) i- ((1-(12))/2) x (11) x (a) = ,539 

(14) Indicated Coverage Rate Change (13)/(a) = 1.015 

or . +1.5s 

*All premiums reflect current rate level 

*xIncurred Losses are adjusted to current deductible and 04/01/93 cost 

levels. 

.***The credibility weight is calculated based on the formula Z = P/(P + K) 

where P is the five year premium and K is a constant equal to 10,000,000 



Exhibit III 

CALCULATION OF WEIGHTS 

1) Constant Renewal Retention Ratio 

(1) (2) 
Year &R 
1987 -- 

1988 .85 
1989 .85 
1990 .85 
1991 .85 
1992* .85 

(3) 
Percent Still 

With Companv 

,445 

523 
:615 
723 

: 850 
-- 

3.156 

11) Historical Renewal Retention Ratio 

(1) (2) (3) 
Percent Still 

Year 
1987 

1988 

RRR 

.60 

With Company 

,211 

.352 
1989 .65 542 
1990 .75 : 723 
1991 .85 ,850 
1992* .85 -- 

2.678 

III) Reflect Underwriting Audit 

(1) (2) (3) 
Percent Still 

Year !?RJ With Comoanv_ 

1987 366 
1988 .85 : 430 
1989 .85 506 
1990 .70 : 723 
1991 .85 .850 
1992+ .85 

2.875 

(4) 
Weights 

(Normalized) 

.14 
17 

:19 

.23 

.27 
-- 

(4) 
Weights 

(Normalized) 

.08 

13 
: 20 
.27 
.32 

(4) 
Weights 

INormalized> 

.13 

.15 

.lE 

25 
:23 

*Same as most recent year available which is 1991 



Exhibit IV 

1) 

11) 

III) 

CREDIBILITY FACTOR 

Constant Renewal Retention Ratio 

(1) 

Year 

1987 
1988 

1989 
1990 
1991 

(2) (3) 

Percent Still Current Fire 
With Companv Earned Premium 

,445 5,536,623 

.523 5,201,269 
615 

:723 

5,107,018 
4,078,421 

,850 4,335,716 

Historical Renewal Retention Ratio 

(1) 

Year 

1987 

1988 

1989 

1990 

1991 

(2) 
Percent Still 

With Comoanv 

.211 

.352 

.542 

723 

:850 

Reflect Underwriting Audit 

(1) (2) 

Percent Still 

Year With Company 
1987 366 
1988 :430 
1989 .506 
1990 723 
1991 :850 

(3) 

Current Fire 

Earned Premium 

5,536,623 

5,201,269 

5,107,018 

4,078,421 

4,335,716 

(3) 

Current Fire 

Earned Premium 

5,536,623 

5,201,269 

5,107,018 

4,078,421 

4,335,716 

(4) 
Adjusted Fire 

Earned Premium 

(2) x (3) 

2,463,797 
2,720,264 

3,140,816 
2.948.698 
3:685:359 

P' = 14,958,934 
2’ = ,599 

(4) 
Adjusted Fire 

Earned Premium 

(2) x (3) 

1,168,227 

1.830.847 

2,768,004 

2,948,698 

3.685.352 

P' = 12,401.135 
2' = ,554 

(4) 
Adjusted Fire 

Earned Premium 

(2) x (3) 
2,026,404 

2.236,546 

2,584,151 
2,948,698 

3.685.359 

P' = 13,481.158 

2' = .574 

Note: Z' = P'/(P' + K) 

where K = 10,000,000 
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Exhibit V 

COMPANY XYZ 

STATEWIDE COMMERCIAL FIRE COVERAGE RATE LEVEL INDICATION 

Proposed Effective Date: 04/01/92 
[Reflecting Underwriting Audit and Renewal Retention Ratio) 

(1) 
Current 

Comm'l Fire+ 

(2) 
Adjusted 

Comm'l Fire%* 

Year 
1987 
1988 
1989 

1990 
1991 

Year 
1987 
1988 
1989 
1990 
1991 

(6) Weighted Loss Ratio 

Earned Premiums Incurred Losses 

5,536,623 3,208,600 

5,201,269 3.308.180 

5,107,018 2.629.308 
4,078,421 1;645;927 
4,335,716 1,676,192 

(3) (4) 
Rate Level 
Loss Ratio 

(Z)/(l) Weiqhts 

,580 .13 

(5) 
Loss Ratio 

Factor 

0)x/4) 
,075 

,095 

,093 

,101 

,112 

.636 .15 
,515 .18 
,404 ,225 
,387 .29 

(7) Loss Ratio Including Loss Adjustment Expense (6) x 1.090 

(8) Expected Loss and Loss Adjustment Ratio 

(9) IS0 Trended Loss and L4E Ratio for the State 

(10) Company's Average Deviation for the State 

(11) Company's Countrywide Indication 

(12) State's Credibility Factor+*+ 

.476 

,519 

.531 

523 

,873 

= 1.128 

574 

(13) Credibility 'Weighted Loss and Loss Adjustment Expense Ratio 

(12) x (7) + ((l-(12))/2) x (9)/(10) + ((l-(12))/?) x (11) x (8) .r .554 

(14) Indicated Coverage Rate Change (13)/(8) = 1.043 

or +4.3% 

~A11 premiums reflect current rate level. 

'VIncurred Losses are adjusted to current deductible and 04/01/93 cost 
levels. 

***The credibility weight is calculated based on the formula Z' = P'/(P' + K) 

where P is the five year adjusted premium and K is a constant equal to 

10,000,000. 
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APPENDIX A 

Weighing Schemes 
Eased on RRR, Trend, and Loss Development 

(1) (2) (3) (4) (5) (6) (7) (8) 
Weights 

Trend Loss Develooment Average 

RRR Offset Offset 11)+(4)+/7) 

Year iPart III) Factor Normalize 1.2+.2-(3)( Factor Normalize f.2+.2-(611 3 

Commercial Fire 

1987 .13 1.015=1.051 

1988 .I5 1.014=1.041 

1989 .18 1.013=1.030 

1990 .25 1.012=1.020 

1991 .29 1.011=1.010 
5.152 

Medical Malpractice 

1987 .13 1.105=1.611 

1988 .15 1.104=1.464 

1989 .18 1.103=1.331 

1990 .25 1.102=1.210 

1991 .29 1. lol=l.loo 
6.716 

20 

20 

20 

20 

20 

24 

22 

20 

18 

16 

.20 1.00 .19 

.20 1.00 .19 

.20 1.00 .I9 

.20 1.02 .19 

.20 1.30 .24 

5.32 

.16 1.20 .12 

.18 1.30 .13 

.20 1.50 .15 

-22 180 .18 

.24 /I.0 .42 

10.00 

21 ,180 

21 ,186 

21 .197 

21 ,220 

16 .217 

28 .190 

27 ,200 

25 ,210 

22 ,230 

02 ,170 



Footnotes 

1. "An Actuarial Note on the Credibility of Experience of a Single Private 

Passenger Car," Robert A. Bailey and LeRoy J. Simon, P.C.A.S. XLVI, P160 

2. Ibid 
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ASSET SHARE PRICING 
FOR PROPERTY-CASUALTY INSURANCE 

Abstract 

Asset share pricing models are used extensively in life and health insurance premium 
determination. Property-Casualty rate making procedures consrder only a single period of 
coverage. Thus is true for both traditional methods, such as loss ratio and pure premium rate 
making, and financial models, such as discounted cash flow or internal rate of return models. 

This paper provides a full discussion of Property-Casualty insurance asset share pricing 
procedures. Section I compares life insurance to casualty Insurance pricing. It notes why asset 
share pricing is so important for the former and how It applies to the latter as well. Section II 
describes the consrderatrons essentral for an asset share prrcmg model. Premiums, clarm 
frequency, claim severity, expenses. and persrstency rates must be examined by trme since 
mceptron of the policy. Appropriate discount rates must be selected for (a) present values of 
the contract cash flows during each policy year and for (b) :he present value of future earnings 
at the inceptron date of the policy. 

Sections Ill through VII present four illustratrons of asset share prrcrng: 

l Section III Is a general introduction. 

l Section IV illustrates pricing considerations for an expanding book of business. Since both 
loss costs and expense costs are hrgher for new business than for renewal business, 
traditional loss ratio or pure premium pncing methods show misleading rate indications. 

* Section V discusses classification relativrties. Since persrstency rates and coverage 
combinatrons differ by classification. the traditional relativity analyses may be erroneous. 

l Section VI presents a competrtive strategy illustratron. Premium discounts and surcharges 
affect retentron rates, particularly among policyholders who can obtain coverage elsewhere. 

l Section VII shows how underwriting cycle movements can be incorporated Into prrcrng 
strategy. Expected future profits vary wrth the stage of the cycle; these future earnings and 
losses must be considered when setting premium rates. 

Section VIII discusses several types of profitabrlity measures: returns on premrum. returns on 
surplus or equity, Internal rates of return, and the number of years until the policy becomes 
profitable. Traditronal financial pncmg models examrne a single contract period and multiple 
loss payment penods. For asset-share pncmg, these models are expanded to consider multiple 
contract penods. For instance, the “return on premium” IS the present value of future expected 
profits divrded by the present value of future expected premium, not the single pcrrod 
undiscounted amounts used for operatrng ratios. 

Asset share models determine the long-run profitability of the insurance operatrons, the true 
task of the pricing actuary. 
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ASSET SHARE PRICING 
FOR PROPERTY-CASUALTY INSURANCE 

SECTION I: INTRODUCTION 

Asset share pricing models have long been used for life and health insurance premium 

development. These models examine the profitability of the complete insurance contract, from 

its inception to its final termination, including all renewals of the policy. This paper applies 

asset share pncing methods to Property/Casualty insurance. 

Asset share pricing is especially important when cash flows and reported income vary by policy 

year. For instance, a whole life policy issued to a standard rated 30 year old insured shows 

l High expense costs the first year (often greater than the gross premium). 

l Low mortality costs the first several years. 

l Higher mortality costs in later years, as the policyholder ages and the underwriting 

selection “wears off.’ 

l Statutory benefit reserves that are somewhat redundant after the second or third year, 

because of the consemative valuation mortality tables and interest rates: during the 

first several years, preliminary term reserves reduce the statutory liability.’ 

In property and casualty insurance, loss ratio and pure premrum rate making methods 

predominate. Financial pricing models are often used to set underwriting profit targets, 

although these methods, like the traditional Property/Casualty rate making techniques, 

presume an insurance contract in effect for a single policy period. Most financial models 

examine the duration of loss payments, but they do not consider the duration of the insurance 

contract (Cummins [1990]). 

1 On asset share pricing models for life Insurance. see Anderson (19591, Huffman [1978], 
and Atkinson [1987J; for health insurance, see Bluhm and Koppel [1988]. Menge and Fischer 
[1935], page 131. explain the term ‘asset share” as “the equitable share of the policyholders 
in the assets of the company.” 



Life versus Casualty Rate Maklng 

The differing rate making philosophies for life and health insurance versus property and 

casualty insurance stem from several factors: 

1. Few individual life or health insurance policies may be cancelled or non-renewed by the 

insurer, except for non-payment of premium. In property and casualty insurance, 

particularly in the Commercial Lines, the carrier has the right to terminate the policy at 

the renewal date and often to cancel the policy in mid-term.2 

2. Life and health insurance claim costs vary by duration since policy Inception. for two 

reasons: 

l Policyholder age: mortality and morbidity costs rise as the Insured ages. 

l Underwriting selection: medical questionnaires and exammations for life and health 

insurance lead to lower average initial benefit costs for insured lives. The effects of 

underwrlting selection “wear off” after several years (cf. Dahlman [1989]. page 5). 

In property and casualty insurance, the relationshlp between expected losses and duration 

since policy Inception is less apparent. 

3. Expenses show a similar pattern: Whole life commission rates are high in the initial year 

but low for renewals (Lombardi and Wolfe [1986]). For Property-Liability carriers 

using the independent agency distribution system, commlsslon rates do not differ between 

the first year and renewal years. 

4. Much life insurance is provided by level premium contracts. The premium exceeds the 

anticipated benefits during the early policy years, when the insured is young and healthy. In 

2 Renewability provisions in health insurance vary among contracts, though cancellable 
policies are proscrlbed in many jurisdictions (Barnhart [1960]). Many states now proscrlbe 
mid-term cancellations of Personal Automobile policies; others, such as California or 
Massachusetts, prohibit even non-renewals. 

2 



later years, anticipated costs exceed the premiums and are funded by the policy reserves 

built up in earlier years. In contrast, property and casualty insurance rates may be revised 

each year. No “policy reserves” are held to shift costs among accountmg periods. 

Developments in Casualty Insurance 

These differences are valid, and asset share pricing is therefore more common for life and 

health insurance premium development. But Property/Casualty insurance IS taking on several 

of the attributes that motivate asset share pricing. 

1. Most Personal Lines insurance polictes are now Issued by direct whters, whose commission 

rates are higher in the first year than in renewal years. 

2. Although the insurer may have the right to cancel or non-renew the contract, It rarely does 

so. Profitability depends on the stability of the book of business. and carriers seek to 

strengthen policyholder loyalty. 

3. Expected loss costs are greater for new business than for renewal business. Most actuarial 

studies of this phenomenon have concentrated on Personal Automobtle insurance, though it is 

valid for most other lines of business as well. 

The question faced by all insurers is the same: ‘7s ir profitabie to write the insurance policy?” 

A financially strong carrter does not focus on reported results or cash flows for the current 

year. Rather, it examines whether the stream of future profits, from both the onglnal policy 

year and from renewal years, justtfies underwnting the contract. Asset share prlctng enables 

the actuary to provide quantitative estimates of long-term profitability. 



SECTION II: ASSET-SHARE COMPONENTS 

Asset share prrcing IS not yet common in property and casualty insurance, for several reasons: 

l The data needed are not always available. 

l Casualty pricing techniques are still somewhat undeveloped. 

l The casualty insurance policy allows great flexibility in premiums and benefit levels. 

l Liability claim costs are uncertain, both in magnitude and in timing. 

Thus section examrnes the qualitative influences on the asset share pricing components, to lay 

the groundwork for the quantitative model that follows. 

A. Premiums 

Premiums for whole life policies are set at policy inceptron. and they continue unchanged until 

the termrnation or forfeiture of the contract. Premiums for renewable term life policies are 

generally guaranteed for the first several years and illustrated for an additional ten or fifteen 

years. Similarly, policyholder dividends on participating contracts are often illustrated for the 

first twenty years.3 

Property and casualty Insurance premiums may be revised each year or half-year, and 

insurers do not rllustrate the expected future premiums. In fact, premiums fluctuate widely 

from year to year, for a variety of reasons. 

1. Inflation raises loss costs, and premiums are adjusted accordingly. Life insurance benefits, 

in contrast, are fixed in nomrnal terms. 

2. Underwriting cycles raise and lower the premiums charged, whether by manual rate 

3 The NAIC Life Insurance Solicitation Model Regulation requires that insurers illustrate 
surrender cost and net payment cost indices for 10 and 20 year durations (Black and Skipper 
[1987]). Premiums for some newer contracts, such as indeterminate premium and universal 
life policies, are harder to project for future years. 
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revisions or indrvidual nsk rating adjustments. Underwnting cycles are not found rn 

individual life insurance. 

3. The Insured’s classification or exposure may change from year to year. The Personal Auto 

insured may marry, the Workers’ Compensation insured may expand its operations, and the 

Commercial .Property risk may Install fire protection equipment.4 The classification of the 

individual life policyholder generally does not change after inception of the po1icy.s 

In sum, the level premiums for traditional whole life insurance policies, versus the variable 

premrums for casualty products, has contributed to the greater reliance of life actuanes on 

asset-share pricing methods. 

B. Claims 

Mortality rates are stable from year to year, and the influences on mortality are well 

documented. We may not fully understand why sex has such a strong influence on mortality, but 

given an individual’s age, sex, and physical condition, we can provide a life expectancy (Berin. 

Stolnitz, and Tertlebaum [1990]). At the inception of the insurance policy, the actuary can 

4 See, for instance, Feldblum [199OB]: “. average loss costs vary over the life of a 
policy. For example, many young unmarried men are carefree dnvers, less concerned with 
safety than with presenting a courageous image. Once they have married, begun careers, and 
borne children, they feel more responsibility, both individual and financial, for their families 
- and their driving habits improve accordingly. When their chrldren become adolescents and 
start driving the family cars, auto insurance loss costs climb rapidly. But when the children 
leave home and the insured retires, the automobiles may be unused except for shopping trips 
and weekend vacations: automobile accidents become rare. Finally, when the driver enters his 
or her 70’s, physiologtcal health deteriorates and reactions are slowed. If the insured continues 
to dnve. accident frequency increases.’ Similarly, Whitehead [1991], page 312, writes: 
‘Changes in inherent risk over time - the typical ‘life-cycle’ of an insured with respect of 
individual private passenger automobrle insurance is for the level of inherent risk to decline as 
the age of the insured and his level of driving experience and competence increases (at least 
until a relatively advanced age).’ 

s Minor exceptions exist. For instance, a substandard rated policyholder may be re-rated 
after several years upon submission of evidence of insurability (Woodman [1989]). Re-entry 
term insurance allows reclassification at the end of each select period (Galt [1989]; Jacobs 
[1984]). 
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estimate mortality rates for the insured’s lifetime. Barring major wars or epidemics, the 

estimates should be accurate. 

Claim rates in casualty insurance are more variable and less well understood. Why do urban 

drivers have higher Personal Auto claim frequencres than suburban residents have? Is traffic 

densrty higher in crties than m rural areas. 7 Are road conditions worse in urban areas? Are 

suburban residents, who are frfendly with the neighboring chrldren, more careful drivers? 

Are there more attorneys in crtres. and do they encourage accident victims to file claims? Does 

the type and extent of medical treatment differ between urban and rural areas? Are rural 

residents more familiar ‘with insurance agents and brokers and less inclined to seek 

compensation from ‘impersonal” corporatfons?s 

Claim rates in Workers’ Compensation vary with economrc conditions and with the operations of 

the insured. Durmg recesslons. when layoffs or plant closings are anticipated, many employees 

file Workers’ Compensatron clarms for mmor, non-disabling injunes that they would ignore in 

more prosperous times (Borba [1989]; Butler, Worrall. and Borba [1986]). When a firm 

expands quickly, wfth young, Inexperienced workers, accidental injuries are more common 

(Worrall, Appel. and Butler [1987]). 

In the commercial iiabrlity lines (Other Liabrlity, Products Liability. Medical Malpractice, and 

Professional Liability), statutory enactments and judicial precedents affect the frequency of 

claims. Congressronal passage of the CERCLA in 1980, with strict, several, and retroactive 

liability, encouraged the filing of envrronmental impairment clarms (Hamilton and Routman 

e Casualty actuaries are just begmning to examine these issues. On traffic density in urban 
and suburban areas, and on the contributron of suburban drivers to urban traffic, see Brissman 
[1980]. The importance of attorneys can be seen by comparing claims represented by 
attorneys and those not represented in urban and rural areas (AIRAC [1988; 19891). The 
effects of “claims conscrousness.” or the proclivity to file insurance clarms. can be measured by 
the ratro of Bodily Injury clarms to Property Damage claims. The frequency of PO claims is 
prrmarrly determmed by the Incidence of physical accidents. The frequency of BI clarms is 
affected by clarms conscrousness and attorney involvement as well. The ratio of 81 to PD claims 
varres by jurisdiction. and it is higher in cities than in rural areas (IRC [199Oj; Wall 
[1991]). The type of medical practitioner. such as physician, chiropractor, or physical 
therapist, affects both claim frequency and severity (Marter and Weisberg [1991; 19911; 
Wersberg and Derrrg [1991: 19911). 
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[1988]). State legislation modifying the statute of limitations and setting caps on awards has 

affected the filing of Medical Malpractice claims. 

The stability of life insurance benefits versus the variability of casualty insurance losses is a 

second reason for the greater use by life actuaries of asset-share pricing methods. However, 

the fundamental issue is not the predictability of losses but the relationshrp of losses and 

expenses to persistency. The asset share model examrnes a particular policy and asks: ‘7s this 

risk’s expected profitability above or below he average for other msureds in ifs c/ass?” To 

answer this question, we examine three items: relative loss costs and expenses by policy year 

and persrstency rates by classification. 

Policy Duration and Claim Frequency 

Policy duration has a strong influence on claim frequency, particularly in Personal Automobile, 

where new insureds have higher average loss ratios than renewal policyholders. Conning and 

Company [1988], pages 10-l 1. note that “Companies have acknowledged results which show 

new business loss ratios varying from 10% higher to more than 30% higher, depending on the 

line of business and the underwriting year.” Older drivers. with lower average claim 

frequencies and loss ratros. are more common in an insurer’s renewal book than in its new 

business (Feldblum (199081). Several Personal Auto writers provide “renewal discounts,” 

which reflect the lower loss and expense costs after the first policy year. 

InexperIence, Youth, Transience. and Vehicle Acquisition 

The relationship between duration of the policy and expected claim frequency results from 

several factors. Drivers who apply for new auto insurance policies are likely to be 

inexperienced, young, or “transient’ insureds. Also, they have often recently acqurred the 

automobile itself, and they may be unaccustomed with the particular hazards of the vehicle. 

1. Experrence: Good driving habits are acquired over time; safety precautions are “second 

nature” for the expenenced driver. Many accidents result from carelessness, not reckless- 

ness, so inexpenenced dnvers have high claim frequencies (Bailey and Simon [1959]). 



2. Youth: Young drivers, both male and female, have higher than average claim frequencies, 

even after adjusting for drrvmg experience. Young drivers with their own residences or 

automobiles have relatively new auto insurance policies. [Adolescent drivers living at home 

may be insured on their parents’ policies. Since these drivers have high average claim 

frequencies, they cause a temporary reversal in the generally inverse relationship of 

frequency with policy duration.] 

3. Transience: Many high risk drivers. such as young males, are “transient” insureds. in that 

they often drop their coverage with one carrier and purchase a policy from another. 

Termmation rates for young male drivers are as high as 20-30%. for several reasons: 

l Young male drivers are more likely to voluntarily cancel their policies, perhaps because 

they move to other locations, they get married and switch to their wives’ insurers, or 

they drop their coverage after an accident. 

. Company underwriters are more likely to cancel the coverage of a young male driver 

than that of an adult driver, since the young male driver is more likely to have caused an 

accident and be considered too risky to Insure. 

l Young male drivers are likely to experience financial difficulties and fail to pay the 

required premiums. 

l Young male drivers with high premium payments have more incentive to shop around for 

cheaper coverage.7 

7 See Feldblum [1990A], particularly Figure 7 and the accompanying discussion. 
Similarly, D’Arcy and Doherty [1989], page 38. speak of “poor risks that move from insurer 
to insurer as their true risk exposure is discovered.” D’Arcy [1988], page 28. lists four 
reasons for the higher loss ratios of new business: “The inability to surcharge new insureds 
properly since less information is avallable. the higher loss potential of insurance shoppers 
who regularly shift from Insurer to insurer in search of bargain coverage, the fact that new 
insureds include a high proportion of risks not wanted by other insureds, and the posslbllity 
that new insureds may be individuals unfamiliar with local driving conditions.’ 



Many low-risk msureds. such as retired drivers in their 60’s and 70’S, have termination 

rates as low as 3 or 4%. Retired drivers have less information about marketplace prices, 

which younger persons may hear about at the workplace. s These low-risk “stable” insureds 

reduce the claim frequencies of renewal business compared to new business. 

4. The duration since the inception of the policy is correlated with the time since acqutsition of 

the automobile. Accident frequency often decreases with time since acquisitton, as the 

insured becomes accustomed to the hazards of the particular vehicle. For instance, the 

insured may have purchased a second hand vehicle during the summer, only to discover that 

the car skids on icy December roads. 

The age of the vehicle (not the time since acquisition) is a classification dimension for 

physical damage coverages. since the value of the car declines over time. The time since 

acquisition of the vehrcle. not its age, is important for liability coverages. The two 

classification dimensions are the same only when the insured purchases a new automobile. 

Contrast (i) a recently acquired 5 year old car with (ii) a new model car bought two years 

ago, The two year old car would have the hrgher physical damage rate relativity, and the 5 

year old car would have the higher liability relativity. 

The relationship between loss ratios and the duration since policy inception may also be affected 

by the carrier’s reunderwnting actions. D’Arcy and Doherty [1989] suggest that “the 

accumulation of private information by the contracting insurer” causes declining loss ratios as 

the policy ages. The importance of this private information depends on the insurer’s 

underwriting philosophy and on power of this information to predict future loss costs.9 

s Many policy “terminations’ for older drivers result from death, poor health, or other 
reasons that prevent them from driving, not because they find a cheaper rate with another 
carrier, Thus, these drivers are not “transient” insureds. 

9 “Underwriting terminations” are less important than voluntary terminations in 
explaining the differences between young male and adult persistency rates in Personal 
Automobile insurance (Feldblum [1990A], Figure 8). However, underwrrting terminations 
weed out the particularly poor risks, and so they may have a larger effect on the relationship 
between loss ratios and the duration smce policy inception. 
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In Workers’ Compensation. the loss engineering services provtded by the insurer, as well as its 

encouragement of a safe work environment, reduce claim frequency among persisting insureds. 

Loss control studies can be expensive, and the insurance carrier lacks the incentive to 

undertake them for “transient’ risks. Similarly, a successful loss control program initiated by 

the carrier will encourage the insured employer to retain the coverage.10 

10 The relationship between claim frequency and “transient” risks is also applicable to 
Workers’ Compensation. Commenting on the unprotitability of small Workers’ Compensatton 
risks, Kormes [1936]. pages 49-50, says: “. this group of risks, which unfortunately float 
from carrier to carrier, has a great influence on the unsatisfactory small risk situation .” 

Small enterprises that mushroom during prosperous years often fail when the economy sours. 
Since these firms lack the funds for needed workplace safety measures and thetr workforce often 
conststs of inexperienced employees, thetr occupational injury rates are high. Those firms that 
fail face additional costs: Since the employee’s alternative to insurance payments is 
unemployment, claim filings are hrgh. 

10 



C. Expenses 

Insurance expenses are greater in the year the policy is first issued than in renewal years, 

since underwriting and acquisition expenses are incurred predominantly at policy inception. 

This is true for both “per policy” expenses, such as the costs of underwriting and setting up 

files, and “percentage of premium” expenses, such as commissions and premium taxes. 

Life Insurance Expenses 

Premium determination for life insurance policies incorporates these expense differences by 

policy year. For instance, Jordan [1975], page 133, gives the following illustration of a gross 

premium calculation (see also Neil1 (19771, pages 53-56): 

G l $ = 1o05(l+i/~)Ax + .75G + .2G (&.t _ a,.1l) 

+ .lG ($:61 .dxz21) + .05G ($. c&,~) + 10 + 2ax 

where 
G is the annual gross premium for $1000 of insurance, a,, $, and Ax are the standard 

annuity and cost of insurance functions, and expenses are as follows: 

per premium: 75% of the first premtum. 20 % of the second premium, tO% of the third 
through sixth premiums, and 5% of each premium thereafter: 

per amount: $10 at the beginning of the first year, and $2 at the beginnmg of each 
subsequent year per 51000 of insurance: 

per claim: $5 per $1000 of insurance as the cost of settlement. 

An asset share pricing model uses a table of expense rates, which might begin as follows (cf. 
Belth [1966], pages 22-24): 

Exhibit 1: Illustrative Expense Costs for a Whole Life Policy 

Policy Percent of Premium Percent of Dollars 
Year Commtssrons Other Face Value Per Policy 

1 60% 5% 2.5% $200 
2 10 5 0.2 50 
3 IO 3 0.2 25 
4 5 3 0.2 25 

1 1 
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Casualty Insurance Expenses 

The loss ratio and pure premium methods that are used for casualty insurance rate making do 

not differentiate insurance expenses by policy year. An expected loss ratio is derived from 

company budgets (e.g., advertising), agency contracts (e.g., commissions), state statutes (e.g.. 
premium taxes), or Insurance Expense Exhibit data (e.g., general expenses). The experience 

loss ratio, after trending, development, and similar adjustments, is compared to the expected 

loss ratio to determine the indicated rate change (McClenahan [1990]). This procedure treats 

all expenses identically. regardless of their actual incidence. 

Policy Duration and Insurance Expenses 

Property/casualty expense costs, like life Insurance expense costs, are greater In the onginal 

year of issue than in renewal years. 

1. Underwriting expenses incurred predominantly in ‘the first year include salaries, costs of 

policy issuance and underwnting reports (e.g.. DMV reports for automobile insurance or 

credit reports for Homeowners’), and expenses allocated as overhead on salaries. Renewal 

underwntmg may be only a perfunctory review of past loss experience. 

2. Loss control expenses Incurred erther at or before policy issuance include technical 

inspections (Boiler and Machinery) landfill inspections (Environmental Impatrment), loss 

engineering servrces (Workers’ Compensation), financial analyses (mortgage guarantee), 

and building inspections (Commercial Fire). Few inspections are repeated at renewal dates. 

Those which are, such as some workplace safety inspections for Workers’ Compensation, are 

less comprehensive than the onginal underwriting inspectron. 

3. Acquisition expenses for direct writers are greater in the first year than in renewal years. 

Three types of commission schedules are used in property/casualty insurance: 

l Independent agency companies pay level commrsstons. such as 15% or 20% of premium, 

in all years. The level commission structure is needed because the agent ‘owns the 
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renewals” (cf. National Fire Insurance. 1904). That is, the insurer may not bypass the 

agent when renewing the policy. Rather, the agent may place the insurance with any 

earner he represents. as long as the consumer agrees. A lower commission in renewal 

years would induce the agent to move the policy to a competmg insurer and obtain a 

“first year” commission. 

The level commission structure does not reflect the actual incidence of acquisition 

expenses, smce agents spend more effort writing new policies than renewing existing 

polictes. Because of this (and other reasons), the independent agency system is 

inefficient.1 1 In the Personal Lines of business, direct writers are steadily gaining 

market share, and the level commission structure is becoming less important. As the 

asset share pricing model shows, a level commission structure works well for risks that 

terminate quickly. It works poorly for risks that endure with the carrier. But the 

persisting risks, with lower loss ratios, are more profitable. In other words, it is 

inappropriate for the persisting and profitable risks.. 

l Many direct writers pay commissions that vary by policy year: htgh first year 

commissions (20 to 25%) and low renewal commissions (2 to 5%). Since the insurer, 

who is the agent’s sole employer, owns the renewals, the agent has no opportunity to 

move the policyholder to a competing carrier. 

l Some direct wnters have either (i) a salaried sales force or (ii) a sales force that is 

compensated partly by commission and partly by salary. The acquisition costs incurred 

by the insurer may be determined by the actual incidence of these expenses. For 

instance, suppose the agent recetves salary and benefits of $100,000 a year, spends 

80% of his or her time obtainmg $500,000 of new business a year, and 20% of his or 

her time servicmg $2 million of renewal business. The insurer is paying the equivalent 

11 The primary “other reasons” are the relative ease of automating a captive agency 
compared to an independent agency and the ability of direct writers to integrate distribution 
strategy wtth underwriting strategy. On the efficiency of insurance distribution systems, see 
Joskow [1973]. Cummins and VanDerhei [1979]. and Cummins [19-l. 
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of a 16% commission on new business and a 1% commission on renewal business.12 

4. Most “other acquisition expenses,” such as advertising, subsidies for new agents, and 

development costs for expanding or automating distributions systems, are expended at or 

before the inception date of the policy. 

Casualty actuaries often differentiate between “fixed” and “variable” expenses. Variable 

expenses are those that are directly proportional to premium. Fixed expenses do not vary 

directly with premium: some are “per policy” expenses, such as some underwriting expenses, 

and some are “sunk costs” related to the block of business as a whole, such as certain advertising 

costs. The appropriate treatment of fixed and vanable expenses is discussed in Section IV below. 

12 Formally, if ‘x” is the first year commission rate and ‘y” is the renewal commissron 
rate, then 

($500,000)(x) c (s2,000,000)(y) = $100,000 
(0.80) + (0.20) = ((s5oo,ooo)(x)} + [(%2.000,000)(y)), 

or x = 16% and y = 1%. 
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Il. Persistency 

Persrstency rates, or retention rates, are the crux of asset share pricing models. Independent 

insurers pay careful attention to Personal Auto retention rates, though rating bureaus have yet 

to incorporate them into their ratemaking procedures. 

Policy Duration and Profitability 

Persistency rates are most important when the net insurance income varies by duration since 

inception of the policy. Consider first a whole life insurance policy. 

Net insurance income = (premium collected + net investment income) - (benefits paid 
+ increase in policy reserves + incurred expenses t federal income taxes). 

The Standard Non-Forfeiture Laws of each state cause the expected value of 

(premium + net investment income) - (benefits paid + increase in reserves) 

to be rather level each year, whether the policyholder persists or terminates.13 

Influences on Persistency Rates 

Persistency rates vary widely by company. In Personal Auto, for instance, State Farm has high 

retention rates, because (a) it targets a suburban and rural insured population, (b) it offers 

low premium rates, and (c) it provides renewal discounts. Many independent agency companies 

have low retention rates, (a) because the agents, who are not beholden to any partrcular 

carrier, can move the insured to whichever company offers the lowest rates, and (b) because 

1s The expected value will be level, but the actual value will vary. being lower in the year 
of death. Preliminary term policy reserves increase the value of net insurance income in the 
first policy year, though not enough to offset the higher underwriting and acquisition expenses. 
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these carriers use little consumer advertising. 14 The typical Personal Auto direct writer has 

retentron rates of about 90%. rangmg from under 85% in the first policy year to about 95% 

after 10 years. In other words, termination rates (“lapse rates’) are over 15% in the first 

policy year and decline to about 5% after 10 years. 

Persistency improves with 
duration since policy inceptron. Long-Term Ordinary Life Lapse Rates 
The graph on the right shows 
industry-wide ordinary 
insurance lapse rates (vertrcal 
axis) by policy year since 
inceptron (horrzontal 

a:: ifi; 

(LIMRA [1988], Table 6. page 
338; cf. Buck [1960], page 
275). 

I 2 3 4 5 6-9 10 11 

There is an rnturtive relationship between duration and persrstency for both life and casualty 

insurance. In the onginal year of issue, many policyholders are undecided about the relative 

value of the policy and the required premiums. Some insureds may decide that the Insurance is 

not worthwhile; some may be dissatisfied with their carrier’s service: some may believe the 

premium is too hrgh and continue shopping for a lower rate: and some may be unable to afford 

any Insurance. Thus, voluntary terminatron rates during the first year are high. In casualty 

lines of business, moreover, where underwnting terminations are permitted, carriers often re- 

evaluate newly acquired risks that have had accidents in the first one or two policy years. 

Once a policyholder has kept the policy for several years, it is likely that he or she will renew 

the contract for another year. The insured is probably satisfied wrth the carrier’s servrce and 

finds the premiums reasonable and affordable. And unless the insured’s classification changes, 

14 Life insurance shows similar variability. With regard to whole life persistency, LIMRA 
[1990b. page 2861 notes: “Regardless of policy year, there is consrderable vanation in lapse 
experience across companies. For policy years l-10. one quarter of the lapse rates are below 
10 percent. Another quarter of the lapse rates generally exceed 20 percent.” See also Anderson 
[1959], page 373; Winn er al. [1989]; Moorehead [1960], page 297; Belth [1968]. page 19. 
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underwriting termmatrons are unlikely.ls 

Termination Rates and Probabilities al Termination 

Persistency may be analyzed either by termination rates or by probabilities of terminabon. 

The terminaIion rate is the number of termrnations dunng a given renewal perrod divided by the 

sum of terminations during that period plus policies persisting through that perrod. The 

probability of terminalion IS the number of terminations during a given renewal period divided 

by the number of originally issued policies in that cohort. [A cohort is a group of policres 

written in a given issue period.]rs 

For instance, suppose an insurer writes 100 auto policies m 1990, 20 risks lapse the first 

year, 10 lapse the second year, and 5 lapse the third year. The termination rates are 20% 

[=20+100] the first year, 12.5% [=10+80] the second year, and 7.1% [=5+70] the third 

year. The probabilities of termination are 20% [=20+100] the first year, 10% [=lO+lOO] 

the second year, and 5% [=S+lOO] the third year. Termination rates more clearly disbngursh 

1s Classification changes are common in Personal Automobrle. Most changes are from 
higher to lower rated classifications, such as a movement from youthful to adult driver, from 
unmarried to married driver, or from urban to suburban resident. These changes rarely 
provoke underwriting terminations. Some changes are to higher rated classifications: for 
example, an adolescent son may turn 17 and obtain a driver’s license, the use of the car may 
switch from “pleasure” to ‘drive to work,” or the insured may move from a low rated territory 
to a higher rated territory. These changes may lead to a re-evaluation of the risk. The most 
common impetus for reunderwriting, though, is not classification changes but poor c!aim 
experience, as noted in the text. 

1s Compare Huffman’s distinction between asset shares and the asset fund. A t is the “asset 

share per $1,000 unit of coverage in force at the end of policy year t.’ Fr is “the asset fund per 

& initial/y issued units, accumulated at interest to duration f” (italics added). Huffman notes 

that “the asset share prorates funds among policyholders so that each gets its share: the asset 
fund does not, thereby measuring the accumulated funds held by the insurer’ (Huffman [1978], 
pages 278-279). 
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persistency patterns by classification.17 Probabilities of termination, in certain analyses, 

provide a better portrayal of the insurer’s profitability.ls 

17 For instance, suppose 100 policies were issued to adult drivers and 100 policies were 
Issued to young male drivers. By the fifth renewal. 20 of the adult drivers had lapsed, and 60 of 
the young male dnvers had lapsed, leaving 80 adult drivers and 40 young male drivers. By the 
next renewal, an additional 5 adult dnvers and 5 young male drovers terminate therr coverage. 
The termination rates are 5+80. or 6.25%. for adult drivers and 5+40, or 12.5%, for young 
male drivers. The probabilities of termrnatfon. however, are 5% for both groups of insureds. 

1s The distrnctron between termination rates and probabilities of termmatron is taken from 
life insurance. The mortality rate is the annualized probability that an individual will die at a 
grven time. The corresponding probabdi~ is the number of deaths at a given age divided by the 
number of insureds who have attained that age (Batten [1978]; Atkinson (19891, pp. 51-54). 

The use of these terms here is not identical to that in life insurance. The life insurance lapse 
rate pertams to a given moment of time. The life Insurance probabrlity of lapse is the percent 
of wrthdrawing policyholders during the year. The terminatron rate as used here IS equivalent 
to the probabrlity of lapse. The probability of termination as used here is the percent of 
onginal policyholders who terminate In a grven year. The diagram below illustrates the use of 
these terms. 

Termmatlon Rate During 1991 = 
Probabllityof Lapse During 1991 

Policy,lssuance 

I I I I 
l/1/90 l/1/91 Lapse Rate 111192 

al 7/l/91 

J 
Probabllitles of Termlnatlon Durmg 1990 and 1991 
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Persistency by Classification 

Persistency rates vary greatly by 
classification. In Personal Auto 
insurance, young male drivers have 
high termrnatron rates, retired 
drivers have low termination rates, 
and middle aged drivers are in 
between. The graph on the right 
shows illustratrve probabilities of 
termination for these three 
classifications. 

Young male 
dult 
red 

The termination rate differences by classification, of course, are greater. The vertical axis in 

the graph above shows the probability of termination. and the horizontal axis shows the policy 

period since inception.1 9 

Life insurance persistency patterns are analyzed by issue age, duration, interest rates, sex, 

rating (standard, preferred, and substandard), policy face amount, premium payment pattern 

(whole life versus limited payment life: annual. monthly. and payroll deductron). policy form 

(ordinary life, unrversal life, graded premium whole life, variable life, traditional term, 

select and ultimate term), distnbution system (general agents, brokers, and branch offices), 

1s See Feldblum [1990: EAPP; 1990: PAP]. LIMRA shows similar relationships for long- 
term ordinary life insurance. Lapse rates for issue ages 20-29 are about double those for issue 
ages 50-59 at all policy durations: see LIMRA [1990a]. pages 338-339, Tables 6-10. (Add 
other life references for termination rates by policyholder age.} 

LIMRA’s most recent studies show lapse rates in the year of issue about 50 to 100% higher than 
those in the tenth and subsequent renewal years. Older persistency studies, such as Linton 
[1924]. Moore [1960]. and LIMRA’s studies from the 1970’s. show lapse rates in the year of 
issue about 5 times higher than those in the tenth and subsequent renewal years. (See LIMRA 
[1990b] page 295, Table 2. for a comparison.) Persistency patterns are sensitrve to external 
economic and social forces, so an unexamined extrapolation from historical experience may be 
misleading. Similar caution should be used when extrapolating from past Personal Auto 
experience. 



and numerous other variables.20 Some of these dimensions are pertinent only to life insurance. 

For instance, if market interest rates rise faster than the credited rate on a Universal Life 

policy, lapse rates may increase. Other dimensions apply to casualty insurance as well. Policy 

duration and issue age are discussed above. The relationship between the distribution system 

and persistency patterns is particularly important for casualty insurance. 

The dependence of persistency patterns on these dimensions warrant a careful analysis of the 

available experience. For an independent agency company to use persistency patterns derived 

from direct writers makes as much sense as for an insurer to use claim frequencies from adult 

drivers for young male insureds. Similarly, the persistency patterns between urban and rural 

territories may differ as much as loss costs differ between these territories. The termination 

rates used in Sections IV through VII are illustrative; only by coincidence would they be 

appropriate for a given company and a given block of policies. 

20 See Atkinson [1987: 19893. Belth [1968], page 18. notes additional dimensrons. such 
as policyholder’s income, occupation, previous ownership of life insurance, experience of the 
agent, and presence of policy loans. 
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E. Discount Rates 

Asset share models examine cash flows and revenue streams over the lifetime of the policy. 

Future profits and losses of each policy year are discounted to the origtnal issue date to 

determine present values. 

Life Insurance Discount Rates 

In non-participating whole life insurance contracts, both premiums and benefits are fixed at 

issue. Claims are pard soon aher death, so there is no “settlement lag.’ The discount rate used 

to determine the present values of future premrums and benefits for statutory policy reserves 

is limited by the state’s Standard Valuation Law. Life insurance policy reserves do not have the 

uncertainty of casualty insurance loss reserves, which are affected by inflation rates. 

The life actuary using an asset share model begms with known quantities: premrum. death 

benefits, and policy reserves. With appropriate assumptions for mortality and wrthdrawal 

rates, he or she can determine statutory or GAAP book profits of each year. All that is needed is 

a discount rate to determine the present value of future earnings. 

Casualty Insurance Issues 

Casualty claims are not settled immediately after the accident. Under tort liability 

compensation systems, claim investigation, determmation of liability, and legal negotiation and 

adjudication may delay settlements for months or years. In the no-fault lines of business, such 

as Workers’ Compensation and Automobile PIP. wage loss reimbursements are made only as the 

loss is accrued, so payments stretch out over years. 

Property/Liability insurance accounting, whether statutory or GAAP, records incurred losses 

on an undiscounted basis, resulting either in underwriting losses or in lower underwriting 

profits than if discounted loss reserves were held. The investment income in the Annual 

Statement - which may be viewed an offset to the underwriting loss - is the present investment 

income from the company’s financial assets, not the investment income expected in the future 

(Feldblum [1993]; Singham [1990]). Property/Liability insurance accounting, both 
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statutory and GAAP. does not match the underwriting experience on a block of policies with the 

investment expenence for the same block of policies. This matching, though, is essentral for 

asset share prrcmg models. Several methods of matching underwnting and Investment 

experience may be used: 

a. Record undiscounted Incurred claims, but include an offsettmg investment income 

account tied to the assets supporting the unpaid losses (option 3 of Salzmann [1984]). 

b. Record cash transactions, not the accounting statement incurred losses. The asset share 

model looks like an expanded (multi-period) internal rate of return model.21 

c. Record discounted loss reserves. The discount rates for unpaid losses may be market 

interest rates, risk-free rates, or “risk adjusted” rates.22 

For srmplicrty. this paper uses the third method. The illustrations speak of “discounted 

incurred losses” without specrfying the method of discountrng. Note that the discount rate used 

to determine the present value of unpaid losses at the accident date need not be the same as the 

discount rate used to determme the present value of future earnings at the issue date.23 

21 Internal rate of return and asset share pricing models, however, have different 
viewpoints. The internal rate of return model views the insurance transactrons from the 
equityholder’s perspective. It requires surplus commitment and equity flow assumptions 
(Feldblum [1992: IRR]). The asset share model uses the Insurance company’s perspective and 
need not consider equity flows. For instance; Anderson [1959] determines the ratro of the 
present value of profits to the present value of premium, not the return on investment or 
surplus. Thus, the asset share model IS srmtlar to a multi-period internal rate of return model 
In its construction, not rn its perspective. 

22 Wall [1987] and gingham [1990] use risk free rates. Farrley [1979], Myers and Cohn 
[1987], and Buts~c [1988] use nsk adjusted rates, though they determine the adjustment 
differently. The need for risk margms is discussed in CAS Committee on Reserves [1987; 
19911 and CAS Committee on the Theory of Risk [1987; 19911. See also D’Arcy [1987; 
19881; Lowe (19881; FASB jl990]; and Tiller, et al. [1987]. 

2s See Paqum [1987] for a life insurance discussion of different discount rates for cash 
inflows and outflows. 
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SECTION III: ASSET SHARE MODELLING - FOUR ILLUSTRATIONS 

Asset share modelling IS particularly valuable when differences in termination rates influence 

expected profits. The first three illustrations in this section show how an asset share model 

deals with such conditions. The fourth illustratron shows how the movements of the 

underwriting cycle can be incorporated into policy pricing. The illustrations are as follows: 

1 Busyness Expansion: When an insurer begins writing in a new territory or policyholder 

classrfication, most risks are new business, with high loss and expense ratios. Traditional 

rate making procedures show high combined ratios, and the pricing actuary may conclude 

that the business is not profitable. But this is simply the cost of building an insurance 

portfolio. New business IS generally “unprofitable,’ fhough the “loss” may be offset by the 

future profits in a stable renewal book. Asset share modeling helps the actuary determine 

the true profitabrlity of the insurance writrngs. 

2. Classification Relafivities: Traditional rate making methods determine classification 

relativities from loss ratios, perhaps tempered with “expense flattening” procedures. 

Persistency differences among classifications can cause these methods to be misleading. If 

persistency is ignored, then rate relativities are ioo low for the poorly persisting classes 

and Loo high for the long-persistrng classes. The illustration shows an asset share model 

determination of Personal Automobile classificatron relativities for young male drivers. 

3. Compefifive Sfrategy: Traditional rate making procedures match premiums to antrcipated 

losses and expenses. They ignore the future profits and losses from expected renewals. 

Moreover, they ignore the effects of rate revisions on policyholder retention and new 

business production. A rate increase will reduce policyholder retention, particularly among 

the most profitable risks, who can obtain coverage from other carriers. Competitive 

pncing strategy is to rarse or lower rates such that the expected changes in policyholder 

retentron, new business production, and lifetime policy profits or losses will maximize long- 

term income. The illustration shows how asset share modeling determines the optimal 

retired driver discount in Personal Automobile insurance. 
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4. Underwnfing Cycles: Market share and profit obtectrves are the linchpins of competitrve 

strategy. Attempts to gain market share drive the soft phase of the cycle, and attempts to 

restore profits drive the hard phase. It is often unclear whether market share garns during 

the soft phase combined with profits on these policies during the hard phase will lead to 

satrsfactory long-term Income. Asset share modeling enables the actuary to quantify the 

effects of different pricmg strategies on overall returns. 

Rate Revisions and Rates 

Casualty prrcing methods determine rate revisions and rate relativities. not actual rates. For 

instance, the actuary may determme that overall statewide rates should be Increased 10%. or 

that the rate relativity for young male drivers should be changed from 1.750 to 1.850. 

Asset share pricing determines rates, not rate revrsions. Since there is no overall statewrde 

rate, the actuary selects “pivotal” classifications for whrch an actual rate IS determmed. 

lnterpolatron and relativity analyses may be used for other (non-pivotal) classificatrons. 

For Instance, the life actuary may use an asset share model to determine whole life Insurance 

rates for standard rated, non-smoking males at 5 year age intervals (e.g., ages 30, 35, 40). 

The mortality and persistency rates at these ages are derived from their own experience 

combined wrth the graduated experience for the entire insured population. Whole life insurance 

rates for a male aged 37 would be determine by interpolation of the rates for age 35 and age 40. 

The same procedure is applicable to casualty rate making. We determine rates for pivotal 

classificatrons. such as adult married drivers m a given group of terntories, or young 

unmarrred male drivers in an urban area. To form the rates, we use the experience of these 

classificatrons as well as the graduated experrence of simrlar classrfications. We then form 

rates for non-pivotal classrfications by interpolation and relativrty analyses. 
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SECTION IV: ILLUSTRATION 1 - BUSINESS EXPANSION 

Company growth or contraction distorts reported financial results, particularly when the 

expected loss and expense ratios depend on the time since inception of the policy. Even without 

this dependence, business growth raises the statutory combined ratio, since loss reserves are 

held at undiscounted values and acquisition costs are written off when incurred. Deferring 

acquisrtion expenses and adding investment income, to give a “GAAP operating ratio,” does not 

fully resolve the problem, srnce the investment income received in any calendar year derives 

from the business insured in the past. If the insurer is growing rapidly, the investment Income 

received is smaller than the present value of the investment income expected from the current 

block of business.24 

To circumvent this problem, the following illustratrons assume that all figures are restated on a 

fully discounted basis. For instance, the $656 of the first policy year’s losses in the “business 

expansron” illustratron does not mean statutory incurred losses of $656, but fully discounted 

losses of $656. Since the illustration uses a policy year model, not a calendar year model, 

there is no ‘property/casualty type” deferred acquisition cost. There is, of course, a “life 

Insurance type” deferred acquisition cost, since underwriting and acquisition costs are higher in 

the original year of Issue than in renewal years. The asset share pricing model incorporates 

this phenomenon, though without setting up an explicit asset. 

Growth in a New Terrltory 

Suppose a profitable Personal Automobile direct writer expands into a new geographic area m 

1992. To ensure an accurate financial appraisal of the expansion, all statrstrcs on the new 

operation are separately recorded. “Fixed” costs peculiar to the expansion, such as subsidies 

for new agents, construction costs for a new branch office, and extra advertrsmg expenses 

during the first year, are charged to a corporate account: they are not included in these 

statistics. 

24 Because premiums, losses, and insurance industry assets grew faster than after-tax 
investment returns during the 1970’s and 1980’s, statutory operating ratios were understated 
by about 2.2 percentage pomts (Feldblum [1993]). 
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The insurer writes 10,000 policies in 1992, at an average annual premium of 5800. The 

company is satisfied with the new busmess production, and 10.000 new policres are again 

written in 1993. In early 1994, the policy year 1992 results are tabulated, and show a loss of 

$2.4 million, after full discounting of loss reserves. 

The insurer accepts the 52.4 mullion loss as “start-up” costs in addition to what it has budgeted 

to the corporate account, and it continues to add 10,000 new policies a year. But when policy 

year 1993 results, tabulated in early 1995. reveal an additional loss of $1.9 million. company 

management is concerned. In early 1996, policy year 1994 results show a further loss of $1.3 

million. Company management concludes that it erred by expanding too raprdly, and the growth 

program is curtailed. The pricing actuary tries to explain about the cost of new busmess but is 

summarily dismissed. 

Has the company indeed erred? The asset share model shows that the company is earnmg a 19% 

return on surplus, despite Its inexpenenced sales force and lack of name recognrtron in this 

area. The error lies in curtailing a successful program. Yet actuarial generalizations do not 

suffice. The true return and the cause of the reported losses must be clearly presented. 

Asset Share Assumptions 

How can a 19% return on surplus be consistent with losses of 55.6 million in three years? 

Assume the following conditions for this block of busmess: 

1. Premiums: The average policy premrum IS $800 rn 1992. The loss cost trend is 10% per 

annum, and “fixed” expense costs are nsing at 5% per annum. Regulators are not averse to 

insurers in this state, and the company expects average rate increases of 9% per annum. 

2. Losses: The fully discounted loss ratio on new business is 82% m 1992, or an average of 

f656 a car. Loss costs are increasing at 10% per annum. The company expects the average 

loss costs to improve by 3% a year smce policy inceptron, after adjusting for Inflation. For 

example, the average loss cost for new business written in 1993 wrll be ($656)(1.1) = 

26 



5722. The average loss cost in 1993 for policies orrginally Issued in 1992 wrll be 

($722)(0.97) = 8700.2 5 

3. Expenses: A direct writer has high expense costs the first year but low expense costs in 

renewal years. Simulated expense costs are shown below. 

Exhibit 2: Acquisition and Underwriting Expenses by Policy Year 

Agency Commissions 
Advertising and Other Acq. 
General Expenses 
Premium Tax 
Taxes. Lcenses. and Fees 

Talal Expenses: 

New Policies Renewal Polrcies 

FX?d Var!able Fied Variable 
EXpWlSY EXPWISS EXp.%Xe EXpWX3 

Proviswx7 ProvIsion Provlslon PK&lslOfl 

0.0% 25.0% 0.0% 3.0% 
5.0 0.0 0.0 0.0 

12.0 3.0 3.0 1.0 
0.0 2.0 0.0 2.0 
0.8 0.2 0.8 0.2 

17.8% 30.2% 3.8% 6.296 

Varrable expenses, which vary directly with premium (such as commlsslons and premrum 

taxes), increase at the same rate as premium. We assume that “fixed” expenses, such as 

salaries and rent, increase at 5% per annum. 

4. Persistency: Termtnation rates vary by company, geographic location, class of busrness, 

and various other dimensions. The pricmg actuary has chosen termination rates based on 

pnor experience, begmnmg at 20% in the year the policy is originally issued and declinmg 

to 8% after 15 years. 

5. Present Values: The company determines the present value of future earnings by 

discounhng at its cost of capital, which is 12% in this illustration. 

2s A more realistic model would show a larger effect in the first few policy years and a 
smaller effect in later years. For instance, the improvement in average loss costs from 
policyholder persistency may be 7% in the first year, 5% in the next year, 4% in the next 
year, and gradually decline to 1% after 10 years. There are almost no published statistics from 
which to model this phenomenon, though some data are provided in D’Arcy and Doherty [1990]. 
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The Model 

The asset share model is shown In Exhrbit 3. The present value of current and future profits 

and premium is $489 and $5,012. respectively, for a return on sales of 9.7%. If the Insurer 

has a two to one premium to surplus ratio, the return on surplus is 19.5%.ae 

Exhibit 3: Asset share model for Company Growth (Illustration I) 

Vanable 
PV of Expense 
LOSS Year 1 Aen 
(3) (4) (5) 

656 242 0 
700 0 54 
747 0 59 
797 0 64 
350 0 70 
907 0 76 
363 0 33 

1033 0 91 
1102 0 99 
1176 0 103 
1255 0 117 
1339 0 126 
1423 0 140 
1524 0 152 
1626 0 166 

Expense 
Year 1 Ren 
(6) (7) 

142 0 
0 33 
0 35 
0 37 
0 38 
0 40 
0 42 
0 44 
0 47 
0 49 
0 51 
0 54 
0 57 
0 60 
0 62 

Pews- Cum. 
tency Persls- 
Rat.3 tell@/ 
(3) (9) 

1.000 1.000 
0.350 0.350 
0.360 0.731 
0.870 0.636 
0.330 0.560 
0.390 0.498 
0.900 0.448 
0.900 0.403 
0.910 0.367 
0.910 0334 
0.920 0.307 
0.920 0.383 
0.920 0.260 
0 920 0.239 
0.920 0.220 

Present 
Discount Value of 

PrOfit 
(10) 

Factor 
(11) 

-240 1 .oo 
72 1.12 
80 1.25 
aa 1.40 
95 1.57 

103 1.76 
111 1.97 
119 2.21 
127 2.48 
135 2.77 
145 3.1 1 
: 54 3.40 
163 3.90 
li2 4.36 
I80 4.89 

Profit Premfum 
112) (13) 

-240 300 
64 662 
64 554 
63 469 
61 402 
59 343 
56 305 
54 267 
51 236 
49 209 
47 137 
44 168 
42 150 
39 135 
37 120 

432 4,963 

Policy Prem. 
Year l”m 

(1) (2) 

1 300 
2 372 
3 950 
4 1036 
5 1129 
a 1231 
7 1342 
8 1462 
9 1594 

10 1738 
11 1394 
12 2064 
13 2250 
14 2453 
15 2673 

Total: 

Column (3). “Present Value 01 Loss,’ IS the present value at the begfnnfng of that policy year. 
Column (9). ‘Cumulatw Persistency.” is the downward product of column (3). 
Column (10). “Profit,” equals column (9) limes (column (2) mnus the sum of columns (3, 4. 5. 6. and i)]. 
Column (1 1). “%count Pare,” IS 12% a year compounded annually 
Column (12). “Present Value of ProfIt.” is column (10) Clvfded by column (1 1). 
Column (13), “Present Value of Premium.” is column (2) diwded by column (1 1). 

2s To estimate the total return on surplus, one must consider (i) the investment return on 
surplus funds and (ii) federal income taxes. The investment return on surplus funds as a 
percentage of premiums depends on the premrum to surplus ratto. Federal Income taxes depend 
on tax loss carry-forwards and investment strategy. To avord additional complexities, the 
rllustrations do not Incorporate these Items. In this example, the effects are largely offsetting. 
If the investment return on surplus funds IS 9% per annum, and the margmal tax rate is 34%, 
then the before-tax return on surplus is 19.5%+9.0% = 28.5%, and the after tax return is 
(66%)(28.5%) = 18.8%. In general, however, the effects are not offsetting, and these items 
must be consldered In pricing. 
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Let us consider each column in Exhibit 3. 

1 Column 1 shows the year since the inception of the policy. The policy in this illustration 

was issued in 1992. The figures in the exhrbit pertain to thts policy only, not to a policy 

issued previously or subsequently. 

2. Column 2 shows the average premium: $800 a car in 1992, increasing at 9% per annum. 

3. Column 3 shows the average losses. The loss ratio is 82% for new business, so 82% of 

$800 is $656. Losses increase at 10% per annum. At each renewal, loss experrence is 

slightly better, because poor risks voluntarily terminate and reunderwriting efforts weed 

out unprofitable insureds. The illustratron presumes that the average loss costs in any 

policy year are 3% lower than the average loss costs in the preceding policy year, after 

adjustment for loss cost trend. In a stable book of business, this phenomenon would not be 

noticed, since each policy year has a slmllar percentage of busrness by renewal year. 

In this illustration, $656 increased by 1096 is $722: $722 decreased by 3% is 5700. 

Although the aggregate loss cost trend (10%) is greater than the premrum trend (9%). the 

loss ratio for 10 year old business (68% = 1.176 / 1,738) is lower than the loss ratio for 

new business (82%). 

4. Columns 4 through 7 show expenses. Expenses that vary directly with premrum are 30.206 

of premrum In the year of issue and 6.2% in renewal years. Thus, 30.2% of 5800 is $242. 

and 6.2% of $872 is $54. Fixed expenses average 17.8% of premium m the year of issue 

and 3.8% of premium in the first renewal year. Thus, 17.8% of $800 is 3142. and 3.8% 

of $872 is $33. Fixed expenses increase at 5% per annum. Thus, 105% of 333 is $35. 

5. Column 8 shows the expected persistency rate. The entrres indicate that 85% of new 

policyholders persist into the second year; 86% of second year lnsureds persist into the 

third year; and so forth. The persistency rates in thus illustration are low in the year of 

issue (85%) and increase gradually to 92% by the fifteenth year. 
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6. Column 9 shows the cumulative persistency rate, or the percentage of original insureds who 

persist into any policy year. For Instance, 85% of origmal policyholders persist into the 

second year: 73.1% [=(0.085)(0.086)] of original policyholders persist Into the third 

year: and so forth. 

7. Column 10 shows the profit in each policy year. The profit is the product of the cumulative 

persistency rate and the policy year Income. where the income equals premiums minus 

discounted losses minus expenses. For instance, in the third year, policy year income IS 

$950 - 5747 - $59 - $35 = $109. But only 73.1% of ongmal policyholders persist Into 

the third year, so 73.1% of $109 is $80. 

8, Column 11 shows the discount factors for future earnings. The company’s cost of caprtal m 

this illustration is 12%, so column 11 is 12% compounded annually (e.g., 1.12 2 = 1.25). 

9. Column 12 shows the present value of future earnings. or column 10 divided by column 11. 

Similarly, column 13 shows the present value of future premiums, or column 2 divided by 

column 11. The totals of columns 12 and 13 are $489 and $5,012. respectively. In other 

words, for a policy issued in 1992, the company expects to earn profits with a present 

value of $489 over the next 15 years. The present value of the premiums charged this 

insured, during the same penod and with the same discount rate, IS $5,012. 

Accounting Results and Long-Term Profitability 

The company reported earnmgs of a negative $5.6 million for the first three policy years, even 

after full discounting of losses, This is the result that traditronal actuarial pncing technrques 

would show. Calendar year statutory financial statements, which use undiscounted loss reserves 

and write off all underwriting and acquisition expenses when incurred, show worse results. 

The dependence of loss and expense ratios on the year since the policy was first issued explams 

the difference between the $5.6 mullion loss shown by traditional pricing analyses and the 19% 

return on surplus shown by the asset share model. The results by year of issue and by policy 

year since inception appear below. 
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Exhibrt 4: Results by Year of Issue and Policy Year Since Inception (SOOO) 

Year Policies are Orlglnally Issued 

Policy Year of Earnrngs 
1992 
1993 
1994 

1992 1993 1994 Total 

-2,400 -2.400 
721 -2,625 -1,903 
823 738 -2,873 -1.332 

The entries in the “1992” column are taken from column 10 of Exhibit 3. The entnes in the 

“1993” column are dertved from an asset share model beginnmg one year later. Premiums 

begin 9% higher, lasses begrn 10% higher, and “fixed” expenses begin 5% higher. The entry in 

the “1994” column is derived from an asset share model begmning two years later. 

Federal Income Taxes 

To slmpfify the presentation, federal Income taxes are not considered in these Illustrations. The 

simplest way of incorporating income taxes is to multiply the “profit” column in the 

illustrations by the margtnal tax rate. Thus, the pre-tax loss of $240 tn the year of issue is an 

after tax loss of 1158 (assuming a margmal tax rate of 34%). The pre-tax profit of $72 in 

the second policy year is an after-tax profit of $48. 

With thts procedure, the discount rate used to determine the present value of losses in column 3 

at the beginning of the corresponding policy year should be a before-tax discount rate 

appropriate for losses. and the discount rate used to determine the present value of profits at 

the ongmal policy writing date in column 11 should be an after-tax discount rate. If federal 

income taxes are first applied to the present value of profits in column 12. then the discount 

rate in column 11 should be a before-tax discount rate. In addition, the federal income taxes 

must also be applied to the present value of premiums in column 13. 

Alternatively, one could use after-tax values of premiums (revenues), losses, and expenses in 

columns 2 through 7. In other words, the $800 of premium in the year of issue would be 

replaced by an after-tax revenue of $528. If this procedure is followed, then the discount rates 

used in columns 3 and 11 should be after-tax discount rates. 

31 



Profitability Measures 

Different measures of profitabllity can be incorporated in an asset share model. The 

lllustratlon discounts future earnmgs at the company’s cost of capital, implying that profits 

should be measured with a return on equity. To avoid the complexities of converting statutory 

surplus to GAAP equity, the illustration assumes that surplus equals equity and that the insurer 

writes at a two to one premium to surplus ratio. 27 Alternatively, one can use the premium to 

GAAP equity ratlo for this insurer, to directly obtain a return on equity. 

One could also use asset share modeling to determine the “break-even” pomt. The company may 

ask: “Is wrltlng Insurance policies more profitable than simply Investing the equity In financial 

securities of similar risk?” Assume that securities of similar risk are yielding 10% per 

annum. The insurer would use a 10% discount rate In columns 3 and 11. discount losses to the 

same date as premiums are collected, and determine whether the present value of the total In 

column 12 is greater or less than zero. 

One can Incorporate asse: share pricing into an internal rate of return model. Instead of the 

“present value of losses” In column 3. one would show several columns of cash transactions: 

losses pald. investments made, and investment income received. One would combine the cash 

transactrons from the Insurance operations with assumed equity flows and determine the 

internal rate of return to the equity providers (see Feldblum [1992: IRR]). 

In sum, asset share pncmg is not restrlcted to any particular measure of profitability. Rather, 

whatever measure is used should be applied to the entire life of the policy, not to a smgle policy 

year or a smgle calendar year. 

27 In practice, GAAP equity is generally greater than statutory surplus, because of deferred 
acqulsltion costs, non-admitted statutory assets, unauthortzed and “late-pay@’ remsurance 
penalties, Schedule P penalties, and the carrymg value of subsldiarles. Offsetting these are the 
non-recognition of deferred federal tax liabllitfes on unrealized capttal gains and the 
amortlzatlon of bonds in good standing under statutory accounting. See Berthoud [1988] and 
AICPA [1990] for comparisons of statutov and GAAP accounting. Overall, Rosenthal [?9tX] 
estimates that average GAAP equity IS 25% greater than statutory surplus for 
Property/Casualty Insurers. The economic net worth of the insurer is greater than GAAP equity 
because of the unrecognized interest discount in the loss reserves. 
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SECTION V: ILLUSTRATION 2 - CLASSIFICATION RELATIVITIES 

Traditional rate makmg procedures determine classrficatron relativities by comparing relative 

loss ratros or pure premiums among groups of insureds (Conger [1987]. Harwayne [1977]). 

For instance, if adult drivers (the “base” class) have average losses of $400 a year, and young 

male drivers have average losses of $900 a year, then young male drivers are assigned a 

classrfication relativity of 2.250. Simltarly, if urban residents, with a territorial relativity 

of 1.500. have an average loss ratio of 70%, and the average loss ratio of all drivers in the 

slate is 75%, then the territonal relatrvrty for urban drivers should be reduced to 1.400 

[=(1.500)(70%)+(75%) ]. 

Expense Flattening and Persistency 

Expense flattening procedures have refined classification rate making, by separating expenses 

into those that vary directly with premium, or “variable” expenses, and those that do not. or 

‘fixed” expenses (IS0 [n.d.]: Hunt [1978]; Childs and Currie [1980]; Wade [1973]). In the 

first example in the paragraph above, suppose that average losses for all drivers is $500 a 

year. “variable” expenses average S150 a year, and ‘fixed” expenses average $100 a year. 

Variable expenses are 150+750 (20.0%) of premium. Average losses are $400 for the base 

class and $900 for young male drivers, so the gross premrums are 

Base class (adult drivers): premium = $400 + $100 + 20% x premium, 

or premium = $625. 

Young male drivers: premium = $900 + $100 c 20% x premium, 

or premium = 61,250. 

The classification relativrty for young male drivers is 2.000 [ = 1,250 + 625 1. 

These procedures fail to incorporate differences in persrstency patterns among classes of 

insureds, resulting in inaccurate (and either unprofitable or uncompetrtive) classification 

relativities. In any policy year, ‘fixed’ expenses, as a percentage of total premium, are lower 
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for young male dnvers than for adult drivers, and “variable” expenses, as a percentage of total 

premium, are equal for the two classes. But young male drivers have htgher termtnation rates 

than adult drrvers have. Because of the higher termination rates, the ratio of total expenses to 

total premium over the lilelrme of the policy is greater for young male drivers.zs 

Similar considerations apply to losses. Average tosses, adjusted for loss cost trends, decline as 

the policy matures. The “business expansron” illustration assumed that average losses (after 

adjustment for trend) decline by 3% in each renewal year. lnsureds who terminate qurckly have 

“new business” loss ratios, whrch are generally higher than “renewal business” loss ratios.29 

The effects of persistency patterns on relative loss ratios by class depends on the type of 

classification system used. A sample (albert unrealistrc) example should clarify thus. Suppose 

average losses for adult drivers [the base class] are 5500 a year, average losses for 17 year 

old drovers are $1,000 a year, and all insureds persist for 10 years. In other words, the 17 
. 

year old dnvers have twce the average loss costs of adult drovers. If all expenses vary with 

premium (i.e., there are no ‘fixed” expenses), therr classrficatron relativity should be 2.000. 

But suppose that new business risks have average loss costs 25% higher than renewal busmess. 

All the 17 year old dnvers are new business, but only 10% of the adult drivers are new 

2s See Feldblum [1990A]. The generalization in the text is more applicable to direct 
wnting insurers than to independent agency companres. Cf. also Buck [1978], page 9: “It is 
more expensive to handle a policy for a young, single male in a grven territory than an adult 
policy in the same terntory. This difference can be attnbuted to such factors as more frequent 
policy changes and flat cancellations in the youthful male policies.” Aetna [1978], page 64, 
points out that the insurer “must charge policyholders for the underwnting costs of rejecting 
applications. The amount charged to a policyholder would have to exceed that actual cost to 
compensate for the costs assccrated with the applicatrons of rejected applicants, from whom the 
company collects no premium.” Since underwriting refections are more likely for young male 
applicants, more of this extra expense would be allocated to this class. 

2s The cause and effect relationships are unclear. Perhaps young male dnvers, who have 
higher loss ratios, have poorer persistency, so higher loss ratios also appear on new busrness. 
Or perhaps persrstrng dnvers have lower loss ratios, so young male drivers, who terminate 
frequently, have higher loss ratios. As Steve D’Arcy has pointed out to me, one must take care 
not to double count these effects. See alsc the followmg paragraphs In the text. 
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busmess.“c The 17 year old drivers’ average losses will drop to $800 during renewal years, so 

the 2.000 classification relallvlty is too high. An Insurer can profit in the long-run by 

reducing the classification relativity for 17 year old drivers and increasing its market share. 

Determinants of Rate Relativitles 

The correct relatrvlty depends on the classification system, the average losses and persistency 

rates by classification, and the strength of loss ratio improvement by policy year.31 Asset 

share pricing models enable the actuary to determme accurate and profitable relativity factors. 

This illustration compares young male drivers with adult dnvers to determine the 

classification relativity factors. We need the information listed below, of which the second and 

third are essential for the asset share model. 

1 The dimensions of ihe classification system. 

2. The relative average loss costs of these two groups of msureds. 

3. The relative average persistency rates of these two groups of insureds. 

4. The strength of loss ratio improvement by policy year for these insureds. 

The Classification System 

The expected losses, expenses, and the current year’s premium do not depend on the shape of the 

classlficatlon system. Future years’ premium are affected by such factors as renewal discounts 

30 Adult drivers persist for 10 years, so (in a steady state) 10% are in their first policy 
year, 10% in the second policy year, and so forth. This would be correct were there no 
switching of classifications. Since there is switching - that is, some adult drivers were first 
Insured as young drivers - less than 10% of adult drivers are new business, If 25 is the 
minimum age for adult drivers, then drivers first insured below age 25 spend some renewal 
years in the adult classification but their first policy years as young dnvers. 

31 The interrelationships among these dimensions are complex. For Instance. a 22 year old 
unmarried male driver who lust completed college may have high expected losses. But If he is 
beginning a stable job, is engaged to be married, and is buying a house in a quiet suburb, his 
expected losses may drop quickly. In contrast, a 40 year old married woman may have low 
expected losses, but she may show no loss ratio improvement for the next 10 years. 
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and age boundanes between driver classes.32 

Suppose an asset share model is being used for an 18 year old unmarried male driver. If the 

insurer differentrates between “males aged 25 and under” and “adult drivers,” then this driver 

will spend 8 years in the “young male” classification. Since average losses decline rapidly 

between ages 17 and 25, his premium is probably too low for the next 3 or 4 years and too high 

for the subsequent 4 or 5 years. Termmation rates are high for young male drivers but 

decrease with durahon of the policy, so his expected termination rate will start high but decline 

markedly over the next 8 years. A renewal discount wtll Improve persistency but reduce 

renewal gross premiums. 

Ideally, the classification system should be designed from the results of an asset share model. In 

practice, the classification system may be a “given” for the pricing actuary. In the 

“classrficatron relatrvmes” illustratron (this section), the classification system is given. In 

the “competitive strategy” rllustratron (the followmg sectron), the classification system is 

designed from the asset share model. 

Coverage Mix 

Two types of differences affect ciassificatron reiativities even for single policy year costs (that 

is, not considering persistency effects). First, average losses for any coverage vary by 

classificatron. For instance, young male drivers have higher expected bodily injury losses than 

adult drivers have. Second. the coverage mrx varies by classification. For Instance. young male 

drivers are less likely to purchase physrcal damage coverages or excess limits for liability 

coverages than adult dnvers are. 

If the ratio of expenses to premium did not vary wrth the coverage mix, or wrth the average loss 

per policy, then classificatron relativities would be similar to loss cost relativrties. But “fixed” 

expenses do not vary directly with premium. They remarn fixed regardless of the number of 

coverages. limrts of liability, or deductibles chosen (Childs and Curne [1980], pages 53-54). 

32 Persistency rates, which are influenced by relative future prices between the current 
insurer and its peer companres. also depend on the classrfication system. 
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Policy Basis versus Coverage Basis Rate Relativities 

We can use an asset share prlcmg model to develop rate relativlties on either a policy basis or a 

coverage basis. The policy basis model compares losses and expenses for all coverages combined 

among classes of insureds. The resultant rate relativlties must then be allocated to coverages. 

For instance, If the policy basis rate relativity for young male drivers is 2.0, and the premium 

volumes for liability and physical damage coverages are equal. the rate relativities by coverage 

might be 2.5 for liability and 1.5 for physical damage. When the coverage mix differs by 

classification, the allocatlon of the rate relativities may be complex. 

The coverage basis model compares losses and expenses for an Individual coverage among classes 

of insureds. The “fixed’ expenses must be allocated to coverage before the asset share pricing 

model is used. Since some expenses do not vary with the number of coverages. the premiums 

rates are not additive: that IS. there should be a “multiple coverages” discount. For instance, If 

the Indicated rates are $500 for liability and $300 for physical damage, the correct rates 

might be $535 for liability alone, 5325 for physlcal damage alone, and $780 for all coverages 

combined. Even when these differences are too small for practical application, the pricing 

actuary should know whether the rates are over- or under-stated for each classification and 

coverage combmarion. 

Policy Basis Loss Cost Aelativities 

Policy basis loss cost differences between young male drivers and adult drivers depend on three 

factors: 

1. YOUng ffla/8 driver faf8 r8lafivifies by coverage: Average rate relatiVitieS for young male 

drivers are approximately 2.5 compared with the base classification rate (adult pleasure use). 

The rate relativlties vary among insurers, depending on (i) the definition of young male drivers 

[e.g., “25 and under,” “29 and under,” and so forth] and (ii) the other classification 

dimensions. such as years of driving experience and past accident history. Some states, such as 

New York, require separate relativities for Comprehensive coverage, and some insurers use 
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separate relattvntes in other states as well. The total average young male driver rate relativity 

to that of a// drovers IS approximately 2.0.3s 

2. Physical damage coverage by classhafion: Young male drovers are more likely than other 

drivers to have liability coverage but no physical damage coverage, because thetr premiums are 

high. they drive less valuable automobiles, and they may be less able to afford insurance (cf. 

Aetna [1978]. page 26). 

3. Average liabhty mcreased iimffs and physical damage deductibles: Young male drivers have 

lower average liabtlity limtts and higher average physical damage deductibles for a given type of 

automobile. The higher average premiums for young male drivers, the fewer assets they have to 

protect, and the reluctance of company underwrtters to provide high liability limits or full 

physlcal damage coverage to high risk drivers are the major reasons for this. 

For the “classlficatton rate making” illustration, we use a coverage based asset share pricing 

model. Since the average coverage basis rate relattvtties are greater than the average poltcy 

basts rate relattvities (about 2.O:l versus 1.5:1), and much of the fixed expenses relate to per 

policy expenses, not per coverage expenses, we must adjust the per coverage fixed expenses by 

classtficahon. asslgnmg a htgher dollar amount to young male drivers than to adult dnvers.34 

3s See IS0 [1989], pp. G-10 through G-13. IS0 classtfies young male dnvers as (i) under 
25 years of age If married or not the owner or principle operator of the vehicle and (ii) under 
30 years of age if unmarried and the owner or principle operator. Rate relatlvities range from 
1.15 for a 21 through 24 year old “good student” married male usmg the automobtle for 
pleasure use to 3.75 for a 17 year old unmarned male drivmg his car to work and not eltgtble 
for a good student credit. Several jurisdictions, such as Massachusetts and California, prohtbtt 
classificatton by age, sex, or manta1 status (refs). In these states, rate relativities are 
determined along other dimensions. 

34 An illustration should clanfy thts. Suppose class A purchases both liabrlity and physical 
damage coverages while class 8. ‘with a stmtlar number of insureds. purchases only liabtlity 
coverage. Expected losses and variable expenses are 5600 for each coverage and. each 
classification. and per policy ftxed expenses are $100 a policy. 

The ratio of fixed expenses to gross premiums for the entire line of business is 10% [ = 200 + 
(600+600+600+200)]. Equivalently, fixed expenses are one nmth of losses plus vartable 
expenses. If we used thts ratio to assign fixed expenses by class, we would assign 5133 [ = 
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Persistency by Classification 

An insurer selling whole life coverage expects to show an accounting loss during the first policy 

year. For medically underwritten risks. the acquisition and underwrmng costs generally 

exceed the first year premium. For guaranteed issue polictes. adverse seiection rarses first 

(5600+$600)+9] to class A and 367 [ = S600+9 ] to class B. 

Similarly. If we first allocated fixed expenses by coverage, we ‘would assign $133 to liabtlity 
and 567 to ohysical damage, smce liabtlity has twice the “losses plus variable expenses” that 
physical damage has. Splitting the 5133 equally between classes A and B gives the same result 
as before. The expense flattenmg procedure suggested by IS0 [n.d.] begins with fixed expenses 
by coverage, so it would not solve the problem outlined here. 

But this allocatlon IS not correct. Since class A has twice the premium per policy that coverage 
B has, the ratio of fixed expense to premium for class B should be twice that for class A. [Thus 
is an extended “expense flattening” procedure.] Thus, (600+600)(x) + (600)(2x) = 200. or 
x = 8.33%. For the liability coverage, the expense loadings should be ($600)(8.33%) = 550 
for class A. and (9600)(2)(8.33%) = 3100 for class B. For the physrcal damage coverages. 
the expense loading should be (f600)(8.33%) = 850 (for class A). 

For the example in the text, adult drivers have about four thirds [2.0 + 1.51 as much coverage 
per policy as young male drivers have. A precise quanttfication of the fixed expenses by class is 
difficult for several reasons. First, fixed expenses are not strictly “per policy” expenses. For 
example, underwrtting efforts are greater for a policy with both liability and physical damage 
coverages than for a policy wtth only liability coverage. Second, many fixed expenses, such as 
underwntmg expenses, vary with the quality and type of rusk. Louis E. Buck, in summarizing 
the findings of the Aetna Automobile Insurance Affordability Task Force for the National 
Associatton of Insurance CornmIssIoners (Zone IV meeting, Indianapolis. Indiana. October 9, 
1978), said: “_ there are differences by classification in the cost of handling policies. It is 
more expensive to handle a policy for a young, single male in a given territory than an adult 
policy in the same terntory. Thts difference can be attributed to such factors as more frequent 
policy changes and flat cancellabons tn the youthful male poiictes.” His accompanying statistics 
show policy processing costs to be 50% to 100% higher for youthful unmarried male drivers 
than for adult drivers. See Aetna [1978], statement of Louis E. Buck, page 9. 

There is no rigorous quantification of fixed expenses by classificatton in this paper. Hogever. 
the dollars of fixed expenses per coverage in each policy year are higher for young male drivers 
in the asset share pricing model than for adult drivers. Expense flattening procedures. which 
are incorporated automattcally in the asset share pricing model. reduce the “proportional” fixed 
expense loading for young male drivers in each policy year. Persistency patterns raise the 
lifetime “proportional” fixed expense loading for these insureds compared to adult drivers. 
These effects can be seen in Exhibits 6 and 7. 
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year benefit costs. In either case, the loss turns into a profit as the policyholder persists. 

Similarly. an insurer selling Personal Automobile coverage expects an accounting loss durrng 

the first policy year, since both expenses and loss costs are higher that year. As with life 

insurance, the loss turns into a profit as the policyholder persists. 

Expected long-term profits depend upon the policyholder persistency rates, in addition to 

premrum. loss, and expense levels. Since persistency varies by classrficatton. the rate 

relattvrttes must consider perststency rates as well. 

Classification differences may be based on either current classification or original 

classification. In most lines of insurance, the classtfication does not change: a frame burlding 

does not develop into a masonry building (Homeowners’), a retailer does not become a 

manufacturer (Workers’ Compensation), an architect does not become a lawyer (ProfessIonal 

Liability). But Personal Automobrle classification do change, as young drivers become adults, 

as urban residents move to-the suburbs, and as new cars age. 

Young Male Drivers 

Traditional rate making procedures consider current classification. Premrum rates decline 

when the young male marries or ages, not,before. Asset share pricing models consider onginal 

classrfication and expected future changes: if we wnte a policyholder now, what IS the expected 

long-term income?35 

Persistency rates by duration are most easily determined for current classifications. such as 

the percentage of young male drivers in their fifth policy year who persist into their sixth 

year. But If :he young male classification consists of male drivers under 25 years of age, the 

group constdered in the previous sentence are drivers origmally insured below 20 years of age. 

3s Pricing decisions htnge on supply and demand consrderations. though these factors are 
hard to include in traditional rate making methods. The insurer asks: “If we raise the pronllunl, 
what happens to expected long-term income?” Raising premium helps the current year’s 
income, but it lowers persistency. The next illustration. “competttive strategy,’ shows how 
asset share pricing models deal with this issue. 
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These drivers have different persistency rates from drivers onginally Insured from 22 to 24 

years of age. The persistency of young male drivers in their fifth policy year does not tell us 

the expected fifth year persistency of young male drovers. We need persistency rates by 

original classification, not current classrfication. 

Model Assumptions 

For the asset share model, we begin with pivotal classifications: the adult pleasure use (the base 

class) and unmarried males aged 21 and 22 who drive to work. We need :o know three 

differences by classtfication to form rate relativities: average loss costs, average fixed expense 

costs, and persistency rates. For this illustration, we assume the following differences; in 

actual pricing work, we would derive these from past expenence: 

l Average liability loss costs are 5400 per annum for adults and $1.000 per annum for 

young male drivers. Were all expenses proportional to premium, and were persistency 

rates the same for both classes. the rate relativity for young male drivers would be 2.5. 

l Average premium for all drivers is $550. Average first year fixed expenses are 17.8% 

of this, or $98. Adult drivers are less expensive to underwrite, especrally per 

coverage. There are fewer underwriting rejections among adult drovers. and they 

purchase more coverages. so average fixed expenses per coverage is 1096 less, or $88 

per policy for the liability coverages. Conversely, young male drivers are more 

expensive to underwrite, especrally per coverage. Underwriting rejections are more 

common, some applicants never remit the premiums, and many drivers purchase only 

basic limits liability coverages. Average fixed expenses for the liability coverages are 

20% higher, or $1 17 per policy.36 

se Cf. Aetna [1978], page 64: ‘In considering how expenses should be allocated to policy- 
holders, it must also be noted that the company must charge policyholders for the underwriting 
costs of rejecting applications. Thus, even if the actual costs of underwriting each accepted risk 
were known, the amount charged to a policyholder would have to exceed that actual cost to 
compensate for the costs associated with the applications of rejected applicants. from whom the 
company collects no premium.” 
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l Retention rates are higher for adult drivers than for young male drivers. We use the 

simulated rates In Exhibit 5 to Illustrate the asset share pricing model. Actual rates 

vary by Insurer. distribution system, and classification plan, so these rates may not be 

appropriate for any given carrier. 

policy Year 

Young male 
Adult 

Exhibit 5: Persistency Rates by Duration and Classification 

7 2 3 4 5 6 7 6 

60 65 70 73 76 79 a2 85 
82 86 67 88 69 90 90 91 

9 lc+ 

68 90 
91 92 

The classification plan, average loss costs, average fixed expenses, and persistency rates are 

given. We assume that the insurer writes at a 2:l premium to equity ratio and desires a 15% 

return on equity. Thus, we use the asset share pricing model to determine a 7.5% return on 

premium for each class and then derwe the rate relatlvltles from the resulting premtums. 

Exhibits 6 and 7 show the calculations. For each class, we select a starting gross premium and 

increase it 9% per annum, which determines the vanable expenses in all future years. In the 

first year, fixed expenses are $88 for adults and $117 for young male dnvers. We use the 

same ratio of renewal to first year fixed expenses as in the previous illustration, 3.8% to 

17.8%, and Increase the fixed expenses by 5% per annum. For adult drivers, $88 x 3.8% + 

17.8% = $19: this IS then increased by 5% per annum to gwe all the fixed expense entries. 

As before, the loss costs shown in the exhibit are discounted to the beginning of the 

corresponding policy year. The present values of future profits and premiums at the original 

policy Issuance date are determined at a 12 % interest rate, which is the assumed cost of capital. 

The onginal premium has been selected such that the ratio of the present value of all future 

profits to the present value of all future premiums is 7.5% for both classes. 
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Asset Share Results 

The indicated premmms are 6475 for adults and $1,270 for young male drivers. Note that 

l The loss cost relativity is 2.50, or $l,OOO + $400. 

- The fixed expense cost relatrvity is 1.33, or 1.2 + 0.9 (= $117 + $88). 

l The rate relativity is 2.67, or $1.270 .+ $475. 

Pncing procedures used in the 1960’s would have set the rate relativity equal to the loss costs 

relativity, or 2.50. Since the fixed expense relativity is only 1.33. expense flattenmg 

procedures would have reduced the rate relativity. But the persistency differences between the 

two classes show that even the loss cost relativity is too low. A premium rate relativity of 2.67 

is needed to equalize the returns between these two classes. 
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SECTION VI: ILLUSTRATION 3 - COMPETITIVE STRATEGY 

The illustration presented in Section IV, “business expansion,” took the environment as given 

and asked, “Is the growth strategy profitable?” The illustration in Section V. “classification 

relativities.” took the insured population as given and asked: “What prices are equitable?” 

This is the traditional ratemaking perspective: the actuary aligns premiums with anticipated 

losses and expenses for a given insured populabon. Competitive strategy reverses the question: 

“How can the pricing structure create a more profitable consumer base?’ 

Some insurers have excelled at this task. New products, such as package policies, modifications 

to existing products, such as replacement cost coverage, and classification revisions, such as 

retlred driver discounts, have spurred sustamed growth for these earners. 

Two conslderabons should be kept in mind when seeking to change the insured population: 

l Any strategy may affect new business production or retention rates. For instance, the 

introduction of various professional liability coverages created a new clientele, whereas the 

expansion of experience rating plans increases renewals among desirable insureds. [Some 

new products, such as universal life insurance, serve both functions: they are savings 

vehicles for investors otherwise uninterested in life insurance, and they are replacement 

vehicles for insureds who might drop Inefficient whole life policles.] 

Traditional ratemaking procedures are cost-based. The pricing actuary equates premiums 

with anticipated losses and expenses, so economic profits are eliminated. In practice, 

insurers seek to optimize certain goals, such as profits or market share. The price 

elasticity of demand becomes a crucial determmant of optimal strategy. That is, premium 

rates and relativlties affect consumer demand and the mix of insureds. thereby affecting 

insurer profitability. 
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Cars and Courage 

“Although courage is a splendid attribute in rfs place, ifs place is not at the wheel of 

an automobile.” - Ambrose Ryder [19X3 

Early classification schemes had surcharges for older drivers: reactions slow as the body ages, 

and senior citizens lack the quick reflexes of their sons and daughters. Insurance experience, 

however, eventually showed the effects of youthful intrepidity, as Ambrose Ryder notes. The 

physical limitations of older drivers make them less capable of escaping from dangerous 

situations. But their awareness of these limitations make them far less likely of entering into 

dangerous situations.37 

The exposure to road hazards declines as drivers age. Older drivers, partrcularly after 

retirement, spend less time behind the wheel (Buck [1978]. page 6). They less frequently 

drive to work, take kids to amusement parks, or attend late parties. As a result. many insurers 

now provtde discounts for older or retired drivers. 

Older drivers not only have lower expected loss costs, they also have less impetus to price shop 

at renewal time. Younger drivers with high premiums have incentives to find lower cost 

coverage, and they hear about competing rates from frrends or at work. Older drovers. wrth 

37 Ryder [1935]. page 143. says: “The next question is whether a driver is a better nsk 
because he reacts one-fifth of a second quicker than the average. Various devices have been on 
the market for testing the reaction times to danger signals. I think these are all very 
interesting and may possibly prove of value, but generally speaking the person who is quick on 
the trigger and who reacts very promptly is probably a less desirable risk than the more 
phlegmatic person who likes to think things over two or three times before he decides to do 
anything. The latter type will not react as qurckly to the sudden danger that presents itself to 
his oncoming car but on the other hand neither will he be so likely to allow himself to get into a 
position where any sudden danger will arise that WIII require a one-tenth of a second reaction. 
Give me my choice and I WIII take the man who is not so quick on the trigger in everything he 
does In life. 

‘If the individual driver is going to be measured for his reactions to danger, it is even more 
important that he should be measured for his willingness to keep away from danger. . The 
timid soul is a much better nsk that the danng young man who has the courage to drive his car 
at 90 miles per hour on a slippery road. The best type of risk, therefore, is the person who is 
really afraid to take unnecessary chances.” 
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lower premiums and often less information about competing carriers, have less incentive and 

opportunity to price shop. 

This section examines the pricing of a retired driver discount. The relevant considerations for 

the asset-share model include 

l Expected loss costs by policyholder age. 

l Persistency rates by policyholder age and policy duration. 

l Price elasticity of demand: that is, the effects of price on retention rates. 

A Heuristic Illustration 

The actual data used to price a retired driver discount are complex, though the principles are 

straightfonuard. To see their Importance. let us consider a simple illustration, from both a 

traditional ratemaking perspective and from an asset-share pricing perspective. 

Suppose an automobile insurance policy is offered, with a life of five years. That is, each 

insured purchases coverage for five years, though not necessarily with the same carrier each 

year. Cost and persistency assumptions are as follows: 

l Expected loss plus expense costs, including a reasonable profit, are $100 the first year, 

$90 the second year, $80 the third year, $70 the fourth year, and $60 the fifth year. 

l The market is competltlve. and consumers are most sensitive to price at early durations. 

Your major competitor IS offering the same product for $90 each year. If you price below 

the competitor’s rate, your insureds will renew their policies. Moreover, you will attract 

50% of your competitor’s insureds in the first policy year, 25% in the second policy year, 

and none in subsequent policy years. If you price above your competitor’s rate, you will 

attract none of your competitor’s business, and you WIII lose 50% of your first year 

insureds and 25% of your second year insureds. If you price at the same level as your 

competitor. you WIII neither attract your competitor’s insured nor lose your own business. 



. You and your competitor each begrn with 200 potential insureds. That is, if you charge 

equal rates, you ~~111 each have 200 insureds each year. 

. For simplicity, there is no “time value of money.” That is, interest and inflation rates are 

both 0%. and future events are certain. [The actual asset share pricing model, of course, 

determines present values of future profits and losses.] 

These assumptions are summarized below. 

Policy 
Year 

1 
2 
3 
4 
5 

Competltlve Prfclng Illustration 

Expected Competitor’s Effect of Rate Lavel 
cost Rate on Retention and Production 

$100 $90 5 0 % 
90 90 25 
80 90 0 
70 90 0 
60 90 0 

The traditional ratemaking philosophy says that premiums should correspond to expected costs: 

5100 the first year declining to $60 the fifth year. With these rates, you WIII loss 100. or 

50%. of your potential insureds the first year. In subsequent years, you will nerther lose nor 

gam insureds. srnce In the second policy year you and your competitor have the same rates, and 

in the following policy years, insureds are not price sensitive. You will earn “normal” profits 

on this book of 100 insurads for five years, and you will have a 50% loss of market share. 

But suppose you price the policy at $65 each year. 

l The first year you attract 100 of your competitor’s insureds and lose $15 on each policy. 

l The second year you attract 25 of your competitor’s insureds and lose $5 on each policy. 

l You retain these 325 policyholders for the next three years and earn $5, $15. and 325 per 

insured each year. 

49 

475 



Your net profit is 

(300)(415) c (325)(-55) + (325)(+$5) + (325)(+$15) t (325)(+S25) = $8,500. 

The factors used in this illustrations are oversimplified. For instance, the effects of rate level 

differences on business retention depend on the magmtude of the difference, not just on which 

competitor has the lower rate. 6ut the prmciple is clear, and ;t is directly applicable to actual 

pricing problems: Since future profits are embedded in business renewals, long-term profits 

may be increased by incurrmg short-term losses to gain good risks.. 

Retired Drivers 

The characteristics of this illustration are equally applicable to retired driver discounts: 

. Average loss costs decrease markedly as the policyholder ages. At age 55. the msured drives 

to work each day and is exposed to road hazards. At age 65. the insureds makes less use of 

the automobile and loss costs drop. 

l The price elasticity of demand, or the extent of comparison shopping, decreases as ihe 

policyholder ages, [Equivalently, “consumer loyalty” increases as the policyholder ages.] A 

driver is more likely to switch carriers at age 55 than at age 65 to obtain a lower rate. 

Optfmal pricmg strategy calls for underpricmg insureds in their SO’s, to gain market share 

among this desrrable group, then reap the profits when the policyholders advance into their 

60’s and 70’s. Since expected loss costs decline when the driver retrres, a level rate, or even a 

slightly decreasing rate, WIII cause the transition from losses to gams as the polrcyholder ages. 

The pricing mechanics will be shown with an asset-share model. The task of the actuary IS not 

simply brmgfng premium to current level or developing losses to ultfmate. so as to esttmate 

future costs, Rather, optimizing long-term profits requires offering a discount before short- 

term data seem to justify it. The actuary must determine the initial age of the retired driver 

discount and its optimal magmtude, based on competitor acllons and market share implications: 
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l Age: The appropriate age is before actual retirement and even before any substantial decline 

in losses. The optimal age depends on the relationshlp between policyholder age and 

persistency and on the discounts offered by competitors, in addition to expected loss costs by 

age. [In the illustration above, termination rates drop from 50% in the first policy year to 

0% in the third policy year. Actual termination rate differences are hardly so extreme.] 

l Magmlude: The optimal size of the discount depends on the price elasticity of demand and the 

rate structures of peer companies. in addition to expected loss costs. In the illustration 

above, there is only one competitor, and demand is extremely elastic. In praclice. you must 

examine the rate structures of your competitors and estimate the effects of rate differences 

on retention rates and new business production. 

Model Assumptions 

To determine the optimal age and magnitude for the retired driver discount, the asset-share 

pricing model requires two sets of assumptions. Some assumptions are grounded in empirical 

data: others must be projected by the actuary. 

Loss Costs by Age of Policyholder 

Many insurers examme loss costs by age of policyholder to support classification relativities. 

Exhibit 8 shows loss ratio relativities by policyholder age, separately for new and renewal 

business.ss The relativity shows the ratio of the loss ratio in that row to the average loss ratio 

for all rows combmed. 

3s The data are shown for all coverages combined. Actual experience differs somewhat by 
coverage and between frequency and severity. We use loss ratio relativities because absolute 
dollar expected loss costs vary with inflation, absolute loss ratios vary with the stage of the 
underwriting cycle, but loss ratio relativlties are stable over time. 
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Exhibit 8: Loss Ratio Relaflvities by Policyholder Age 

Policyholder 

4 

New Business 
LR Relativrty 

Renewal Business 
LR Aelatrvity 

20 - 49 1.02 1.03 
50 - 54 1 .oo 0.98 
55 - 59 0.94 0.83 
60 . 64 0.84 0.72 
65 - 69 0.82 0.65 
70 - 74 0.96 0.76 
75 & older 1.10 0.98 

Total: 1.00 1 .oo 

The loss ratio relattvrties are similar to those in the heunsttc illustratron provtded earlier: 

about unity for drivers below age 55. but dropprng as low as 65% as the policyhoider ages.29 

3s The loss ratio differences are more pronounced for extstrng polrcyhotders than ior new 
insureds. For new business, the loss ratto relativtties never dip below 62%. The loss ratro 
relativities for renewal policyholders are at or below this level from age 55 through 74. 

This difference makes sense, since the effects of agmg differ among msureds. Some retired 
drivers drive less and drove more carefully; these are the best risks.. Others find therr 
responses dulled, but do not change their drivmg habtts: these are dangerous rnsureds. 

Why would a 65 year old driver be looking for a new auto insurance policy7 Many retrred 
persons own therr own homes and have close friends In their neighborhoods. They are not 
inclined to move elsewhere and begin new lives or careers - the most common motive for 
switching insurers. Those who do move often do so because of falling health. They )otn 
retirement communrttes, enter old age homes, or live with therr children. They are not usually 
seeking new auto policies. 

Insurers frequently review the policies of drivers who have had recent accidents. If the insurer 
believes the driver is too rrsky. it may termmate the policy or “discourage’ renewal (e.g., by 
indifferent customer service). Some of the retired drivers seeking new automobile insurance 
policies have been consrdered poor risks by therr former Insurers. 

Exposure distrrbutions by age of the princrpal operator for new and renewal business reflect 
this. Among existing poiicynolders. older dnvers form a large percentage of the populatton and 
are generally good risks.. Among new insureds, older dnvers form a smaller percentage of the 
population. Some of these insureds are good risks: others are dangerous dnvers. 

For the asset share model, we wtll use the loss ratto relativities for renewal business. The 
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Persistency Rates for Older Drivers 

Retentron rates improve as the policy ages and as the policyholder ages. Sections IV and V show 

simulated perststency rates by policy duration for all drivers, adult dnvers. and young male 

drivers. Simulated persrstency rates for older drivers are shown below. 

Exhibit 9: Persistency Rates by Policyholder Age 

Policyholder Age SO 54 50 62 66 70 74 78 

Persistency Rate 96 95 94 92 90 88 85 80 

These perststency rates differ In two respects from those illustrated for adult drivers and for 

young male drivers m Section V. First, most insureds aged 50 and over are mature renewal 

busmess. stmilar to 10+ policy duration category in Exhibit 5. Thus, the rates for insureds 

aged 50 ihrough 66 are htgh. Second, as policyholders advance into their 70’s. many stop 

dnvrng because of death or ill health, so persistency rates drop. 

In practice. the persistency rates depend upon the premtum discount that is offered. If a 60 

year old driver pays 55OtJ in premium, and a competing carrier offers the same policy for 

$450, the drover IS unlikely to swttcn carriers. That is to say, price elasticrty of demand is 

low, or policyholder loyalty is htgh. However, if the competing carrier’s premium is also 

5500, but It adverttses a retrred drover discount of 10%. the insured is more likely to swatch 

earners. The qualified insured views the retired driver discount as equitable; a carrier who 

does not offer it is seen as unfair. 

We must therefore replace the “persistency rates” in Exhibit 9 with a set of rows, showing 

perststency rates wtth no discount, wtth a 5% discount, with a 10% discount, and so forth. But 

these perststency rates depend on the discounts offered by other carriers. In other words, there 

are no “absolute’ expected rates, smce the expected rates depend on other carriers’ discounts. 

indicated retired drover discounts are not necessarily appropriate for new business. The 
crttena for the discount should be both the age of the policyholder and the number of years since 
inceptton of the policy. 
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The difficulty in forecasting persistency rates highlights the importance of good assumptions. 

The persistency rate assumptions are subjective. at least until one develops the expenence to 

justify them or to amend them. But they are essential for determining optimal pnces. 

For the asset share model, we assume two sets of persistency rates. One set, with lower rates, 

assumes that no premium discount is offered to older or retired drivers. The other set, wtth 

higher rates, assumes a 7.5% discount, which is the “market discount” in this illustratton. 

Exhibit 10: Persistency Rates by Policyholder Age 

Policyholder Age 50 54 50 62 66 70 74 78 

Persrstency: w/ discount 98 97 96 94 92 90 35 90 
Persistency: w/a discount 90 8.5 80 75 80 80 95 80 

The persistency rates Illustrated above assume that most competing carriers offer a retired (or 

older) driver discount to policyholders aged 60, but only some of them offer discounts to 

policyholders in their early or mid-50’s. Thus, persistency rates in the “without discount” 

scenario decline as the policyholder ages from the early 50’s to the mid 60’s. However, if a full 

discount IS offered even to policyholders In their 50’s. few of them switch carriers. 

Determining the optimal premium discount requires several runs of the asset-share prtcing 

model, since the results depend on the actuary’s assumptions. For instance, what effect does a 

7.5% discount have on persistency rates? What effect does persistency rates have on average 

loss costs?40 For simplicity, we use three Iterattons: 

l No carrier offers a retired driver discount. 

l Many peer companies offer the discount, but your company does not. 

l Your company offers a 7.5% discount, which is the prevailing “market” discount. 

40 In life and health insurance, higher termmation rates generally lead to hrgher mortality 
and morbidity costs, since insureds in poor health are more likely to retain their coverage 
(Bluhm [1982]). 

54 



in each case, we use a 15 year asset-share model for a cohort of insureds aged 52. We assume 

that persistency rates depend on the premium discount offered, but average loss costs do not. 

A. No Carriers Offer Discounts 

Exhibit 11 shows the asset-share model results for a cohort of 52 year old drivers, assuming 

the persistency patterns in Exhibit 10 and the loss ratio relativities In Exhibrt 9. Note several 

differences from the asset-share model results in Section IV: 

l The Section IV illustration models new business production, so new busrness expense ratios 

are used for the first policy year. The cohort of 52 year old drivers in this section consists 

of existing insureds. so only renewal business expense ratros are used. 

l Average loss costs decrease sharply in the first few policy years but then level out. Section 

IV used a 3% decline in average loss costs per policy year: this section uses a 1% decline, 

since most business is mature. In addition, the !oss ratio improvements by policyholder age 

already reflect part of the loss cost improvements as the policy ages. 

The model begins wrth average losses of $600 in the first year and average premrum of 5600. 

because these are existing “high-quality’ insureds. with high persistency rates and declining 

loss costs, profitability is good. The present value of profits over the next 15 years is $1,107, 

and the present value of premiums is $5.505, for a return on sales of 20%. [This is not 

unusual. The insurer has already paid the high costs of new business production and is now 

earning the profits in the renewal book. Similarly, if one excludes the high first year costs in 

the “busmess expansion illustration in Section IV, the return on sales is over 17%.] 

A return on premium measure of profitability is reasonable when market shares remam steady, 

not when market shares are affected by the rate structure. ior instance, suppose an insurer 

writes 10,000 risks at a premium rates of $1,000 apiece, wrth an average loss plus expense 

cost of S900 per risk. The return on premium is 109’0, or Sl,OOO,OOO. Suppose also that If 

the insurer raises rates 50%. it loses most of its busmess. Only 25 of the poorer rusks 

remain, with an average loss plus expense cost of $1,300 per rusk. The return on sales has 
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rmproved to 13.3%. but the dollar amount of profits has declined to 5500,000. The insurer’s 

results have deteriorated, not improved.41 

B. Only Competitors Offer Discounts 

The profitability of this business is good, so carriers seek to increase market share by offering 

retired driver discounts or older driver discounts. Your company wishes to retain its high 

profit margin, so it offers no discount. 

Persistency rates drop sharply. Your insureds see the retired driver discounts offered by other 

carriers, and they perceive your stance as inequitable. Exhibit 12 shows the asset-share 

pncing model results. The loss and expense ratios on any given policy have not changed, so the 

company retains the full profit margin. But retention rates are lower, as more insureds drop 

out each year. Although 42% of insureds persisted through the full 15 years before the rate 

revston. now only 6% do so. The present value of future profits has declined from 51,107 per 

policy to $666 per policy.42 

C. You and Your Competitors Offer Discounts 

To arrest the loss of market share, you offer a 7.5% discount to all drivers age 52 and over, 

which IS the most common market discount (Exhibit 13). The premium discount pleases your 

insureds. so perststency rates are high. Expenses that are a function of premium, such as 

renewal commtsstons and premium taxes, also show a 7.5% decrease, but average loss costs and 

fixed expenses do not change. 

The 7.5% discount can not be justified on a short term basis for drivers in their early to mid- 

41 If the decline in market share is not offset by increases elsewhere, the insurer’s return 
on equity has decreased. For instance, if the insurer has $5 million in equity, then the return 
on equity is ~20% before the rate revision and +lO% after the rate revision. 

42 Since msureds in their 60’s are more profitable than insureds in their 50’s. the 
reductton k-t perststency has a greater effect on the present value of future profits than on the 
present value of future premtums. Thus, the return on premium declines from 20.1% to 
16.7%. 

56 

4x2 



50’s. In fact, you show a loss of $2 the first year and inadequate returns the next two years 

(4% on premium). But now 49% of insureds persist for 15 years, and the present value of 

future profits has increased to $797. 

Other Advantages 

Several other aspects of the retired driver discount have not been illustrated In the exhrbits but 

can be incorporated into the asset-share pricing model. 

1. The exhibits show only a 15 year Illustration, as if all insureds terminated at age 67. But 

the insured can expect another 5 or lo/years of steady profits, so the difference between an 

8% persistency rate in the no-discount case and a 49% persistency rate m the 7.5% 

discount case has a great effect on future earnings. Ideally, one should extend the prrcmg 

model until most business terminates. 

2. The exhibits assume no change in the fixed expenses per policy regardless of market share. 

This is reasonable for premium collection costs, policy printing costs, and simrlar 

expenses. Corporate overhead expenses, however, increase as a percentage of premium (or 

on a per policy basis) when market share declines. Ideally, one should have three expense 

categories in the asset-share pncing model: variable expenses, per policy expenses, and 

overhead expenses. 

3. Several effects of policyholder satisfaction are difficult to quantify. If policyholders 

perceive the discount offered at age 52 and over as equitable, there may be fewer instances 

of fraudulent claims. In addition, persistency may improve slightly even for policyholders 

younger than 52. since they expect to eventually qualify for the discount. 

These items should be consrdered when determining the optimal premium discount. Most 

important, though, is a structure that examines long-term profits and market share, such as an 

asset-share model. Without it, the actuary is easily misled, unable to quantify the effecrs 

described in this section. With it. the actuary can project the true profitability of each risk. 
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SECTION VII: ILLUSTRATION 4 - UNDERWRITING CYCLES 

TradItIonal ratemaking methods have no place for competrtive pressures, marketplace prices, 

or consumer demand. Actuaries use volumes of data, established procedures for developing and 

trending losses, and careful analyses of requtred profit leveis. Credibility formulas and 

actuarial judgment keep rates on a steady path, never devtating too far from either expected 

costs or past experience. And market prices seem to jump and skip in willful abandon. 

The knowledgeable actuary does not expect market prices to adhere to rate recommendations. In 

a compettttve Industry, prices are set by the market. Actuanes tug at them, sometimes drawtng 

them closer to costs, somettmes finding their afforts to be fruitless. 

But the actuary also knows that rate recommendatrons must consider market prices. If 

competitors are charging $1,400 for a certatn risk, few actuaries would recommend a rate of 

$1.100. If the Insurer wishes to expand In thts market, it might charge a rate of $1,300 and 

stall earn profrts on each risk. If the insurer believes that a rate cut will lead to matchmg cuts 

by competitors, it may continue with the 91,400 price.43 

The actuary’s rate recommendations are based on both expected costs and expected market 

pnces. Market prices follow the course of the underwriting cycle. The future is not known 

with certarnty, but its outline can be traced. 

Indeed. its outltne must be traced. Future losses are not known with certainty either, so 

actuanes examine past claims, observed development patterns, and projected trends to estimate 

future costs. Similarly, investment analysts look at histoncal profit cycles to project future 

earnings. So too must actuartes consider competitive pressures and industry structure to 

project future marketplace prices. 

43 For the economic theory of pricmg m anticipation of competitors’ actions, see Tirole 
[1988] and Scherer [1980]. For the underlytng mathematics. see Varian [1984], Waterson 
j1984], and Shapiro [1989]. For a general business perspective, see Porter [1980]. For an 
application to insurance, see Feldblum [19928]. 
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Let us consider several illustrations; they are all unrealistic, but they clarify the themes. 

Suppose first that 

l Policyholder persrstency is perfect: 100% retentton rates each year. 

l There is no time value of money; alternatrvely, the expected annual increase in profits 

exactly matches the discount rate. 

l The course of the underwriting cycle is known with certamty. 

l The industry alternates between soft (unprofitable) and hard (profitable) markets. The 

average profit exactly matches the insurer’s target return. 

The chart below puts numbers on this illustration. The return on equity generated by this 

policy oscillates between 0% and 20%. The long-term return averages to 10%. regardless of 

when the policy is first Issued. 

2 0 96 

1 5 % 

10% 

5 % 

0 % 
1 2 3 4 5 6 7 8 9 10111213141516171819202122232425 

Thus, the cycle has no effect on the insurer’s underwrrting decrsrons. The insurer ~~111 lose 

money in soft markets and make money in hard markets, but the long-term profits do not depend 

on when the policy IS first wrrtten. 

Let us remove the unrealistic assumptions: 

l The retention rates is 90%. Expected profits decltne each year because the insured may 

terminate the policy. The oscrllatory pattern IS dampened, as shown In the chart below. 
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1 0 96 

5 % 

0 96 
1 2 3 4 5 6 7 8 9 10111213141516171819202122232425 

The time value of money has two parts, which must also be incorporated. 

l The insurer’s cost of capital exceeds the expected (inflationary) increase in profits by 5 

percentage points. 

l The course of the underwriting cycle is not certain. To offset the risk of uncertain future 

returns, the insurer discounts expected future returns by 5%. 

The oscrflatory pattern is further dampened. 

1 2 % 

1 0 % 

8 ?/, 

6 % 

4 % 

2 % 

0 96 
123456709 :0111213:41516!71819202122232425 

In the fatter two illustrations. the point in the underwnting cycle at which the policy is issued 

affects the expected long-term return. The asset-share model can be used to quantlfy the 

expected returns, using the same methods employed in the previous sections. 
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SECTION VIII: PROFITABILITY MEASURES 

Profit measurement rn insurance IS difficult, and universally accepted standards do not exist. 

The traditional 5% of 2.5% underwriting profit provision is no longer supported even by the 

NAIC. though a return on premium measure is advocated by several actuaries and economists 

(NAIC [1984]: Wall [1987]; Stewart [1990]). 

The most common life Insurance asset-share profit measure is the present value of future book 

profits (Anderson [1959]; Grrffin. Jones, Smith [1983], page 381). The rationale is that 

book profits determrne the earnrngs available for stockholder divrdends. so thus measure is 

similar to financial measures of investor returns.44 

Two differences between life and property-casualty insurers influence the optimal choice of 

profit measure: 

l Life insurers hold discounted policy reserves, with partial adjustment for deferred 

acquisitron costs, so their book profits are simrlar to economic profits. Property-casualty 

insurers hold full value reserves with no offset for deferred acquisition costs, so book 

profits may differ greatly from economic profits. 

44 Cf. also Larner and Ryan [1991], page 448: “The definition of economic or apprarsal 
value as the present value of future net earnings streams taken at appropriate risk discount 
rates is generally accepted by actuanes and others as a natural one throughout the world in our 
experience. Modern portfolio theory and other investment work provides a theoretical basis 
for the suggestion that the value of a company is the present value of its future net earnrngs.’ 
The Actuarial Standard of Practice No. 19 concerning Actuanal Appratsals [1991], page 4. 
paragraph 5.2.1, explicitly notes the connection between book profits and investment returns: 
‘Distrrbutable Farninas - For insurance companies, statutory earnmgs form the basis for 
determinmg distrrbutable earnings, since the availability of dividends to owners IS constrained 
by the amount of accumulated earnings and minrmum capital and surplus requirements, both of 
which must be determined on a statutory accounting basis. . Economic value generally is 
determined as the present value of future cash flows. Statutory accounting determines the 
earnings available to the owner. Hence, while future earnmgs calculated according to generally 
accepted accounting prmciples (GAAP) WIII often be of interest to the user of an actuarral 
apprarsal, as may other patterns of earnmgs. the discounted present-value calculations 
contemplated wrthm the definrtron of actuarial appraisal in this standard should be developed in 
consideration of statutory earnmgs, rather than some other basrs.” 
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l The life insurance patterns of cash flows, adjusted for policyholder cash values, correspond 

to book profits. For Instance. the first year “investment,” corresponding to the first year 

book loss, is the first year cash outflow to agents and policyholders. Thus, investor returns 

correspond to book profits which correspond to actual patterns of cash flows and 

policyholder cash values. 

Property-casualty insurance lacks this correspondence. First year cash flows are posrtive 

for the insurer. Capital to asset ratios, however, are high. The “investment” at the 

beginning of the insurance transaction is not simply the assets supporting the reserves, but 

also the investor capital “committed” to support the policy. In sum, the book profits for the 

insurer are not necessanly a good proxy for the Implied equity transactions between the 

insurer and its stockholders4s 

Measuring Rods 

There are several methods of adaptmg asset-share profit measures for property-casualty 

operations: 

1 Show economic profits of each year Instead of book profits, by usrng discounted reserves. 

Profits may be measured as a return on surplus, usrng assumed premium to surplus (or 

reserves to surplus) leverage ratros (Butsic and Lerwick [1990]). This IS the profit 

measure used in Section IV, the “business expansion” illustration. 

2. Alternatively, profits may be measured as the net present value of premiums mmus the net 

present value of expenditures (losses, expenses, and taxes). Surplus IS relevant only for 

determining the taxes on investment income derived from capital (cf. Myers and Cohn 

45 In contrast, life Insurance capital to asset ratios are low, and surplus is needed more 
for asset risk and interest rate risk than for insurance risk. In other words, there is no 
“commrtment of surplus” to support the Insurance policy. 
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[1967])4e. This is similar to the dollar measure of profits in Section VI. 

3. Profits may be measured by a multiperiod internal rate of return model, by showmg 

. cash transaction between the Insurer and policyholders or claimants, 

. investment transactions between the Insurers and the financial markets, and 

. the implied equrty transactrons between the insurers and its stockholders (cf. Feldblum 

119921). 

Despite the theoretical accuracy of this procedure, its complex@’ may make it less suitable 

for practical pricmg work. 

4. Some practitioners prefer simpler measures. such as the ‘payback period,” or the number 

of years until the cumulative net present value of profits is positive. In the busmess 

expansron rllustratron. the cumulatrve net present value of profits IS negative for the first 

four years and turns to a posrtive S9 thousand in the fifth year. In other words, a 

policyholder must persrst for at least five years before the transactron becomes profitable 

for the insurer. 

4s Simrlarly. Anderson [1959] recommends that “the profit objective be defined by the 
criterion that the present value of the profits whrch wrll be recerved in the future be equal to 
the present value of the surplus depletron. wrth both present values based on a yield rate or 
yreld rates whrch represent adequate return to the stockholders for the degree of risk Incurred 
in expending surplus m the expectation of receiving future profits. That is, the present value of 
the entire series of profits and losses IS zero” (page 356). 
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SECTION IX: CONCLUSION 

Actuarial prtcing must consider long-term profitability and market share objecbves. not 

merely short-term accounting results. Considerations of persistency patterns, the variation of 

expected losses and expenses with the time since inception of the policy, and the use of a model 

that incorporates these effects are essenttal for accurate ratemaking. 

This paper has presented the fundamentals of such an approach. It builds upon life insurance 

asset-share techniques and adapts them for personal automobile business. 

Some of the specrfic techniques discussed above are new, but the underlying philosophy is not. 

Underwrrters and salespersons of the major personal lines carriers base their marketing 

decisions upon intuitive estimates of long term results. Actuaries, seeking more accurate 

assessments, strive to replace the inturtion with facts. 

A story: At a recent management meeting of Personal Auto underwriting, actuarial, and sales 

executives, the underwriting SVP presented a recurring problem. 

The company has a good. profitable nsk: a married couple Iwith two cars and no c/arms in the 

past 12 years. The couple’s only son has just finished h/s lonior year In high school and 

obfained a driver’s license. By the company’s rating rules, the premium w/J/ increase by 

almost a thousand dollars. 

The underwrrter expects that the son will leave for college after he completes high school, and 

policy will then enjoy 20 profitable years. But he fears that the insured may be so incensed by 

the thousand dollar increase in premium that he will switch carriers. 

Thrs is the type of dilemma discussed throughout this paper. Short-term expectations say that 

the thousand dollar increase in premium is needed for the coming year. Long-term expectattons 

say that this is a foolish pricing strategy. 
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The talents of the actuary are needed. In some cases the thousand dollar increase in premium is 

appropriate. [Suppose the risk has three sons, aged 13. 15. and 17, the oldest of whom just 

recetved his license, and none of whom WIII leave home for college.] The actuary must quantify 

the long-term expected profitability of each risk and then devrse a classificatton scheme that 

differentiates among them. The task is difficult, but the rewards are correspondingly great. 
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ROBERT J. FINGER 

Abstract 

Merit rating is the use of the insured's actual claim experience to 

predict future claim experience. This paper discusses merit rating 

for professional liability insurance for both individual doctors 

and group practices. The paper presents several different 

theoretical formulations for merit rating. Credibilities are 

stated in terms of the parameters of the risk process. The paper 

discusses several methods of estimating the key parameters, along 

with sample data. Finally, the paper discusses several practical 

considerations in the design of a merit rating formula. 

1. INTRODUCTION 

The use of an insured's past claim experience for prospective 

premium determination can variously be called experience rating or 

merit rating. Merit rating is common for workers' compensation and 

commercial liability coverages. Merit rating for individual 

insureds is less common, although "claim-free discounts" or 

accident surcharges for personal automobile insurance are widely 

used. Several insurers now use merit rating for doctor 



professional liability insurance. 

After describing the general problem, this paper will restate the 

theoretical basis for merit rating. It then will present 

alternative merit rating formulations in terms of the parameters of 

the risk process. It then turns to methods for estimating the 

required parameters. It will apply these methods to actual data. 

Finally, itwilldiscuss various practical problems in implementing 

a merit rating program. The paper will deal with two related 

situations: claim-free discounts and surcharges for individual 

doctors and merit rating for group practices. 

2. GENERAL STATEKENT OF THE PROBLEM 

We assume that there is some classification plan that will 

determine a premium for a given doctor (or group). The 

classification variables may include medical specialty, types of 

procedures, geography, and teaching or part-time status. For 

groups, there may also be schedule rating credits. 

Why do we also need merit rating? Generally speaking, because the 

insured's own claim experience provides additional information that 

can rate the insured more accurately. We give some reasons for 

additional cost variations below. In a competitive environment, 

more accurate rates will generate greater profitability for the 

insurer. From the insured's point of view, more accurate rates are 



also fairer. Better doctors will pay less and poorer doctors will 

pay more. From society's point of view, merit rating (and more 

accurate rating, generally) will provide an incentive for loss 

prevention. 

Merit rating must be considered in connection with the 

classification plan (i.e., other rating variables). The more 

accurate the class plan, the less meaningful individual claim 

experience will be, and vice versa. Assume, for example, that the 

presence of a particular factor makes an insured 10% more 

expensive. If that variable is used in the classification plan, 

every insured with that factor will pay 10% more. If that variable 

is omitted, insureds with that factor who are merit rated will pay 

somewhat more than those without the factor, but most likely they 

will not pay 10% more. This follows from the concept that most 

insureds will receive less than 100% credibility. 

Why do individual costs differ? 

Why would we expect doctors to have different loss costs? It is 

well recognized that different specialties have widely differing 

costs. This probably results from a variety of reasons. Certain 

specialties, such as surgeons, perform a higher percentage of 

procedures that can have devastating results, if done improperly. 

For certain specialties, such as psychiatrists, it may be very 

difficult to prove the causal connection between negligent practice 

and adverse results for the patient. For certain specialties, such 



as physicians versus surgeons, the average patient is much 

healthier and any negligence is less likely to do damage. Thus, 

most insurers classify doctors by specialty. For physicians, most 

insurers also classify by the type or amount of surgery performed. 

This classification plan does not cover all possible variations in 

costs among doctors in the same specialty. Costs may also vary for 

three general reasons: (1) limitations in the class plan; (2) 

exposure ; and (3) competence. Each will be discussed below. 

Most class plans group specialties into about 10 different rate 

groups. In addition to specialty, the grouping may depend upon 

whether a doctor performs various procedures. The reason for this 

grouping is a lack of credibility for many specialties and 

procedures. That is, the number of insured doctors and the number 

of claims for many specialties and procedures is low. The 

volatility of claim experience for these low-volume categories 

makes it difficult to determine their cost. It is also difficult 

to know how many of a certain type of procedure was performed 

during a given year. Doctors are usually classified by whether or 

not they perform a procedure, not on the number of procedures. 

This classification scheme can result in significant cost variation 

within a given rate group. For example, group 0 may have a rate 

relativity of 70%; qroup 1, lOO%, and group 2, 150%. Within group 

0, there may be specialties that have relativities of 50%, 60%, 

70%, and 80%. Within group 1, there may be specialties with 



relativities of 90%, lOO%, llO%, and 125%. In addition, the 

exposure to certain procedures may vary significantly. For 

example, the performance of procedure A may shift a doctor's 

classification from group 1 to group 2. Some doctors may perform 

10 A's a year and some may perform 50 A's a year. A more exact 

classification plan might base the premium on the number of A 

procedures during the year. 

The classification plan also may not consider other cost 

variations. Costs vary significantly from state to state. Some of 

this is due to differences in statutory or case law. Some of the 

difference may also be due to differences in the liberality of 

juries, the quality of the plaintiff's bar, and the claims 

consciousness of patients. These latter differences may exist 

within a state. In particular, there may be differences between 

urban, suburban, and rural areas. 

There may also be cost differences among doctors related to 

differences in exposure. For example, some doctors may treat more 

patients or may engage in more high-risk procedures. In addition, 

the type of patient may be different. Some doctors may have richer 

or poorer clients, who may have higher or lower damages, should 

negligence occur. Some doctors may also undertake higher-risk 

patients, which could affect both the frequency and severity of 

loss costs. 

Finally, doctors undoubtedly differ in competence, which has many 



aspects. Training and experience differ. Doctors vary in their 

adherence to continuing education and changing practice standards. 

Doctors vary in their dexterity, judgment, attention to detail, 

bedside manner, and supervisory skills. The style of practice 

(e.g., number of patients, number of prescribed tests) may vary. 

Some doctors may have alcohol, drug, or other psychological 

problems. 

Generalized Mathematical Structure 

Now that we recognize that costs can vary significantly within the 

classification plan, how do we structure the merit rating plan? 

Virtually all merit rating plans use an adjustment to the class 

rate. In many lines, this is called a "modification factor." The 

adjustment could also be a credit or surcharge, which is expressed 

as a percentage of the class rate. 

Virtually all merit rating plans calculate the modification factor 

according to the following generalized formula: 

&f=zA Cl -2 
E 

where: X is the modification factor, which is multiplied against 

the class rate; Z is the credibility factor; A is the insured's 

actual claim experience; and E is the average claim experience for 

the class. In practice, virtually always the credibility is 



limited to values between and including 0 and 1. Thus M is a 

weighted average of the insured's relative experience (to the class 

average) and the class rate. (We could have written the right-hand 

term as (1-Z) x 1.) 

We can express the same concept in terms of a discount or 

surcharge, as a percentage of the class rate. The adjustment to 

the class rate, as a factor of the class rate, can be calculated by 

subtracting 1 from M: 

Adjustment = M-l = yz 

When M is less than 1, the adjustment will be negative, or a 

discount from the class rate. When A=O, the insured has no claims. 

The q'claim-freet' discount is thus 2, the credibility. Indeed, this 

may often be the easiest way to measure credibility. If we have 

claim data for two experience periods, with a substantial number of 

claim-free insureds in the first period, the relative cost of these 

insureds in the second period, to the average cost for all insureds 

in the second period, is the empirical claim-free discount and the 

empirical credibility. 

The formula for M is a linear function of the insured's actual 

claim experience. It would be theoretically possible for i to be 

some other type of function. Other functions do not seem to have 

been used in actual practice. Perhaps the linear function is the 



most intuitively reasonable function. In addition, where a linear 

function might not be useful, the definition of A is modified. For 

example, it seems unreasonable in some cases to charge the entire 

amount of a large claim; very often, the maximum chargeable claim 

size is limited in some manner. An advantage of the linear 

formulation comes in the estimation and interpretation of Z. 

Merit rating plans differ in defining A, in calculating E, and in 

determining Z. The usual process is to first define A, or what 

data is to be used for the insured's claim experience. Once this 

is done, E usually can be handled in a straightforward manner; it 

represents the class average claim experience for the given 

definition of A. 

The specification of Z can be done in at least three ways. First, 

it can be established on an ad hoc basis. For example, we could 

decide that 100 expected claims was VVfulllq or 100% credibility, and 

partial credibility was the square root of the expected count to 

100. We might inject some actuarial or statistical theory into the 

selection of the full credibility standard. (See, e.g., Longley- 

Cook [S] or Venter [14]). 

Second, Z can be developed from risk theory. We can use the famous 

credibility formula: 



Z=P 
P+K 

(1) 

where P is a measure of exposure and K can be determined from the 

following equation: 

(2) 

where 01 is defined as the VVprocess variance" and T' is defined as 

the "variance of the hypothetical means." The process variance is 

the variance we would expect for the class average insured's 

experience, given P units of exposure. The variance of the 

hypothetical means is the inherent variability of mean claim costs 

for the insureds within the given class, adjusted for P units of 

exposure. Depending on our definition for A, it may be possible to 

determine numerical equivalents for the process variance and the 

variance of the hypothetical means. 

Third, we can estimate z statistically from actual data. Although 

potentially we could use any statistical estimation procedure, the 

use of linear regression results in the same credibility formula 

and parameter explanation as the risk theory approach. 

Although the risk theory and regression approaches are very 

similar, it should be realized that actual results may differ. The 

real world may differ from our theory or our theory may only 



approximate the real world. The theoretical approach allows us to 

apply knowledge from one context to another context. For example, 

measurement of the variance of the hypothetical means for one 

company, state, or line of business, may be a useful input to 

another company, state, or line of business. The theoretical 

approach also allows us to generalize actual findings. For 

example, we may extrapolate three-year data to a four-year 

experience period. We should remember, however, that the real test 

of merit rating is how accurately it prices insureds in practice. 

Alternative Forms for Modification Factor 

There are several general considerations in the design of a merit 

rating plan. (See, e.g., Tiller [ll].) First, it should be 

readily understood by insureds, agents, and company personnel. 

Second, it should be reasonably simple to administer. Third, it 

should not allow for manipulation by insureds. Finally, it should 

strike a balance between stability and responsiveness. On the last 

point, any formula can be adjusted to give greater or lesser weight 

(i.e., credibility) to the insured's own experience. If too much 

weight is given, rates may fluctuate too much from year to year. 

If too little weight is given, the pricing system may not be as 

accurate as possible and loss prevention incentives are reduced. 

The main decision in formulating a merit rating formula is the 

definition of A, the insured's actual claim experience. Choices 

involve the "length" of the experience period and whether to use 



counts or amounts. The "length" may be thought of as the number of 

years of experience, but could also include exposure from multiple 

locations or states. If the actual claim count is used, it could 

be defined as the reported count, the closed-paid count, or some 

definition of a non-nuisance claim. For example, a non-nuisance 

claim could be a settlement for more than $5,000 ("CP5"). If 

amounts are used, there may be some limitation on the maximum 

chargeable claim; there is also an option of including or 

excluding allocated loss adjustment expense, loss development, and 

incurred but not reported ("IBNR") claims. 

In the National Council on Compensation Insurance ("NCCI") Revised 

Experience Rating Plan, A is defined in terms of loss amounts, 

usually for three policy years. A is divided into "primary" and 

*'excessBB losses, with the first $5,000 of each loss being primary 

and the remainder, excess. There is also a per claim limit of 2.5 

times the average cost per "serious" claim, a per occurrence limit 

of twice the per claim limit, and a limit on the total cost of 

diseases. Experience generally is pooled for all NCCI states and 

all entities with at least 50% common ownership. E, the expected 

losses, is divided into primary and excess portions. E must also 

be adjusted for loss development and the loss limitations. 

The Insurance Services Office ('lISO") has similar experience.rating 

plans for general and automobile liability. A is limited to basic 

limits loss amounts. There is an additional limitation on the 

maximum claim size, based on premium size. A provision for IBM, 



based on exposure, is added to A. E is adjusted for the loss 

limits and loss development. 

Several insurers use merit rating for doctors. The typical plan 

offers an individual doctor a certain percentage discount for each 

claim-free year. Chargeable claims usually are limited to non- 

nuisance settlements (e.g., claim closed for more than $5,000). 

There is usually a maximum discount, which applies after five or 

six claim-free years. One insurer offers lower discounts for 

physicians than surgeons. A doctor loses the entire discount when 

a claim is charged; the discounts accumulate thereafter for each 

new claim-free year. Rules may differ according to the insurer of 

the claim. For example, some insurers give credit for claim-free 

experience with other insurers. The experience period may be 

actual policy experience or it may be any settlements during a 

given period, regardless of the occurrence or reporting date. 

Several insurers offer merit rating discounts to groups of doctors, 

based on the following generalized formula: 

Adjustment=M-1-s 
JE+K 

where E is the expected claim count, A is the actual claim count, 

J is a constant (e.g., 2), and K is a constant (e.g., 1). E is 

calculated from the number of insureds by rating class for the 

grow; there is a separate claim frequency factor for each rating 

iOH 



class. 

Some Truisms 

In workers' compensation there is the concept of the "off-balance" 

in the merit rating plan. That is, the average modification factor 

is not necessarily 1.0. The average collectible rate for a class 

will not necessarily be the same as the class manual rate. Thus 

the manual rate must be adjusted for off-balance. This concept is 

important for doctor professional liability insurance, particularly 

if we adopt a claim-free discount only approach. With only 

discounts and no surcharges, the average collectible rate will be 

less than the manual rate. 

Taking another perspective, it is necessary for those who do not 

receive the discounts to pay for the discounts. If some insureds 

pay less than the average cost, some must pay more. Even if we do 

not call it a surcharge, the difference between the claim-free 

discount and the manual rate is the cost of not qualifying for the 

claim-free discount. For example, the claim-free discount might be 

25%. A doctor who loses the discount will pay an additional 33%. 

Whether we call this a surcharge or the manual rate, the cost of a 

claim is still 33%. 

Although we will estimate credibilities in a later section of the 

paper, it is worthwhile to consider the tradeoffs between discounts 

of various sizes. Exhibit I shows the required manual rate 



increase, given discounts of various sizes (lo%, 20%, 30%, 40% and 

50%). The manual rate increase is dependent upon the percentage of 

insureds receiving the discounts. For example, if 90% of insureds 

receive a discount of lO%, the manual rate must be increased 9.9%. 

In other words, 10% of insureds pay 109.9% of the average and 90% 

pay 98.9% of the average. We give a discount of 1.1% to the 90% 

that are claim-free and require the other 10% to pay an additional 

9.9%. 

3. ACTUARIAL THEORY 

As we have seen, the first step in formulating a merit rating plan 

is to define A, the insured's actual claim experience. Once that 

is done, usually it is straightforward to determine E, the average 

claim experience for the insured's class. The most complicated and 

difficult part is to determine 2, the credibility to attach to the 

insured's experience. This section discusses various risk theory 

formulations for credibility. Although these formulations may not 

replicate the real world, they are useful in several ways. First, 

they provide a conceptual basis for understanding the statistical 

validity (i.e., credibility) of claim experience. Second, they 

provide a means to formulate credibilities when directly relevant 

claim experience is not available. Finally, they provide insight 

into the process of estimating credibilities. 

In developing the following formulas, we will want to consider both 



claim counts and claim amounts. We also will want formulas for a 

single exposure period as well as multiple periods. There is no 

limit to the number and sophistication of formulas that can be 

developed; even so, we probably have included formulas that may be 

too difficult to test in practice. 

The Basic Risk Process 

We begin with a simple risk process and add various layers of 

complexity. We will develop formulas for variances. With few 

exceptions, the means are obvious and therefore omitted. 

Assume that we have one doctor insured for one exposure unit (of 

time). We define N as a random variable for the number of claims 

for the period. We assume that N has a mean of X. We assume that 

each claim has a claim size distribution 8, with mean fi and 

coefficient of variation squared a. We also define T as the sum of 

individual claim amounts, or the total losses for that doctor for 

that exposure unit. If we assume that N and S are independent, we 

can calculate the variance of T from the moments of N and S. 

var(T)=E[MVar(S)+Vas(N)E*tSl 

We use the notation I'E xl" [ as the expected value of x'. We 

previously defined a as Var(S)/lF[Sj. If we make the additional 

assumption that N is Poisson distributed, then Var(N) = E[N] = A. 



Thus we have a fundamental risk theory formula: 

var (27 =Xp* (l+a) (3) 

We can extend this formula to P exposure units. We assume that the 

same parameters apply to each exposure unit. Generally speaking, 

we can replace x by PA, if we assume that N is Poisson. Thus for 

P exposures, we have: 

There are two important assumptions in this formulation: that the 

count and amount distributions are independent and that the count 

distribution is Poisson. To the extent these are not true in 

practice, our use and interpretation of these formulas may be 

faulty. If we do not assume independence, we can still calculate 

the variances using covariance terms. This will be complicated, 

particularly when we make the formulas more complex. It seems 

reasonable in practice to assume independence, as long as we remove 

nuisance or closed-without-payment claims. 

The Poisson assumption is very significant, particularly for the 

property that its mean equals its variance. The Poisson 

distribution arises from a process that satisfies three conditions: 

(1) events in two different time intervals are independent; (2) the 

number of events in an interval is dependent only on the length of 



the interval; and (3) the probability of more than one event 

occurring at the same time is zero. (See Beard [l], chapter 2). 

In practice, these conditions might be violated if there were some 

catastrophe (or contagion) or if an individual's claim frequency 

depended on its past history. As an example of the first case, we 

might have suits for breast implants or for the transmission of 

AIDS. As an example of the second case, we might have a 

plaintiff's attorney developing a series of suits against a 

practitioner, related to multiple incidents of unnecessary surgery 

or sexual misconduct with patients. For the most part, the Poisson 

assumption seems reasonable in practice, but we must be aware when 

it does not apply. 

It would be possible to assume that N followed some other 

distribution, with two parameters. The practical consequence of 

this, however, would be to add one more parameter that we would 

need to estimate. The interpretation of this parameter likely 

would overlap with the interpretation of other parameters, to be 

explained below. In addition, the estimation of this parameter 

might require data from an additional time period, which might be 

difficult to obtain. 

Heterogeneity in the Insured Population 

The above formulations assumed that we knew the parameters for the 

given doctor. We have calculated the "process variance." By the 

nature of merit rating, we assume that doctors will vary in their 



inherent claim costs. Thus we need to expand the above formulation 

to add this heterogeneity. Conceivably, any of the above 

parameters could vary among the doctor population. We will assume 

that only the mean claim frequency varies among doctors; this 

should add sufficient complexity for practical purposes. We define 

a new random variable, r, to have a mean of 1 and a variance of 8. 

We will refer to fi as the "structure variance." It is the (weighted 

average) variance of the insured population means (relative to the 

overall population mean.) For any given doctor, the mean claim 

frequency is assumed to be Xx. We can incorporate these 

assumptions into our formulation by using a fundamental property of 

conditional probabilities: 

var (NJ =Ex [Var(NIX) I +vazx (E[NIXl ) 

If we assume a Poisson process, we have Var(NIx) = xx. We can 

rewrite the last equation as: 

Var (N) =Ex 11x1 +Var, (1X) 

With the expectations taken over the variable x, x is a constant 

and can be taken outside of the operator. The variance of a scalar 

times a random variable is the scalar squared times the variance of 

the random variable. We previously defined E[x]=l and Var(x)=fl. 

Thus we can rewrite the previous equation as: 

.i I -l 



Var(N) =L+pXa 

For P exposure units, with the same parameters, we have: 

For the total amount, T, for a single exposure unit, we have: 

This can be written as: 

Var(T)=E,[Lxp2(1+a) 1 +Var,(Axp) 

For P exposure units with the same parameters, we have: 

(4) 

Although we used the same notation, 8, for the population 

heterogeneity for both counts and amounts, in reality there may be 

a different value in the two different contexts. For example, 



there may be differences in the average claim size as well as in 

claim frequency. 

For equation (4) above, we note that the first quantity is the 

'I recess P variance I@ or the variance given one exposure unit and , 

known parameters, from equation (3). The second quantity is the 

product of fi, the variability in the insured population (given a 

mean of l), and the square of XP, which is the mean. This second 

quantity is the "variance of the hypothetical means." The hp term 

is a scalar that results from the variance calculation. Indeed, we 

can rewrite the first term, eliminating the square of the scalar, 

as: 

This quantity represents the process variance relative to the mean, 

just as p is the structure variance, relative to the mean. We will 

use the term "relative variance o to be the ratio of a variance to 

the square of the mean. It is the coefficient of variation 

squared. 

The Basic Credibility Formula 

Using the fundamental formula for conditional probabilities, we can 

write Var (T) as: 



Var(T)=E,[Var(T[X) 1 +Var,(E[TIxl) 

This is the same form as: 

Var(T) =az+T2 

Here aa is the average process variance and 71 is the variance of 

the means of the insured population. If we define 72 and da in 

terms of one exposure unit, our credibility formula (1) becomes: 

(5) 

It is important to note that the denominator of the credibility 

formula is the total variance for the insured experience. Thus we 

have a general formula for credibility that conforms to our risk 

theory model of the claim process. For claim counts, we have az=x, 

and 7==flXa. Dividing through by x we have: 

(6) 

If we divide through by ,9X, we get the generalized formula, 

l/(l+K), with: 



For P exposure units, we substitute PA for h above. This gives us 

an extra P in the 71 terms. By the same operations, we arrive at 

the generalized formula for 2 = P/(P+K), with the same K as above. 

It will be useful to write the credibility in terms of the expected 

claim count, E=PX. Thus we have: 

E z=- 
E+K’ 

(7) 

where K’=l/B. 

If A is defined in terms of amounts, then o*=Xp'(l+a) and 

7’=8(Ap)‘. Dividing through the general formula for Z by hga 

yields: 

Dividing this through by flh leads to the formula for K: 



We can also see that the scalar term for the mean will appear, 

squared, in both the u' and 7’ terms. These items will Cancel in 

the credibility formula. We will be left with a formula for K that 

is the following ratio: 

KI (Relative) Process Variance 
(Relative) Structure Variance 

For counts, the numerator is I/A and the denominator is 0. For 

amounts, the numerator is (l+a)/A and the denominator, again, is fi, 

although the numerical value 6 may be different for counts and 

amounts. 

It also will be useful to analyze the total relative variance. We 

remember that the total variance is al+7~ and the relative variance 

is calculated by dividing the variance by the square of the mean. 

For the above credibility formulation, for counts, we have the 

following formula: 

Total Relative Variance=++p 

We know that the Poisson relative variance is l/A. Thus the excess 

relative variance, for this formulation, is 8. 



Risk Shifting 

One of the limitations mentioned in connection with the Poisson 

assumption was the changing of an individual's mean costs over 

time. This can be handled formally, by an adjustment to the 

credibility formula. This phenomenon has been called by various 

names, such as "parameter uncertainty" (see Meyers [lo]) or "risk 

shifting" (see Mahler [6], [7] and Venezian [13].) An interesting 

application is presented by Meyers [lo], concerning the merit 

rating of Canadian automobile insurance. 

In effect, the basic risk theory formulation breaks down when 

exposure is added for a given insured. Instead of credibility 

increasing approximately in proportion to P, in the general 

credibility formula, the increase is significantly less. There is 

an intuitive explanation. since the insured's mean costs may 

change over time, there is uncertainty that its historical mean may 

be the same as its future mean. 

This phenomenon can be modeled in the same manner that we modeled 

heterogeneity among different insureds. The heterogeneity 

parameter, of course, should be different. Instead of reflecting 

the differences among the insured population, it reflects the 

differences for a given individual over time. 

We define 6 as the variance of the individual insured's mean costs 

over time. We should note that it may be difficult to 



differentiate between fi and 6. Both parameters reflect the 

differences in individual insured experience; fl reflects those 

differences between individuals in the same period and 6 reflects 

differences between the same individuals in different periods. 

Since we do not have the opportunity to observe different 

experience for the same individual in the same period, there may be 

some ambiguity in the measurement process. 

The main difference in the mathematics from the previous 

formulation is that the process variance is different. Instead of 

being A for counts, it now becomes: 

For amounts, the process variance is: 

The formula for credibility, 7*/(~~+7~), for counts, becomes: 

The total relative variance is lfA+s+fl. The excess relative 

variance is 6+fl. 3ividing through by @A, we can rewrite the last 



equation as: 

(8) 

If we let K=l/j% and we define 5=1+6/p, then we have a general 

credibility formula, Z=l/(l*J + X). For P exposure units, we can 

derive the equation: 

P z=- 
PJ+K 

We can also state the credibility in terms of E, the expected claim 

count: 

where J has the same definition as above and X'=l/fi, as before in 

the basic credibility formulation, (7). 

For amounts, we derive the credibility formula: 



This has the same 3 as for counts, above, and the same K as for 

amounts in the basic credibility formulation. 

We have the following changes from the basic formulation. The 

process variance is now larger, since there will be more 

variability in the individual insured's experience. The excess 

relative variance is the sum of 6 and 8. When we estimate fi, we 

will have a smaller structure variance. Thus a2 is now larger and 

ra is now smaller. The credibility will be reduced. 

We should note that the maximum credibility is l/J. In effect, we 

are saying that since the individual's mean cost may be different 

in the future than it was in the past, we may not be insuring the 

same risk and, hence, we will always give some credibility to the 

class average. 

Heterogeneity within the Insured 

The rationale for the next generalization in the credibility 

formula does not apply to individual doctor experience. It may be 

useful, however, in developing formulas for group experience. This 

generalization has been used by the NCCI. As with risk shifting, 

we have a situation where adding exposures does not yield as much 

credibility as if all exposures had had the same underlying risk 

parameters. 

In the first credibility formulation, we developed a parameter 8, 



which described the variance in the insured population. We now 

want to develop credibility for groups. If all of the doctors in 

the group were equally good or equally bad, we could apply the 

first credibility formulation, using P to represent the exposure 

for the number of doctors in the group. In all likelihood, 

however, the group will have some better doctors and some poorer 

doctors. Some of the underlying risk factors, such as geography, 

might apply to the entire group; other risk factors, such as 

training and experience, would be different for different members. 

If the composition of the group was entirely random, with respect 

to the insured population, we could rate each doctor individually; 

there would be no additional statistical validity to the group 

experience, apart from the individual doctor experience. 

We define y as the variance of mean costs (adjusted by class) 

within a given group or insured. We expect that 0 c y < fi. In 

other words, the variability within the group is not as large as 

the insured population, but it is not zero. 

The variance of the insured population means is different than 

before. Here the "insured population" is groups with a degree of 

heterogeneity. Some part of the variance will be proportional to 

the number of exposures (i.e., each exposure has the same 

parameters, for which the variances are additive) and some part 

will be proportional to the square of the number of exposures. We 

can write this as: 



rZ=ly+(P-y) I2 

We know from the previous development that, for counts: 

We also know that the total variance, ignoring the possibility of 

h>O, is h+fiX=. Fran this we can solve for E=y(X-1)/h. Thus we 

have: 

u2=l+y(l-1)l 

Using the general formula for credibility and dividing by fiA2, we 

have: 

Z= 
(1-Y) ++ 

1+& 

For P exposure units, we have: 



In terms of the expected count, E, we have: 

(1-Y) E+y 
Z= 

E+f 
B 

(9) 

We can write this in a more general form: 

(10) 

where I=y/B and K' has the same form as the previous formulations 

for E. 

The interpretation of this formula depends on the specific values 

for the given parameters. As we will see below, this formula may 

produce higher credibilities than the previous two formulations, 

when the expected claim count is low. Excepting this situation, 

however, we can relate this formula to the previous formulations. 

We see that the (1-I) term reduces the effectiveness of additional 

exposures. Since the exposures within a group are heterogeneous, 

we would not expect to generate as much credibility per additional 

exposure, compared to the situation where all exposures had the 



same parameters. We can also see that rz is generally lower than 

it is in the other formulations, because we have incorporated some 

of the population heterogeneity into the process variance for the 

insured. 

The NCCI credibility formulation includes both risk shifting and 

insured heterogeneity. The credibility may be developed from the 

formulations for 03 and 7’. As a practical matter, the sample data 

we used for this paper is not sufficient to separately estimate all 

of the required parameters. 

4. PARAMETER ESTIMATION 

There are several different approaches that we can take to estimate 

the appropriate credibility. We may estimate the credibility 

directly, by using claim-free discount data or a regression 

approach. This approach basically requires that we have data for 

the same insureds during at least two different experience periods. 

This is probably the best approach to estimating credibility, 

because our theoretical models may not always apply to the real 

world. We may also estimate credibility by estimating the 

parameters in the formulas that we developed above. This may be 

our only alternative if we do not have sufficient data. Even' if we 

estimate credibilities directly, we may want to estimate the 

theoretical parameters, in order to gain more insight into the 

process. 



Direct Estimation of Credibilities 

We will define some generalized notation to simplify the estimation 

equations. Assume that we can measure the experience of Q insureds 

over two different experience periods. For each insured, i, we 

define q, the relative cost ratio for the first period. For 

example, if we have 10 claims for 100 insureds, the average claim 

frequency is 10%. For an insured with one claim, x=10. For an 

insured with no claims, x=0. We define y, as the relative cost 

ratio for the second period. We also define w, as the weight that 

we will apply during the estimation process. We can think of wi as 

being the relative exposure of that insured to the total group of 

insureds. Some of the following equations will have a special 

meaning where the sum of the wits is 1.0. 

Our preference is that the xi be defined in the same manner as A, 

the actual claim experience, that we are using in the modification 

factor formula. We want to test the predictability of the actual 

experience. It is possible that different definitions of q will 

give the same credibility parameters, such as p. For example, 

rating based on reported counts might produce the same fl as rating 

based on CP5 counts. We would expect the level of credibility to 

be different, however, since the reported count frequency will be 

much higher than the CPS frequency. 

We can use any y, data to test the validity of the modification 

factor. Since, ideally, we want to test the actual cost of insured 



experience, our preference might be to use insured amounts for yi. 

As we saw above, however, the variability in results likely will be 

much higher using amounts than counts. Thus using amounts may give 

too much weight to outliers and render the estimation process 

ineffective. Thus, normally we want the 3 to reflect the 

definition of A and the yito reflect the actual costs of insurance. 

We can make substitutions, if we understand the limitations that 

this might produce. 

The simplest estimate for 2 is the claim-free discount. Our 

notation can be made simpler by grouping all insureds by their 

claim experience in the first period. x, would be the relative cost 

in the first period for insureds with no claims. xl would be the 

relative cost for insureds with one claim, etc. y,, would be the 

second period relative cost for insureds with no claims in the 

first period. Similar definitions would follow for yl, etc. The 

weights would represent the percentage of insureds with no claims, 

etc. in the first period. 

The empirical claim-free discount is 1 - yo. This is the 

credibility that applies to this group of insureds. 

We have assumed that the credibility is the same for all insureds 

in the group. The stability of our estimate will depend upon how 

many insureds were claim-free in the first period, as well as how 

volatile the claim experience is in the second period. Note that 

there is no particular requirement for measuring y, in the same 



manner as 2q. We could try several measures of y,, such as pure 

premium and different count definitions. 

This formulation is somewhat limiting, however, in that we do not 

use the experience of non-claim-free insureds. We could expect to 

get a better estimate by using more information. 

Least Squares Regression Formulation 

A more generalized formulation uses the modification factor, &, to 

estimate the second period experience: 

pi=zxi+ (1-Z) 

In effect, we want the most appropriate credibility, Z, to convert 

the insured's first period experience into a prospective rate for 

the second period. We can derive a mathematically appropriate 2 by 

selecting some criteria to minimize the differences between the 

predicted experience (MJ and the actual experience (yi). Although 

it is not the only possible criterion, least squares minimization 

is commonly used to determine Z. Thus we have the following 

formulation: 



C=Ci Wi (ZXi+l-Z-Y,) * 

We can solve for Z by taking the partial derivative of C with 

respect to Z and setting the result equal to 0. 

ace 
x- )-, 2wi(z(x,-l)+l-Y,) (x1-1) 

We can separate out the terms that have Z and those that do not. 

g=2ci wi2(x,-1)*+w,(1-yi) (xi-l) 

When we set this equal to zero, the 2 drops out. We can put all 

the Z terms on one side of the equation and the non-Z terms on the 

other side. Since Z is a constant, we wind up with a ratio for Z: 

z= C, WI (Xi-l) (Vi-') 
C, Wi (Xi-l) * 

If the sum of the wi is 1.0, the denominator is the total relative 

variance and the numerator is the relative variance of the means of 
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the insured population, the structure variance. If the wi are the 

exposures for both q and y,, and the sum of the wi is 1.0, then the 

formula simplifies to: 

z= CC, wixiYi) -I 

(Ci wrxj2) -1 

We can also use this formula for grouped rather than individual 

insured data, but we must define the groups by the first period 

experience. For example, we might divide the data into ten groups, 

the first having the lowest loss ratios in the first period, etc. 

This approach can remove the undue impact of outliers. Strictly 

speaking, Z will be optimal for the selected group means, not for 

every insured. 

Exhibit II graphically depicts the regression process. It shows 

the prior relative frequencies (a s the subsequent relative 

frequencies (yi), and the modification factors (M,), which are the 

fit of the regression line between the prior and subsequent 

experiences. The estimate based on the claim-free discount is 

almost the same as the regression estimate; it can be different 

because the regression takes into account the experience of all of 

the insureds. 

In certain cases, we may wish to pool data together for which we 

know that the credibility is different for different insureds. 



This formulation would be: 

9=z,xi+1 -z, 

Since the Zi vary for each insured, we cannot solve for a single 

value of Z. If we can formulate a reasonable function for Zi, 

however, we can use the least squares approach to solve for the 

parameters of our Zi function. Reasonable candidates for the 

credibility function can be developed from risk theory, as we 

showed in an earlier section. Given two periods of data, we would 

be limited to estimating one parameter. For example, we may assume 

that the appropriate credibility function is: 

(11) 

where xi is the expected (mean) frequency for class i. We may use 

the regression approach to solve for fi. In effect, we are 

determining the optimal ,9, if credibility does indeed follow the 

postulated function. If the selected function is not appropriate, 

we may not get a reasonable estimate for 8. If the credibility 

function is complicated, we may not be able to calculate the 

optimal parameter from a simple equation. We might have to resort 

to numerical methods. 



Estimation of Credibility Parameters 

The parameters A, a, and p can be estimated from single-period 

experience. In fact, we do not even need individual insured 

experience to estimate them. (We do need individual claim 

experience to estimate a, but X and /J may be readily available from 

aggregate data or other projections.) If we can somehow obtain 

estimates for fl, 6, or y, and we also have confidence in the 

correct form for the credibility function, we do not need to obtain 

ibi two periods of individual risk data to test the cred lit ies. 

Estimates for the Structure Variance, fl 

The simplest estimate for the structure variance comes from the 

basic properties of the Poisson distribution. Since we know that 

the mean and variance of the Poisson are the same, any "excessU8 

variance in the data can be thought of as being the structure 

variance. 

Var(N -I 
p= 12 

Exhibit III displays an example. It shows the actual number of 

doctors with a given number of claims. It also shows the 

theoretical number of doctors who would have had that many claims, 

had the distribution been Poisson. Under some generalized 

assumptions, incorporating the excess variance yields a negative 



binomial distribution, which is also shown. We see that the actual 

distribution is more dispersed than the Poisson assumption. There 

are far more doctors with no claims, and more doctors with only one 

claim, than the Poisson assumption would indicate. Of course, to 

balance out, there are also more doctors with large numbers of 

claims than the Poisson assumption would indicate. The negative 

binomial provides a reasonably good fit to the data. It should be 

noted, however, that the excess variance method is greatly affected 

by the small number of insureds that will have very unusual 

experience. If we have a relatively limited sample, we would 

expect the excess variance estimates to be volatile. 

Unfortunately, the structure variance may not be the only component 

of the excess variance. Other credibility formulations, such as 

risk shifting and within-insured heterogeneity, also affect the 

excess variance. We can think of the excess variance as being a 

combination of all of these effects. Given a reliable estimate, 

the excess variance is probably an upper bound an the structure 

variance. 

We obtained another estimate for the structure variance from the 

numerator in the regression approach, where the sum of the wi is 

1.0: 

fl =Ci Wi (Xi-l) (Yi-l) 



If the wi are the exposures, the formula simplifies to: 

8= (Xi WiXiYi) -1 

This regression formulation probably is more reliable than the 

excess variance approach, because it is based on the predictability 

of actual data. This formula can be found in Woll [15] and can 

apply to any claim data (i.e., counts or amounts). We can also 

apply this formula to grouped data, although we must group by the 

loss experience in the first period. We also would expect the 

grouping process to bias the estimate on the low side, since we are 

taking differences of group means. We could correct for this bias 

by multiplying by the ratio of the total relative variance for the 

individual insureds to the total relative variance of the groups. 

Another estimator for the structure variance is: 

var ( T) p=z - 
E2 [Tl 

This can be used with a variety of inputs. The estimate for 2 can 

come from claim-free discount data. The ratio on the right is the 

total relative variance. This can be calculated from one-period 

data. We can adjust the claim experience for all insureds by the 



mean experience and then calculate the variance over all insureds. 

This estimator is based on the general credibility formula, 

z=r=/ (u2+72). It can be used for either count or amount data. 

Another estimator is taken from Woll [15]. This was developed for 

count data where the structure function (x) has a gamma 

distribution. 

Numerical Examples 

We will present various numerical calculations, based on actual 

data. The data was developed from the experience of one insurer in 

one state, for insureds that were continuously insured for seven 

years on an occurrence form. The "prior" period consisted of the 

first five years and the "subseguent" period consisted of the last 

two years. The evaluation date was about four years after the 

inception of the last policy year. For this insurer, most claims 

have been reported for the subsequent period, but many of these 

remain open. The large majority of claims from the UVpriorl' period 

are closed. Data was available for the reported count, the closed- 

paid count, the CP5 count, and the basic limits amount, for both 

periods. Data was segregated for nine different class groups, 

based on the current classification plan by specialty. There are 



some rating variables that are not reflected in the class 

groupings. 

Exhibit IV shows numerical calculations for a number of the methods 

described above. This data includes the experience of 153 doctors 

in a particular rating group. For this exhibit, we have defined 

"A" I the actual claim experience, to be the number of CPS claims in 

the five-year experience period. 91 of the doctors (59.5%) had no 

CP5 claims in the first period. These doctors had 13 CP5 claims in 

the second period, for a frequency of 14.3%. The entire class had 

29 claims in the second period, for a class frequency of 19.0%. 

The relative frequency for the claim-free doctors is 75.4%. Thus 

the claim-free discount, based on CPS count, is 24.6%. (A claim- 

free discount can also be calculated for the other data items, such 

as reported count and pure premium.) 

The CP5 frequency for the group is -660 and the CP5 variance is 

.969. The variance for a Poisson process would be .660, thus the 

excess variance is .309. All of these numbers reflect the 

frequency of the actual data. For analysis purposes, it is easier 

to work with the "relative" variances, which are the actual 

variances divided by the square of the frequency. The total 

relative variance is 2.225. The Poisson relative variance is 1.515 

(the reciprocal of the frequency). Thus, the excess relative 

variance is -710. We could also calculate the excess relative 

variance as the actual excess variance (.309) divided by the 

frequency squared (-660 l .660). 



If we use the basic credibility formulation, fl is the excess 

relative variance, or .710. This would imply a credibility of 

.319, from the formula: Z=PX/(l+fih). If we use the risk-shifting 

credibility formulation, the excess relative variance is the sum of 

fi and 6. 

The regression method produces a credibility of .208. This 

estimate can be interpreted as the ratio of an estimate of fl and 

the total relative variance, which is 2.225, as above. Based on 

the regression method, the estimate of fl is thus .463. This might 

indicate that either: (1) 6 is . 247 or (2) the data is relatively 

unstable. 

The claim-free discount data indicates a credibility of .246. This 

may imply a fi of .548 (= 2.225 * .246). We can also derive another 

estimate of fl from the relative costs of claim-free and one-claim 

insureds in the second period. This estimate is .556, as shown. 

As can be seen, the results for this class are relatively similar 

among the different above methods. We also used first period 

reported count experience. We would expect the numerical amount of 

the credibilities to be different (because the frequency was 

different). The fl estimates could be similar or different, 

depending upon whether the use of reported counts has the same 

predictability as the use of CPS counts. For this data set, the fi 

estimates were quite similar for both reported counts and CP5 

counts. We also used claim-free discount data based on reported 



counts and pure premiums. As we might expect from risk theory 

concepts, the pure premium data was more volatile. 

For some of the classes, the number of insureds was small or the 

actual claim experience was erratic. This raised dual questions: 

(1) how do we determine ,8 for the smaller classes? and (2) does B 

vary by class? 

Exhibit V shows the calculation of the excess relative variance by 

class for reported counts. Several classes have p's of about .6 or 

.7 and several are in the .2 to .3S range. This might indicate 

that the p's vary by class. Class 6, however, has the lowest 

excess relative variance of . 215 for reported counts. we saw in 

Exhibit IV that its fl for the CP5 count was about .5. We can also 

estimate the B's by the other methods. 

Exhibit VI estimates p using the claim-free discount method. For 

two classes, the subsequent claim experience for claim-free 

insureds was actually vorse than the average. This would imply a 

negative value for 0. We also note from Exhibit VI that the claim- 

free discount based on CP5 counts is significantly different from 

the claim-free discount based on pure premiums, for several of the 

classes. Part of this probably is explained by the greater 

volatility of pure premium data. We also obtained varying j3 

estimates by class from the regression approach. 

In reviewing the individual calculations, it appears that much of 



the volatility is caused by the relatively low number of insureds 

and claims; and by the undue impact of an occasional outlier. 

There may be a difference in B from class to class, but it does not 

appear to be statistically significant. 

We also pooled all of the data, for the regression and claim-free 

discount methods. We assumed that the credibility function was the 

same as equation (ll), with Xi being the expected claim frequency 

for the class. For the claim-free data, for insureds grouped by 

CPS in the first period, the estimate of j3 was .54, based on CP5 

counts in the second period, and . 59, based on pure premiums in the 

second period. For insureds grouped by reported count in the first 

period, the estimate was -54, based on CP5 counts in the second 

period, and . 36, based on pure premiums. 

For the regression approach, for insureds grouped by CP5 in the 

first period, the estimate of fl was .51. When insureds were 

grouped by the reported count in the first period, the estimate was 

.50. 

Estimates for 6 and y 

We have mentioned that all three parameters, fi, 6, and y, arise in 

a similar manner, to explain additional variance beyond a Poisson 

process. The basic formulation for 6 is a shifting of parameters 

over time. With more years of data, it might be possible to 

estimate this parameter. The basic formulation for y is 



heterogeneity among different doctors within the same insured 

group. We could estimate this parameter if we had credible data 

for at least several different size groups, and we assumed that the 

same heterogeneity applied to all size groups. In fact, the NCCI 

has used a similar approach to calibrate all of its credibility 

parameters. It divided risks into various size groups; it 

estimated optimal credibilities for the different groups; and it 

fitted these optimal credibilities to a credibility function. 

We can use the above numerical example to see whether 6 might be 

significant. If the risk-shifting formulation is correct, the 

total variance will include a provision for B and 6, as well as the 

usual Poisson variance. The excess variance estimate should be the 

sum of fl and 6. The numerator of the regression credibility 

estimate, however, should only include fl. Thus we can compare the 

two estimates to see if the excess variance estimate is 

significantly larger. Exhibit VII shows this comparison for the 

classes for which the individual estimates were satisfactory. In 

some cases the excess variance estimate is higher and in some cases 

it is lower! It does not appear that the excess variance estimate 

is consistently higher. In practical terms, this might imply that 

a doctor's inherent risk does not change appreciably over time. 

Other Published Data 

TWO published papers, Ellis [2] and Venezian [12], give some 

estimates of credibility parameters. The Ellis data included the 



number of closed-paid claims against doctors in various 

specialties, for four years, 1980 through 1983, in New York State. 

It is not clear what the authors used for exposure, but it would 

appear to be licensed doctors. The authors published theoretical 

prospective mean frequencies for doctors, in a given specialty, 

that had various numbers of closed-paid claims within a five year 

experience period. Comparing the prospective frequencies for (1) 

doctors with no claims and (2) all doctors, yields the 5-year 

claim-free discount, or credibility, for the 5-year experience. 

Except for some minor differences, probably caused by slightly 

different methods of estimation, we can generate the same 

credibilities using the procedures outlined above. The Ellis 

method is equivalent to a credibility formula of flx/(l+px), where 

B is the excess relative variance and A is the S-year mean 

frequency. We have estimated the excess relative variance from the 

claim count distribution given in the paper. The results are shown 

in Exhibit VIII. 

For most of the specialties, the excess relative variances are much 

higher than those estimated from the above data set. There are 

several reasons for this. First, it is not clear what exposure was 

used. If it was licensed doctors, which includes retired, part- 

time, and government-employed doctors, a substantial number of the 

doctors would have virtually no claim exposure; we would e.xpect 

the excess variance to be higher than that for full-time doctors in 

private practice. Second, the exposure does not differentiate 

among other class variables. An insurer's premiums could vary 
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significantly within a given specialty, due to class relativities, 

geographical relativities, and other rating variables. It is 

interesting to note that the specialties that are more likely to be 

grouped into one insurance class, such as anesthesiology, general 

surgery, neurosurgery, obstetrics, and urology, have much lower 

excess variances. Third, New York State could have more 

geographical variation in costs than the state our data was taken 

from. Fourth, some doctors are not insured voluntarily. These 

doctors may have an extreme number of claims, which would produce 

a much higher excess variance than an insured population. In any 

case, we might use this data as an upper bound on ,6. 

The Venezian data was taken from the Pennsylvania Medical 

Professional Liability Catastrophe Loss Fund, which covers both 

excess losses (attachment points have varied over time) and late 

reported claims (over four years). Although this data came from 

insured doctors, the exposures were estimated by the authors. The 

excess relative variance was estimated from the data in the paper 

and is shown by specialty in Exhibit VIII. With one exception, the 

excess variances are smaller than in Ellis. Most of the above 

comments apply to these estimates, as well. 

5. PRACTICAL CONSIDERATIONS 

This section will consider several practical considerations in the 

design of a merit rating plan. Is it better to use counts or 



amounts? Is it better to use the reported count or the CP5 count? 

What is the best length of the experience period? Is the 

credibility different if we offer only discounts and have no 

surcharges? How do we calibrate the expected costs? What if we 

use non-optimal credibilities? HOW do we establish a formula for 

insured groups? 

Counts or Amounts? 

The NCCI and IS0 use amounts, rather than counts, in their merit 

rating plans. The situation for doctor professional liability 

insurance, however, may be different. We can analyze the situation 

by reference to the formula for K, in the basic credibility 

formulation: 

The K for counts is similar, but a 1 replaces the (l+a) in the 

numerator. 

For amounts, the K will be (l+a)-times larger, if the fl is the 

same. For one exposure unit, the credibility of claim amount 

experience will be only about l/(l+a) times as much. To the extent 

an individual's experience is relatively better or worse than the 

average, it will only receive credit for about l/(l+a) of that 

difference. The claim-free discount also will be only about 



l/(l+a) as much. 

It is likely that claim severity varies among insureds within the 

same class. If so, we would expect the fi to be larger for amounts 

than for counts. Most likely, however, the fl will not increase by 

as much as (l+a). For doctors, for basic limits of $100,000, (l+a) 

may be about 2 and for basic limits of $200,000, (l+a) may be about 

2.5. We would expect that fi for amounts would only be marginally 

higher than 0 for counts. Thus using amounts rather than counts 

would cut the credibility and the claim-free discounts about in 

half. 

Which Count? 

There are several choices for claim counts. We could use reported 

claims, closed-paid claims, or possibly some non-nuisance claim 

definition, such as CP5. We can analyze this situation by 

reference to the basic credibility formula, defined in terms of the 

expected count, 5: 

E z=- 
E+K 

where K=l/fl. We note that credibilities generally will be higher 

for higher expected counts. We saw above that the fi's for reported 

counts and CP5 counts tended to be about the same. This result 

might not be universa 11~ am licable, but we might conclude that the 



B's would not increase in the same proportion. Thus reported 

counts would generate more credibility and higher claim-free 

discounts. If the B's happened to be the same, the credibility for 

reported count experience might be three to five times higher, 

depending on the claim frequency for the class and the length of 

the experience period. 

Using reported counts, however, may cause consumer relations 

problems. It is common for every surgeon in the operating theater 

to be named in a suit, even if only one is likely to be 

responsible. Most claims will be closed without a payment or for 

a nuisance-value payment. Even if more costly doctors are sued 

more often (which is the logical consequence of the ,L?'s being the 

same), it may be difficult to charge an individual doctor more, 

just for being named in a suit. 

On occurrence policies, in particiilar, charging for reported claims 

may also deter or delay the reporting of claims. This could have 

adverse consequences for both the claim settlement process and the 

ratemaking process. 

Prom a pricing perspective, using reported counts probably is 

preferred. Practical considerations, however, may favor a CP5 

program. 



What Should be the Length of the Experience Period? 

Both the NCCI and IS0 use a three-year experience period as a 

standard. Claim frequency for doctors, however, is quite low, 

particularly when using CP5 counts. Current doctor merit rating 

programs typically give a certain discount for each year of claim- 

free experience. This is a reasonable approach, although the 

discount percentages should vary by specialty. Recall that the 

basic credibility formula is: 

for counts, for P exposure units. For each additional year of 

claim-free experience, the credibility will increase about PA. 

Assuming p=.5 and x=.02 (for one year), the claim-free discount 

would be about 1% per year. After 10 years, the discount would be 

9.1%. For a higher-rated specialty, where X=.1, the first year 

discount would be about 4.8%, the second year, an additional 4.3%, 

the third, 3.9%, the fourth, 3.7%, and the fifth, 3.3%, for a total 

of 20%. 

The above credibility formulation assumes that the doctor's 

relative cost remains the same over time; i.e., there is no risk 

shifting. If there is risk shifting, and the 6 parameter is 

relatively high compared to 8, the additional discounts for 

additional claim-free years will decline quickly. 



Discount Only Plans 

Current merit rating plans for individual doctors have claim-free 

discounts, but no surcharges. What should the credibilities be for 

this type of program? 

We can use the same regression formulation to select an optimal 

credibility. Let w, be the percentage of doctors with no claims in 

the first period and w, be the remaining doctors. The modification 

factors are 1-Z and 1, respectively. Using these modification 

factors, however, will lead to an "off-balance." That is, the 

collectible premium will be less than the manual premium. The 

amount of the off-balance will be wOZ. The manual rates will be: 

p= 1-z 
o i=q 

j?p-L 
1-w,z 

We can write the optimization function as: 

"p c=JTi wi (pi-yi) 7 

Taking the partial derivative with respect to 2 and setting it 

equal to zero, we obtain the optimal Z=(l-y,)/(l-y,w,,). This result 

can also be obtained in another manner. Since yOwO + y,w, = 1, it 

follows that y, = (1 - yOwO)/(l-w,). The above formula for Z makes 



the prospective rates proportional to the ratio of the actual 

second period experience, yO/y,. 

The given credibility is optimal for the postulated pricing policy. 

It would be more accurate, however, to charge a higher premium for 

every additional claim in the experience period. The above pricing 

policy produces a single rate for all insureds with one or more 

claims. This rate will be relatively too high for the l-claim 

doctors and relatively too low for the more-than-l-claim doctors. 

This can be demonstrated from another perspective. When there are 

only discounts, and no surcharges, the loss of the claim-free 

discount is essentially the surcharge for one or more claims. 

Recalling the general modification factor formula, and assuming 

that the average experience period frequency for the given class is 

A, the appropriate amount to surcharge for each claim is: 

Surcharge=$ 

Given the basic credibility formula, with Z = BA/(l+fih), the 

surcharge becomes B/(1+/3x). If X is relatively small, the 

surcharge will be approximately equal to /?. 

Calibrating the Expected Costs 

Once we have defined the actual claim experience, A, we determine 

E, the expected claim experience, as the corresponding class 



average experience. If E is not calibrated to the class average, 

we will generate an off-balance. We briefly discuss some issues 

with respect to reported counts and CP5 counts. 

First assume that A is defined as the reported count, for claims- 

made coverage, and that the insurer offers a certain fixed discount 

for each claim-free year. If claim frequency has changed over 

time, the optimal discount may be different for each year of 

experience. We may want to select an average frequency for the 

maximum number of years that credits are offered. We also may want 

to add an adjustment for the step of the insured policy, if we use 

the experience on non-mature years. 

We may not have class frequencies or we may want to use our rate 

relativities. In this case, we should remove that part of the 

relativity that reflects differences in severities by class. We 

should also reflect other rating variables in the discounts. For 

example, if we give teaching doctors a 25% discount, logically 

their claim frequency should be about 75% of the class average and 

their credits should be 75% of regular doctors. The same 

adjustment would apply for territorial rate relativities. 

We also may want to apply claim-free discounts to occurrence 

coverage. In this case, we should adjust for the reporting pattern 

of claims. Assume, for example, that 10% of claims are reported in 

the first year, 40% in the next year, 20% in the next year, and 10% 

in the fourth and fi.fth years. Thus the cumulative percentage of 



claims reported would be lo%, 50%, 70%, 80%, and 90%. we also 

assume that the average doctor in this class has an annual 

occurrence claim frequency, X=.20, that has remained relatively 

constant for the past five years. The average doctor would have a 

reported claim frequency of . 18 for the fifth prior year, .16 for 

the fourth prior year, and -14, .lO, and .02, respectively. For 

the five-year experience period, the expected frequency is .60. If 

fi=.5 and we use the basic credibility formulation, 2=23-l% for the 

five years of experience. If we round off and simplify, we could 

give a 5% discount for each claim-free year. We should note, 

however, that after the first year, the expected claim frequency is 

only . 01 and the appropriate claim-free discount is only 1%. (The 

appropriate discounts for each successive year of claim-free 

experience would be 4.7%, 5.89, 5.9%, and 5.7%). 

If we define the actual claim experience, A, in terms of non- 

nuisance claims, such as CP5, there is an additional problem in 

trying to match claim experience to exposure. Even on claims-made 

forms, the average claim may take three years or so to be settled. 

On occurrence forms, the average claim may take six years to be 

settled. One solution is to define A as being any CP5 claim closed 

within the last 5 years, regardless of policy period or occurrence 

date. This approach would be biased in favor of newer doctors, who 

would not have had as much chance to have had closed claims. 



Non-optimal Credibilities 

For various reasons, we may design a plan that has non-optimal 

credibilities. For example, we may have the same discount per year 

for every class, even though we know that classes with higher 

frequencies should receive larger discounts (if their ,6's are the 

same). We may also use a discount only program. 

With non-optimal credibilities, most likely there will be an off- 

balance. An off-balance can also arise if the book of business 

changes over time. (For example, those insureds that would have 

received stiff surcharges may move to a residual market program or 

another insurer.) A negative off-balance causes the class rate to 

be higher than the average class cost. This may cause problems in 

ratemaking and in analyzing claim experience. If off-balances are 

different by class, the ratemaking procedure for class relativities 

should adjust for these off-balances. Profitability analysis 

should focus on collectible premiums, rather than manual premiums. 

Non-optimal credibilities imply an inaccuracy in pricing. This may 

place the insurer at a competitive disadvantage to an insurer that 

has more accurate pricing. An example may help to clarify this 

point. 

Assume that the optimal credibility for claim-free insureds is lO%, 

that the insurer gives a 25% discount and no surcharges, that 

claim-free insureds comprise 80% of the class, that insureds with 



one claim comprise the other 20% of the class, and that all 

insureds have the same experience period. The insurer's off- 

balance would be 20% (80% of insureds receive a 25% discount), 

implying a manual rate of 125% (l/(1-.2)) of the average cost. The 

claim-free insureds would pay 93.75% (.75 x 1.25) of the average 

cost and the non-claim-free insureds would pay 125%. 

The most accurate cost estimate for a claim-free doctor would be 

90% of the manual rate. The off-balance would be 8% (80% times 

10%) and the manual rate would be 108.7% (l/(1-.08)) of the average 

cost. The claim-free doctor would pay 97.8% of the average cost 

(.9 x 108.7%) and others would pay 108.7%. The optimal competitor 

could insure all the l-claim doctors at a profit, while the given 

insurer would be left with all of the claim-free doctors, at a 

loss. 

As a general rule, if claim-free discounts are higher than the 

optimal credibility, claim-free doctors will be under-priced and 

the non-claim-free insureds will be over-priced. The insurer will 

be vulnerable to price competition for the non-claim-free doctors. 

Another way of looking at this is as follows. When a doctor has a 

claim, it loses its claim-free discount and its premium increases. 

The additional premium is more than the insurer needs to profitably 

insure that doctor. 



Group Formulations 

Finally, we consider merit rating formulas for groups of doctors. 

To a large extent, the practical problems discussed above will also 

apply to groups. Given that the claim frequency may be much larger 

for groups, we may prefer a plan that looks more like the NCCI or 

IS0 plans. We discuss the components of the merit rating formula, 

A, E, and Z, in turn. 

The choices for the actual claim experience, A, include all of the 

possible choices for individual doctors, plus several more. Since 

groups are likely to have several experience period claims, the 

claim-free discount approach may not be practical. Most likely we 

will use a fixed experience period, of three, five, or more years. 

The credibility we can assign to the group's experience will 

increase for each additional year of experience. The amount of the 

increase will depend upon several factors, such as: whether there 

is risk-shifting among individual insureds over time, whether the 

composition of the group changes over time, and the extent to which 

there is heterogeneity within the group. 

If we use claim counts for A, we may want to define them in terms 

of occurrences. That is, more than one member of a group may be 

sued for a given incident; the statistical validity of this 

multiple-claim single incident is probably not much different than 

that for a single-claim single incident. 



We may want to consider using loss amounts. The reduction in 

credibility that we saw above, for the variability in the claim 

size distribution, should be more than offset by the increased 

number of doctors within the average group. If we use loss 

amounts, we might want to consider a limit on the amount of a 

chargeable claim, as is done in the IS0 plans. The limit could be 

determined so that the increase in the modification factor for a 

maximum claim might be a given percentage (e.g., 25%). Logically, 

this would reduce the credibility that could be given for the 

group's experience, since a would be lower for lower claim limits. 

An adjustment also would need to be made to the expected losses, E. 

Both of these adjustments could be determined from claim size 

distribution data. 

The calibration of E depends upon the definition of A. If we use 

reported counts for occurrence policies for a 5-year experience 

period, for example, we would need to adjust for the reporting 

pattern. The expected frequency might be calculated as the annual 

occurrence frequency times the number of years in the experience 

period times an adjustment for the reporting pattern (e.g., 60% in 

the above example.) If A is defined in terms of loss amounts, we 

need to consider loss development and IBNR. 

The determination of 2 is more difficult, unless we have two-period 

claim experience for large numbers of groups of varying sizes. 

There are several approaches that can be taken. First, we could 

use the same K that we used for individual doctors. Most likely, 



this is not appropriate because all of the doctors within the group 

will not have the same relative cost. This approach would 

overstate credibilities, because the heterogeneity among groups is 

less than the heterogeneity among individuals. (Mathematically, 

the r2 for groups is lower than the 7' for individuals). 

Second, we could use the basic credibility formulation (e.g., (6)) 

and estimate the t3 from group experience. Since the groups (j) for 

which we have data most likely will have different claim 

frequencies ( kj) , we must use a generalized formula for 2, such as, 

zj= (Bxj) / C1+Bxj) * This approach has a few problems. If there is 

risk-shifting among individuals or a change in the group's 

composition over time, the appropriate credibility formula would 

have an additional term in the denominator, e.g., bkj. Thus OUJC 

estimate for fl may not be entirely accurate. In addition, to the 

extent there is risk shifting, the credibilities for very large 

groups should be less than those given by the basic credibility 

formulation. If we do not insure very many large groups and if 

there is reasonable homogeneity among the group, this approach may 

be a reasonable approximation to optimality. 

Third, we could build in risk-shifting and insured heterogeneity. 

In order to measure the appropriate parameters, however, we will 

need additional data. This could be additional years of data for 

the same groups or a segmentation of group data by size. If we do 

not have the necessary data, we may make some educated guesses 

about the value of 6 and y. 
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We can compare the results we get with the three different 

credibility formulations, formulas (7), (9), and (11). We assumed 

that the excess variance was .f. For the first and third 

formulations, /3=.5. For the second formulation, 8+6=.5. We think 

there is a conceptual similarity between the 6 parameter in the 

risk shifting formulation and the y parameter in the insured 

heterogeneity formulation. We think of risk shifting as how 

different subsequent years of exposure are to each other. We think 

of insured heterogeneity as how different sub-exposures within the 

same experience are to each other. 

We have prepared two graphs, Exhibits IX and X. The first shows 

the case where b=.l, or relatively small compared to 8. This would 

occur for groups that are relatively homogeneous. The second graph 

shows the case where 6=.167, or the group is less homogeneous. We 

see that the credibility is always lower for the risk-shifting 

formulation. For less homogeneous groups, the credibility will be 

lower. We also see that the risk heterogeneity formulation 

generally produces lower, though similar, credibility to the risk- 

shifting formulation. For very low expected counts, the risk 

heterogeneity formulation may produce higher credibility than the 

simple formulation. Exhibit XI gives the numerical credibilities 

for these two cases. 



6. CONCLUSION 

Merit rating is the use of the insured's actual claim experience to 

predict future losses. Merit rating modifies the otherwise 

applicable class rate. The modification depends on two factors: 

(1) how much better or worse the insured's experience is relative 

to the class average and (2) how credible (i.e., statistically 

significant) the insured's experience is. Merit rating formulas 

can differ in what claim experience is used. Variations include 

counts or amounts and different lengths of insured experience. 

There are several generic theoretical formulations for credibility, 

that have been used in insurance pricing. Given sufficient actual 

data, the appropriate credibility can be estimated. 

Merit rating is an adjunct to rating plan. It will pick up 

statistically valid information that is not already reflected in 

other rating variables. The rest of the rating structure must be 

considered in calibrating and applying the merit rating plan. If 

the merit rating system creates a collectible premium "off- 

balance," class rates must be adjusted. If merit rating produces 

non-optimal discounts or surcharges, there will be inaccurate 

pricing. If claim-free discounts are too high, for example, those 

receiving the discounts will be relatively under-priced and those 

not receiving the discounts will be relatively over-priced. 

The statistical validity of an insured's claim experience can be 

quantified by "credibility" and used in a merit rating formula. 



Many formulations for credibility are available. Under virtually 

all formulations, credibility will increase with: (1) the 

increasing expected claim frequency of the insured's actual 

experience (xi) and (2) the heterogeneity of the insured population, 

or structure variance, fl, remaining after the application of all of 

the other rating variables. Credibility will decrease with: (1) 

increasing variability in the claim size distribution, a, (2) 

changes in the insured's mean costs over time, or risk-shifting, 6, 

and (3) heterogeneity within the insured (e.g., with group 

practices), y. 

In practice, it is relatively easy to determine the expected claim 

frequency and the variability in the claim size distribution. The 

structure variance can be determined from single-period data (i.e., 

from the excess variance), but this requires the assumption that 

risk shifting and within-insured heterogeneity are not significant. 

It is better to estimate the structure variance from two-period 

data. That is, we must know the relative costs of insureds, within 

the same rating class, in two different time periods. We would 

expect the structure variance to be different for different 

insurers (because they have different underwriting standards), for 

different states, and for different classes. 

Risk shifting and within-insured heterogeneity are important with 

respect to the merit rating of group practices. Since all doctors 

within the group will not be equally good or equally bad, 

credibility may not increase with additional exposure as it would 



for an individual doctor. For example, the credibility for one 

doctor's five-year experience is probably higher than the 

credibility of five different doctor's combined one-year 

experience. To measure these factors we need two-period or multi- 

period data for insured groups of several different 

sizes. 

There are several practical conclusions that can be based on the 

general theoretical developments and the actual data presented 

above. Using claim count data will generate more credibility and, 

hence, larger discounts or surcharges, than claim amounts. Using 

reported count data will generate more credibility than closed-paid 

count data, but this may cause consumer relations and other 

problems. Claim-free discounts seem to be a reasonable merit 

rating plan for individual doctors, subject to two limitations. 

The amount of the discount should vary with the class expected 

claim frequency and, generally, the amount should decline for each 

successive claim-free year. 
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Claim-he 

PS 
10% 
20% 
30% 
40% 
50% 
60% 
70% 
80% 
90% 

EXHIBIT1 

REQUIRED MANUAL RATE INCREASES 
FOR GIVEN CLAIM-FREE DISCOUNTS 

10% 

l.Q% 
2.0% 
3.1% 
42% 
53% 
6.4% 
7.5% 
8.7% 
9.9% 

Discounts 
20% 30% 

2.0% 3.1% 
4.2% 6.4% 
6.4% 9.9% 
8.7% 13.6% 

11.1% 17.6% 
13.6% 22.0% 
16.3% 26.6% 
19.0% 31.6% 
22.0% 37.0% 

40% 

4.2% 
8.7% 

13.6% 
19.0% 
25.0% 
31.6% 
38.9% 
47.1% 
563% 

50% 

53% 
11.1% 
17.6% 
25.0% 
33.3% 
42.9% 
53.8% 
66.7% 
81.8% 



EXHIBIT II 

RELATIVE CLAIM FREQUENCY 

0 1 4 

Claims in Prior Period 
m Prior Freq. (x) @!$! Subseq. Freq. (y)+ Regression 



EXHIBIT III 

FREQUENCY DISTRIBUTIONS 
Reported Claim Count 

0 
0 1 2 NLrnbk 

of 
sRepo6rted’Clai~s 9 10 11 

m Actual mp oisson + Negative Binomial 



EXHIBIT IV 

PARAMETER ESTIMATION EXAMPLE 

Prior Period 
Relative Relative 

Subsequent Period 
Relative Percentage 

m Docrors of Doctors Claims Extension Frequency Variance Ciaims Frequency 
N P w NP wNN x WXX 9 qfp 

0 
1 
2 
3 
4 
5 

Total 

Frequency 

91 
36 
17 
6 
2 
1 

153 
(a) 

59.5% 0 0.000 
23.5% 36 0.235 
11.1% 34 0.444 
3.9% 18 0.353 
1.3% 8 0.209 
0.7% 5 0.163 

100.0% 101 1.405 
(b) (c) 

0.660 
(l)=(b)@) 

Nominal Relative IO Mean 
Source m Source m 

(3) Frequency (1) 0.660 
(4) Total Variance (c)-(l)(l) 0.969 
(5) Poisson Variance =(3) 0.660 
(6) Excess Variance (4)-M 0.309 

parameter Eslimalcs 
Regression: 

CredibilFet [(f)- l]/(8) 0.208 
(O-1 0.463 

Other: 

0.000 0.000 
1.515 0.540 
3.030 1.020 
4.545 0.810 
6.059 0.480 
7.574 0.375 

NW) 
3.225 

(4 

I3 
8 
6 
1 
0 

R 
0.190 

(2)=W@) 

By DePn l.ooO 
w- 1 2.225 

11(l) 1.515 
W-C’) 0.710 

0.143 
0.222 
0.353 
0.167 
O.C@J 
l.ooO 

Frequency 

0.754 
1.172 
1.862 
0.879 
0.000 
5.276 

q4Wl 

Extension 
wxy 

O.WO 
0.418 
0.627 
0.157 
OSKKI 
0.261 

1.463 
(0 

(11) Cl-FreeD, Z 0.246 
Beta 0.548 
Bela (Y~-$W 0.556 



EXHIBIT V 

8 

EXCESS VARLANCE hfETHOD 

No. of 
Doctors 

(1) 

No. of Total 
Rep-ted Relative 

w Fre.quency Variance 
(2) (3)= (4) 

PM 1) 

98 64 0.653 
725 674 0.9330 
208 187 0.899 
291 413 1391 
198 236 1.192 
170 386 2271 
153 485 3.170 
41 145 3.537 
28 85 3.036 

2.206 
1.429 
1.837 
1352 
1.161 
0.903 
0530 
0.605 
0.670 

Poisson EocesS 
Relative Relative 

Variance Variance ~ ~ 
VI= (6) = 
l/(3) (4) -C? 

1.531 0.675 
1.076 0.353 
1.112 0.725 
0.719 0.633 
0.839 0322 
0.4dU 0.463 
0315 0.215 
0.283 0322 
0.329 0.341 



EXHIBIT VI 

Doctors Claim-free Frequency CP5 Counl Variance 
(1) (2) (3) (4) (5) 

0 
1 
2 
3 
4 
5 

g 6 % 
7 
8 

98 88 0.102 - 11.4% 8.800 -1.003 -11.0% -0.968 
125 624 0.154 3.7% 6.8&l 0.254 3.5% 0.240 
208 172 0.183 12.1% 5.050 0.611 3.7% 0.187 
291 233 0.285 4.1% 5.971 0.245 44.4% 2.651 
198 155 0.261 -1.4% 4.004 -0.056 -2.1% -0.084 
170 105 0.547 30.6% 2.322 0.711 31.3% 0.727 
153 91 0.660 24.6% 2.225 0.547 16.1% 0.358 
41 22 0.829 33.4% 1.696 0.566 20.6% 0.349 
28 17 0.464 58.8% 1.817 1.068 52.0% 0.945 

Total 1918 1507 

CLAIM- FREE DISCOUNT MEIl3OD 

No. of No. 
Class Claim-free Total 
CP5 Discount Relative Bela 

Eslimale 
lb)= 

(4)(5) 

Claim-free 
Discount 

Pure Premium 
(7) 

Beta 
Eslimale 

@I= 
(7)(5) 

Notes: 1. (5)=(4)*Total Relative Variance 
2. Bad on CPS count. 



EXHJXTW 

IS THERE RISK SHIFlTNG? 

Relative 
w Variance 

1 0.353 
2 0.725 
3 0.633 
4 0322 
5 0.463 
6 0215 

Sum 2.711 

Note: Based on reported counts. 

Regression 
Estimate 
for Beta Difference 

0318 0.035 
0570 0.155 
0.843 -0.235 
0371 -0.049 
0370 0.093 
0.228 -0.013 

2.725 -0.014 

Percentage 
Difference 

9.9% 
21.4% 

-37.1% 
-152% 

20.1% 
-6.0% 

-05% 



EXHIBIT Vi11 

OTHER DOCTOR EXPERIENCE 

I. Ellis, Gallup & McGuire 

Anesthesiology 
Dermatology 

Family Practice 
General Surgery 

Internal Medicine 
Neurosurgery 

Obstetrics/Gynecology 
Ophtbaimology 

Orthopedic Surgery 
Otolaryagology 

Pediatrics 
Plastic Surgery 

Psychiatry 
Radiology 

Urology 
All Other 

II. Venetian. Nye & Hoffiander 

j-Year 
Claim-free 

Discount 

3.4% 0.20 
28.4% 4.04 
17.6% 2.88 
20.2% 0.90 
24.1% 3.87 
30.5% 1.07 
29.4% 1.08 
37.0% 3.46 
52.6% 4.22 
38.2% 2.64 
23.6% 4.65 
59.6% 6.78 
24.2% 22.89 
21.0% 2.92 
19.2% 1.22 
10.0% 5.22 

Soecialty 
Mean Relative 

Fresuency Variance 

Anesthesiology 
General Surgery 

Internal Medicine 
Neurmurgery 

Obstetrics/Gynecology 
Ophthalmic Surgery 
Orthopedic Surgery 

7.5% 0.46 
14.4% 1.10 
3.6% 0.19 

50.0% 0.72 
18.7% 0.62 
3.0% 5.34 

25.7% 1.37 

Excess 
Relative 

Variance 

S-Year 
Mean 

Frequency 

16.3% 
9.2% 
7.1% 

35.2% 
8.3% 

42.8% 
39.9% 
15.2% 
26.0% 
24.5% 
7.0% 

34.2% 
1.7% 
9.1% 

15.9% 
2.5% 



GROUP CREDIBILITIES FOR VARIOUS FORMULATIONS 
Group More Homogeneous o,9 , 

1: L-L.m, .-.--I # # 
0.5 1 1.5 2 2.5 3 

t 1 , , I , 
3.5 4 

, 
4.5 

, Expeited ‘6oun6t 6.5 1 1.5 8 

-.- Basic 
Fktr - .4, Della = .I, osmma = ,125. 

+ Risk Shifting -+ Heterogeneity 

, , 
8.5 \ 9 9.5 IO 



GROUP CREDIBILITIES FOR VARIOUS FORMULATIONS 

0.9 
Group Less Homogeneous 

0.8 

0.7 

0.3 

0.2 

0.1 

Ikla = 

, , , , , , , , ( , , ( , , , ( 

0.5 I 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 I 7.5 a a.5 9 9.5 10 

Expected Count 

-m- Basic --e Risk Shifting +- Heterogeneity 
,333, Della = ,167, Gamma = .25. 



Expected 
Counl Basic 

(1) 
Risk Shihing Heteroeeneicy 

(2) (3) 

Expecled 
&Jg m Risk ShiAing Heterogeneity 

(1) (2) (3) 

0.5 20.0% 16.0% 20.8% 0.5 20.0% 13.3% 
1 33.3% 26.7% 28.6% 1 33.3% 22.2% 

1.5 42.9% 34.3% 34.4% 1.5 42.9% 28.5% 
2 50.0% 40.0% 38.9% 2 50.0% 33.3% 

2.5 55.6% 44.4% 42.5% 2.5 55.6% 37.0% 
3 60.0% 48.0% 45.5% 3 60.0% 40.0% 

3.5 63.6% 50.9% 47.9% 3.5 63.6% 42.4% 
4 66.7% 53.3% 50.0% 4 64.7% 44.4% 

4.5 69.2% 55.4% 51.8% 4.5 69.2% 46.1% 
5 71.4% 57.1% 53.3% 5 71.4% 47.6% 

5.5 73.3% 58.7% 54.7% 5.5 73.3% 48.8% 
6 75.0% 60.0% 55.9% 6 75.0% 50.0% 

6.5 76.5% 61.2% 56.9% 6.5 76.5% 50.9% 
7 77.8% 62.2% 51.9% 7 77.8% 51.8% 

7.5 78.9% 63.2% 58.8% 7.5 78.9% 52.6% 
8 80.0% 64.0% 59.5% 8 80.0% 53.3% 

8.5 81.0% 64.8% 60.2% 8.5 81.0% 53.9% 
9 S1.8% 65.5% 60.9% 9 81.8% 54.5% 

9.5 82.6% 66.1% 61.5% 9.5 82.6% 55.0% 
10 83.3% 66.7% 62.0% 10 83.3% 55.5% 

EXHIBIT XI 

COMPARISON OF DIPPERENT GROUP CREDIBILITY FORMULAE 

GROUP MORE HOMOGENEOUS GROUP LESS HOMOGENEOUS 

Beta = 
Delta = 

Gamma = 

0.400 
0.100 
0.125 

Notes: (1) Z = E/(E + 2). Notes: (I) Z = E I (E + 2). 
(2) Z = E/ (1.25 E + 2.5). (2) Z = E/(1.5 E + 3). 
(3) Z = ( .75 E + .25 ) I ( E + 2). (3) 2 = ( .5 E + 3 ) / ( E + 2). 

Bela = 0.333 
Delta = 0.167 

Gamma = 0.250 

30.0% 
33.3% 
35.7% 
37.5% 
38.9% 
40.0% 
40.9% 
41.7% 
42.3% 
42.9% 
43.3% 
43.8% 
44.1% 
44.4% 
44.7% 
45.0% 
45.2% 
45.5% 
45.7% 
45.8% 





MONITORING TERRITORIAL RATING: 
A NONPARAMETRIC APPROACH 

Brdford S. Gilr 

575 





MONITORING TERRITORIAL RATING: A NONPARAMETRIC APPROACH 

by Bradford S. Gile, FSA, WUA 

ABSTRACT 

The primary concern in pricing is normally the overall adequacy 

of rates companywide, by state, and by territory. The primary 

concern of this paper, however, is the RELATIVE adequacy of 

rates by parts of a territory: 

1. Is the rating plan for a given line or coverage in a 

particular territory equally "correct" in its various 

parts (counties, Zip Code groups, etc.)? 

2. Is a particular part assigned to the right territory? 

Because even whole territories often have experience of little 

or no credibility, traditional experience analysis is generally 

of little or no use. This paper circumvents the credibility 

problem by developing a nonparametric approach and statistical 

tests of the hypothesis that rates are llcorrect'l throughout the 

territory under investigation. Actual applications of this 

process are shown. 
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I. THE BASIC PROBLEM 

Rating territories are usually defined by the place of 

residence of the insured; the defining parameter is usually 

county or Zip Code, but other parameters are at least 

theoretically possible. The nature of the parameter is, for 

the purposes of this paper, immaterial. For this reason, we 

will use the parameter 8'countytt throughout from now on, 

bearing in mind that we could just as easily use "Zip Code" 

or any other well defined parameter. 

Territories, once defined, may remain unchanged for years 

without question. It might well seem reasonable to ask, after 

several years of experience, "Does our experience support 

our territorial definitions?" More commonly, however, 

the actuary will hear requests for changing the territory 

designation of one or more of its parts. Because experience 

by county is generally considered of little statistical 

value, the decision whether to make the change 

may be based solely on "judgment" ( which may, unfortunately, 

be merely a synonym for political expediency). It is the 

purpose of this paper to develop a scientific approach from 

the experience by county in order to answer two basic 

questions: 

QUESTION 1: Given no external information, does the experience 

indicate that one or more counties of a territory 

is improperly assigned? 

This is a GIABAL question about the territory. 
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QUESTION 2: Given external information about one or more 

counties in a particular rating territory, does 

the experience indicate that these counties do NOT 

belong in the territory to which they are assigned? 

This second question is LOCAL; its focus iS on one or more 

specified counties within a territory. 

II. DEVELOPMENT OF THE STATISTICAL APPROACH 

Consider the experience in a territory split up into M counties over 

an experience period of N years. For each year and county, suppose 

we have Earned Premium, losses on some uniformly consistent basis 

(e-g., estimated ultimate, calendar incurred, case incurred at a 

common age of loss), and exposure units (e.g.,policy-year, 

house-year, car-month,etc.). If we calculate the loss ratios by year 

and county we will, typically, get a matrix of loss ratios that 

fluctuate wildly due to lack of credibility in the individual cells. 

The result may appear to be meaningless. However, IF our pricing 

process is "correct", we would like to be able to assume the 

following KEY CRITERIA: 

1. If in each year the loss ratios for each of 

the M counties are ranked by size , the M 

ranks are equally likely for any given county 

in any given year. 

2. For any given county, rank in any given year 

is independent of the ranks that it has held in 

prior years. 
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It should be noted here that it makes no difference whether the 

ranking is done from low to high or high to low. Purely as a matter 

of personal preference, we will use the ordering 1 = lowest 

M =highest in this paper. 

These key criteria will be satisfied if, for example, the territory 

is perfectly homogeneous and the M counties are all of equal size in 

exposure for each year. If the counties are NOT of equal size, however, 

we have a problem. Suppose that L(N) = losses for population size N, 

G = premium per unit and 

L(N) 
LR(N) = loss ratio = ~ . Assuming perfect homogeneity, 

N.G 

the expected loss ratios will all be equal: 

E(L(N)) N.E(L(l) 1 
E(m(N)) = = = E(m(l)) 

N,G N.G 

But for the loss ratio variances, we have 

Vi=(L(N)) N.VAR(L(l)) VAR(LR(l)) 
VAR(LR(N)) = = = 

N 
(N.G) 2 (N.G)' 

Thus, although all the expected values of county loss ratios are 

equal, the variances are not. Because the variance of the county loss 

ratio is inversely proportional to exposure, the smallest counties will 

have largest variance and may, therefore, be expected to have their 

rankings biased toward the upper and lower extremes. Because variation 

in exposure by county is a virtual certainty in real life, this problem 

must be dealt with. 



The approach adopted in this paper is to substitute a set of linear 

transformations of the loss ratios for the loss ratios themselves. 

The transformed loss ratios will be called "adjusted loss ratios", 

and will be required to meet two conditions: 

(A) The expected values of the adjusted loss ratios are 

equal to the expected values of the actual loss ratios. 

(B) The adjusted ratios of the various counties will, in 

each experience year, have equal variances. 

If we then rank the adjusted loss ratios, the bias due to 

unequal variances disappears. 

Let LR(s,y) be the actual loss ratio for county s in year y, E(s,y) 

its exposure. We will rank ADJUSTED LOSS RATIOS ALR(s,y), 

1 <= s <= M, 1 <= y <= N, in lieu of the actual LR(s,y): 

(1) A~(s,Y) = Z(S,Y) .~=(s,Y) + B(s,Y) 

If we write ELR(y) for the expected loss ratio in year y, (A) will 

require that (2) B(s,y) = (1 - Z(s,y)).ELB(y). Now since 

2 
VAR(ALR(s,y)) = Z(s,y),VAR(LR(s,y)) and the variance of the loss 

ratio is inversely proportional to exposure, we may write 

2 
V(Y) .Z(S,Y) 

(3) Vm(Am(s,y)) = I 
E(s,Y) 

where V(y) is the loss ratio variance in year y on one unit exposure. 

If we now take ratios in (3) for two counties sl and s2 in year y, we 

get 2 
E(sl,y) 

(4) = 
E(S2tY) 



as a necessary relationship for common variance amongst all counties 

in year y. Now the combination of (1) and (2) gives 

(5) A=(s,y) = Z(S,Y) -~(s,Y) + (1 - Z(s,Y)) .E~(Y) 

which looks very much like a credibility formula. There are, 

of course, infinitely many ways in which the Z values may be 

defined to satisfy (4). This could well be a fertile area 

of further inquiry. The following definition of Z(s,y), however, 

is very appealing: 

This definition not only satisfies (4), but it also gives 

Z values between 0 and 1 which increase with exposure and 

equal 1 for the county of maximal exposure. Moreover, 

if all exposures ARE equal, the Z(s,y) = 1 and the adjusted 

loss ratios are equal to the actual loss ratios. The 

combination of (6) with (5) defines the adjusted loss ratios 

as credibility adjusted loss ratios such that the largest 

county is assigned full credibility and partial 

credibility is assigned to the other counties according 

to the traditional square root rule. Such adjusted loss 

ratios by county have the same expected values as the 

actual loss ratios and common variance, so that ranking of 

the adjusted loss ratios will not be biased due to unequal 

variances. 



Moreover, the variances of the adjusted loss ratios satisfy 

V(Y) 
(7) VAR(ALJI(s,Y)) = VAR(ALR(m,Y)) = 

MAX ( E(j,y) ) 
l<=j<=M 

where E(m,y) = w ( E(j,Y) ). 
1<= j <=M 

Thus, the adjusted loss ratios also have, in a sense, minimum 

variance. 

Now suppose that we tabulate the adjusted loss ratios and 

rank them by size, so that the county having the lowest 

loss ratio gets rank 1 and the highest is rank M. We may 

avoid the complication of ties by viewing the adjusted loss 

ratio as a continuous random variable. Then, given a 

county, each of the possible ranks from 1 to M is 

equally likely. Now do this same ranking process for each of 

N years: 

(8) R(s,y) = Rank for county s, year y; l<=s<=M, l<=y<=N 

Each of these values has, by itself, no statistical value. 

However, for each county s, consider the ranksum defined 

by 

(9) RANKSUM = R(s,l) + R(s,2) + ... + R(s,N); 1 <= s <= M 

which is simply the sum of the ranks for county s over 

the N year period. RANKSUM is identically distributed in 

each of the counties. The possible values are 

the integers from N (when s has rank 1 in every year) to M*N 

(when s has rank M in every year). Except when M and N are 

large, the exact probabilities of each possible ranksum 

5x3 



can be calculated by brute force on a Personal Computer in a 

reasonably short time. A BASIC program that will do this is 

shown as Appendix I. Because this distribution is symmetrical 

with respect to its mean, a Normal approximation may be 

useful in cases where M*N is unduly large . 

The unconditional mean and variance of the ranksum for a 

given county are given by 

M+l 
(10) MEAN =-. N 

2 

2 
M -1 

11) VARIANCE = N 
12 

because when N = 1, 

1 

C 1 
M+l 

MEm=p = -. 1 + 2 +...f M = ~ and the second 
1 M 2 

moment is 

2 2 2 (2.M + l)'(M + 1) 
p= 1 -' 1 +2 

C 
+...+M = 

2 M 1 6 
2 

2 M - 1 
andVARIANCE=p -WEAN = 

2 12 

Under the hypothesis that our pricing process is correct, we 

can determine confidence intervals for the N year rank sum 

for any county selected at random. We then select a 

confidence level of lOO*p % so that 

(12) Pr( a <= Ranksum <= b) = p 



and we tabulate all actual ranksum values outside of that 

confidence interval. This should, of course, be a two tailed 

test, such as 
1-p 

(13) Pr(Ranksum<a) = Pr(Ranksum>b) = 
2. 

Now suppose we had been told in advance to watch a specific 

county as one which should be in a lower cost territory. 

For brevity, let us call the county under investigation 

Q. Then the a priori probability that Q's rank sum will be 

outside the confidence interval should be 1 - p. 

If, in fact, the ranksum IS outside the interval, then we 

have statistical evidence (but NOT proof) that all is not 

well with our pricing system within the territory. We might 

well be willing to consider such a result to be strong 

evidence to support moving county Q to a lower rate 

territory. If, on the other hand, the ranksum for Q is 

not an extreme value we can only conclude that the study did 

not give an indication that Q's experience was unusual 

relative to that of the other counties. Surely, 

if County Q turned out to have a high extreme 

ranksum, indicating unusually high cost, we would reject any 

notion that experience supports a move of County Q to 

a lower rate territory! 

If, on the other hand, we had been told nothing in advance of 

our study, we would be unable to draw any conclusions about 

the rating of specific counties. We can , however, still 

evaluate the overall hypothesis that our rating structure is 



correct by looking at the number of extreme ranksum values. 

Using Monte Carlo simulation of ranking M counties over 

N years, one can get an excellent approximation to the 

density function for the NUMBER of extreme ranksum values to 

be encountered, ranging from zero to M. It is clear that the 

ranksum values for the various counties are NOT independent 

of one another, because 

(14) RANKSUM(1) f,..+ RARXSUM(M) = N. 

We want to know the distribution of the number of extreme 

values to be encountered in a given year in order to get a 

confidence interval. Unfortunately, the probability 

distribution of the number of extreme values to be 

encountered in a given year is extremely complex. The ranksum 

process itself is, for a given county, equivalent to throwing 

an M sided die N times. The selection of extreme ranksum 

values is analogous to the selection of colored balls from an 

urn without replacement, but with the additional complication 

that the selected balls must meet an additional aggregate 

criterion (14). Fortunately, Monte Carlo simulation on a 

Personal Computer can give us a good approximation of the 

extreme value distribution. Such a program, written in BASIC 

is shown as Appendix II. Experimentation with Monte Carlo 

simulation shows that the Binomial Distribution 



M X M-X 
(15) f(X) = (1 - P) l P ; x = 0, 1, 2,. . . , M 

X 

where p is the probability that a given county will have 

a ranksum value that is NOT extreme, provides an excellent 

approximation to the number of extreme values distribution 

for the determination of confidence intervals. When M is 

large, the process is akin to distinguishing l'extremel' balls 

from "non-extreme" balls among a large number of balls in an 

urn, so that complications of (a) non-replacement of "balls" 

selected and (b) the constraint that the sum of all ran&urns 

is a constant become minor and the distribution of the number 

of extreme values will approach the binomial defined by (15). 

To demonstrate the usefulness of the binomial approximation, 

consider the case of 69 counties observed over a four year 

period so that M=69 and N=4. The four year ranksums will 

range from 4 to 276, inclusive. Brute force production of the 

rank sum distribution (Exhibit A) by computer tells us that the 

ranksum for a given county will range from 63 to 217, 

inclusive, approximately 95% of the time (exactly: 21,551,431 out 

of 22,667,121 possible combinations). Extreme values would thus be 

less than 63 or greater than 217. Exhibit B shows that Monte Carlo 

simulation of 1,000 four year periods resulted in generating one 

to seven extreme values 946 times out of 1,000. Use of the Binomial 

distribution with p = 21,551,431/22,667,121 = 0.950779 predicts 

949.4 out of 1,000 periods will produce one to seven extreme values. 

This illustrates the power of the Binomial approximation in 



estimating confidence intervals for the number of extreme values. 

Thus, if we had eight or more actual extreme values, our hypothesis 

of "correct" pricing across counties would be considered suspect 

in general, without making any conclusion as to which counties 

were, in fact, problematical. 

III. APPLICATION OF THE RANXSUM PROCESS 

As has been noted, this ranksum procedure may be used to help 

answer the two basic questions: 

QUESTION 1: Given no external information, does the experience 

indicate that one or more counties of a territory 

is improperly assigned? 

QUESTION 2: Given external information about one or more 

counties in a particular rating territory, does 

the experience indicate that these counties do NOT 

belong in the territory to which they are assigned? 

Question 1 is for routine periodic monitoring. Even if there 

are no requests to change territorial composition, we should still 

test whether our territorial composition is still reasonable. 

Question 2, however, is designed for queries about the 

appropriateness of a given county's territorial assignment, and 

should be asked IN CONJUNCTION with Question 1. 

In Question 2, we focus on whether the particular county has an 

extreme value. In both cases, we start with the hypothesis that our 

rating system is perfect. If, as will generally be the case, the 

counties are of unequal size, we adjust the loss ratios by (5) and 

(6) for each county and year, rank the adjusted loss ratios and 



tabulate the ranksums for each of the counties. Using a 

predetermined criterion for extreme values, such as those 

ranksum values outside of a 95% confidence interval as defined 

by (3), tabulate the number of such extreme values and the 

identities of the counties generating such values. 

In order to evaluate the overall "perfect system" hypothesis for 

question 1, we need only compare the actual number of observed 

extreme values with a confidence interval, such as 95%, for 

the number of extreme values one would expect under the hypothesis. 

Without external information, however, we can make no judgment 

as to which counties having extreme ranksum values are merely 

statistical fluctuations or are true abnormalities. The answer to 

that question is the subject of question 2, which requires 

information in advance of the analysis. 

If the answer to QUESTION 1 is "yesI' and the county under 

investigation has an extreme value, there is a strong case for 

the assertion that the particular county is misplaced in its rating 

territory. If the answer to QUESTION 1 is "yes" and the county 

under question does NOT have an extreme value, we are left with a 

need for further analysis. One approach would be to remove the 

experience of all counties in question and ask whether the answer 

to QUESTION 1 is still "yes" on the collection of all remaining 

counties. If it is not, there would seem to be evidence that one or 

more of the counties under study may be misplaced. 

NOW suppose that the answer to QUESTION 1 is "No". This does NOT 

mean that our rating process is, in fact, correct. It simply means 



that if it is not correct, the experience does not yet BY ITSELF 

expose the system's imperfections. If, in fact, we have advance 

external information about a county and that county does, indeed, 

generate an extreme value, there is then some evidence to support the 

assertion that the particular county is incorrectly placed and that 

the "perfect system" hypothesis may, on the basis of additional 

information, be faulty after all. 

Finally, suppose that the answer to QUESTION 1 is "NOI' and 

the counties in question do not have extreme values. In this case, 

the ranksum procedure fails to corroborate an assertion that the 

county is misplaced. 

No matter what the results may be, the ultimate decision whether 

or not to modify the territory's composition will have to rest 

squarely on judgment. Unless the external information is compelling, 

however, it seems inappropriate to make a change unless the 

statistical evidence from the experience also supports such a 

change. 

Although this paper focuses on territorial composition, it should 

be clear that other applications are possible. For example, one 

might test the hypothesis that a given state has been "correctlyl' 

rated by territory or even whether the various states themselves 

have been equitably treated in the rating process! 

IV. THE REAL WORLD: ACTUAL APPLICATIONS 

American Family Mutual Insurance Company has developed a fairly 

large block of health insurance business over the last 30 years: 

in 1991 we had $186.5 million premium written in the twelve states 
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in which we operate. With the exception of our Medicare Supplement 

business, our Health rating territories are defined by county of 

residence. Medicare Supplement territories, on the other hand, are 

defined by Zip Code groupings. 

The county definitions were originally set many years ago, and 

have been subject to periodic modification. The impetus 

behind such modifications has generally come from field requests. 

Frustrated by the absence of a rational and scientific method to 

apply for the evaluation of the merits of such requests, this 

ranksum approach was developed. 

The first application is to the QUESTION 2 type problem: Is a given 

county improperly placed in its territory? 

Over a period of two years, several requests from the field 

requested that a specific county in a 69 county territory be moved 

to a lower rated territory, with no evidence for such a move 

other than an unsupported assertion (which might not even be 

relevant!) that 'Iour insureds in this county go to hospitals in 

nearby county X which is in a lower rated territory." 

Whether the assertion is correct or not is really unimportant. 

What IS important is the empirical evidence to be found in the 

experience. For each of the years 1986 through 1989, 

earned premium, case incurred losses at age 21 months, and 

policy-years of exposure were tabulated by county for the 69 

counties. The loss ratios were calculated, adjusted by exposure 

according to (5) and (6), ranked (1 = lowest, 69 = highest), 

and the four year ranksums tabulated. 



In this case we have N = 4 and M = 69. There are 22,667,121 

(69 to the fourth power) possible rank combinations. With the 

aid of a Personal Computer, an exact determination of the 

probability distribution for ranksums even in this case is not 

particularly tedious. Exhibit A shows the graph of this 

distribution and development of a 95% confidence interval for 

ranksum values ranging from 63 to 217, inclusive. Exhibit B 

then develops a 95% confidence interval of from 1 to 7, inclusive 

for extreme values, showing both simulation and Binomial 

approximation results. 

We now compare the actual results with Exhibit A and Exhibit B. 

County number 27 is the one that we were asked to change. The 8 

counties with extreme values are : 

COUNTY 
11 
23 
27 
32 
38 
46 
54 
63 

4 YEAR 1989 
RANK SUM EXPOSURE 

58 24 
19 23 
32 120 

221 54 
41 44 

231 298 
32 17 
57 iaa 

In this case, we have an unusual number (8) of extreme values 

for the territory AND the county named in advance (number 27) has 

one of the extreme (low) values. Moreover, county 27 is one of the 

larger counties in the territory. 

It is interesting to note that if the correction for bias had not 

been made to the loss ratios before ranking, there would have been 

13 extreme cases. Most of the above extrema, including county 27, 

would NOT have appeared among the extreme cases. Instead, the list 



of extreme cases was dominated by counties having trivially low 

exposures. 

This suggests that, instead of applying this method to ALL counties 

in the territory, perhaps only those counties having some minimum 

1989 exposure, such as 50 policy years, should be counted in the 

analysis. In this particular case, the number of counties would be 

reduced from 69 to 11. To augment credibility, we added the 1990 

experience to give us five years on eleven counties. For those 

who like to follow actual cases from beginning to end, Appendix III 

shows the full detail in this shortened case. 

Interestingly, if the 95% confidence standard for extreme values 

is maintained, County 27 is no longer extreme; in fact, county 45, 

which is the largest of all counties in the territory is the 

only extreme case at this level of confidence. If we had chosen a 

confidence standard of 90% rather than 95%, Counties 45, 27, 32, and 

63 would have emerged as "extreme": the occurrence of 4 extreme 

values at this level of confidence is highly unusual. 

From these analyses, it should be reasonably clear that 

the questioned county, number 27, has had unusually good experience. 

County 27 was, in fact, moved to a lower cost territory. Because 

there was no external input on other counties, no other counties 

were moved to different territories. 

The above was a "real life" answer to QUESTION 2. What about 

QUESTION l? We will now look at a "real life" situation for this 

question. 



Two years ago, it became painfully clear to us that an entire 

territory, Territory A in State X, had a long term history of loss 

results that were unacceptably poor. This territory consists of 

25 rural counties, so there was no clear reason why this particular 

territory had by far the worst experience in the Company. We decided 

to determine whether the cause might be due to an abnormal number of 

counties whose experience might identify them as the "bad apples". 

Appendix 4 shows the data and analysis of this territory by 

county and year for accident years 1986 - 1989. In this case, 

we have M=25 and N=4. The ranksum values of the adjusted loss 

ratios exhibit only two extreme values. This number of extreme 

values falls within a 90% confidence interval, so we do not 

conclude that we have an unusual number of extreme counties. 

Moreover, we are dealing here with a HIGH cost territory, so 

we are really interested in high extreme values rather than 

low ones. Interestingly enough, both of the observed extreme 

values are low rather than high. All of this suggests that, 

in essence, the territory experience is uniformly " bad". The 

answer to QUESTION 1 is, in this case, "No". 

VI. CONCLUSIONS AND OBSERVATIONS 

It should be emphasized that the process set forth in this paper 

does NOTHING to assess the adequacy or inadequacy of rates. That 

is a question of absolute magnitude. The process DOES attempt 

to assess RELATIVE adequacy of rates by county within territory. 

There are, no doubt, many questions that come to the reader which 

have not been addressed and should probably be researched further. 



Examples that come to mind are: 

1. The ranking process assumes, as part of the "correct pricing" 

hypothesis, that the territory is homogeneous in the sense 

that (1) the mean loss ratio is not changed by a population 

change and (2) the variance of the actual loss ratio is 

always inversely proportional to exposure. How much is lost 

with populations for which this does not hold? 

2. Equation (4) defines the relationship between exposures and 

2 values in order that the M counties have a common variance. 

Although (6) turns out to be an extremely attractive choice, 

the possible choices are unlimited. 

3. Nothing has been said about what data should be used, 

particularly losses. How does one deal with loss 

development on small populations? Are case incurred losses 

of equal maturity, for example, dependable as a proxy 

for "ultimate" losses for a long tailed coverage or line? 

The earned premiums for any county should, of course, be 

adjusted to the current territory if the county was in a 

different territory during part of the experience period. 

4. To what extent should very small counties be removed 

from the analysis? What criteria should be employed? 

Although the two historical examples given were in Health insurance, 

the methodology and principles should apply equally well to any 

personal line of insurance. Similarly, although the examples 

involved a county definition of territory, the way in which 

territory is defined is immaterial to the methodology. 



Finally, although the problem to which this paper is addressed is 

territorial ratemaking, the nonparametric ranksum approach and 

analysis of extreme values of this paper (with particular emphasis 

on the use of a Personal Computer) should be applicable to an 

unlimited variety of actuarial questions involving comparative 

analysis. 



EXHIBIT A 

180 

t 160 - 

1 22 274 

The above graph shows the exact probability density function 
for the ranksum values when X = 63 and N = 4. The possible 
ranksum values for a given subdivision range from 4 to 276, 
inclusive, as follows: 

Thus, a two-tailed 95% confidence interval for the 
ranksum values is from 63 to 217, inclusive. Extreme 
values are (a) 4 to 62 and (b) 218 to 276. 
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EXHIBIT B 

MONTE CARLO SIMULATION 
l.@OO SIL!UL4TIONS. u - 69 SlJBDI\WONS. N - 1 YEARS 

*,n 

khen M = 69 and N = 4, the tvo tailed 95% confidence interval 
for the ranksum of a given subdivision is from 63 to 217, 
inclusive. The progran of Appendix II was run to simulate 
1,000 four year experience periods, tabulate all ranksums and 
numbers of extreme values in order to approximate the 
distribution for number of extreme values. This result is 
compared with the BINOMIAL approximation 

iHi X M-X 

f(x) = -~ .(l - p) * p 
( 1 X 

21,551,431 
where p = 

22,667,121 

NUMBER OF SIMJLATION BINOMIAL 
EXTREME CASES APPROXIMATION 

RANKSUMS OBSERVED PREDICTION 
0 37 30.7 
1 101 109.8 
2 214 193.2 
3 214 223.4 
4 201 190.8 
5 119 128.4 
6 69 70.9 
7 28 33.0 
8 12 13.3 
9 5 4.7 

10+ 0 2.0 

ALL 1,000 l,ooo.o 
59s 

1 TO 7 946 949.4 



APPENDIX I: BASIC PROGRAM TO GENERATE EXACT DISTRIBUTION OF 
RANXSUM VALUES FOR ANY M AND N=3, 4 , 5, OR 6 

(PAGE 1 OF 2) 
MAIN: 
CLS 
INPUT "SUBDIVISIONS M";M 
INPUT "YEARS N";N 
DIM RS(M*N) 
D=M-N 
IF N=3 THEN GOSUB THREE 
IF N=; THEN GOSUB FOUR 
IF !?=5 THEN GOSUB FIVE 
II 9=6 THEN GOSUB SIX 
II Fi>5 OR NC3 THEN GOT0 MAIN 
’ .RE?!!Lii:I : KE WILL CALCULATE THE TOTAL KUHBER OF WAYS OUT OF THE M-N 
I MK COMBINATIONS THAT RANKSUM = J FOR EACH VALUE OF J 
I "ROM M TO M*N. THESE VALUES WILL THEN BE WRITTEN TO A FILE 
I CALLZD RESULTS.PRN. 

O?E!J "RESULTS.PRN" FOR OUTPUT AS 1 
? +~,USING ~~wmsm DISTRIBUTION FOR li4B SUBS AND 818 YEARS*~;M;N 
? +l,"RANKSUM","NUMBER CASES" 
FOR J=N TO M*N 
? +l,J,RS(J) 
NEXT J 
RESET 
? 
? "FILE RESULTS.PRN IS SET UP FOR FURTHER ANALYSIS." 
END 

'SUBROUTINES: 
THREE : 
FOR Il=l TO M 
FOR 12=1 TO M 
FOR 13=1 TO M 
S=I1+12+13 
RS(S)=RS(S)+l 
NEXT 13 
NEXT 12 
NEXT 11 
RETURN 

FOUR : 
FOR 11~1 TO M 
FOR 12=1 TO M 
FOR 13=1 TO M 
FOR 14=1 TO M 
S=Il+IZ+I3+I4 
RS(S)=RS(S)+l 
NEXT I4 
NEXT 13 
NEXT I2 
NEXT 11 
RETURN 
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APPENDIX I: BASIC PROGRAM TO GENERATE EXACT DISTRIBUTION OF 
RANXSUM VALUES FOR ANY M AND N=3, 4 , 5, OR 6 

(PAGE 2 OF 2) 

FIVE: 
FOR Il=l TO M 
FOR 12=1 TO M 
FOR 13=1 TO M 
FOR 14=1 TO M 
FOR I5=1 TO M 
S=I1'12+13+14+15 
RS(S)=RS(S)+l 
NEXT 15 
1IEXT I: 
NEXT I3 
NEXT 12 
NEXT I1 
ETU?d"; 

SIX: 
FOR 11=1 TO M 
FOR I2=1 TO M 
FOR 13=1 TO M 
FOR 14=1 TO M 
FOR i5=1 TO M 
FOR 16=1 TO M 
S=11+12+13+14+15+16 
RS(S)=RS(S)+l 
NEXT 16 
NEXT 15 
NEXT 14 
NEXT 13 
NEXT 12 
NEXT 11 
RETURN 

(,OO 



APPENDIX II: BASIC PROGRAM FOR MONTE CARLO SIMULATION APPROXIMATION 
TO DISTRIBUTION OF NUMBER OF EXTREME VALUES 

'EXTREME VALUE DISTRIBUTION GENERATOR 
Cl5 
INPUT "NUMBER SUBDIVISIONS";M 
INPUT "NUMBER OF YEARS";N 
INPUT "CONFIDENCE INTERVAL A,B";A,B 
DIM NCJMBER(M),R(M,N),RS(M) 
OPEN "C: \TEMP\RESULTS.PRN" FOR OUTPUT AS 1 
INPUT "TRIALS";T 
Tl=TIMER 
MDOMIZE TIMER 
? 41,USING "g,++?,+## %%NDQM TRIALS ON I#: SUBS OVER i+ YEARS":T;M;N 
? +1 USING "EXTREME VALUES ARE LESS THAN :!!: OR GREATER THAN #,##g":A;B , I 
? +1 "'I 
FOR b?IAL=l TO T 
FOR YE.?LR=?. TO !I 
X=R2iD 
R(l,YEAR)=I~iT(MfX+l) 
FOR S=2 TO M 

NEXT 
NEXT 
w=o 

TESTl: 
R(S,YEAR)=INT(M*RND+l) 
FOR II=1 TO S-1 
IF R(S,YEAR)=R(II,YEAR) THEN 
'WE HAVE A DOUBLE COUNT 
GOT0 TEST1 
END IF 
NEXT II 
S 
YEAR 

FOR J=l TO M 
RS(J)=O 

FOR II=1 TO N 
RS(J)=RS(J)+R(J,II) 
NEXT II 

IF RS(J)<A OR RS(J)>B THEN W=W+l 
NEXT J 
1 iYl,TRIAL,w 
NEXT TRIAL 
? "DONE!!!!!!" 
? USING "RUN TIME ##,#+t.### SECONDS";TIMER-Tl 
? Bl,USING "RUN TIME #f,###.### SECONDS":TIMER-Tl 
RESET 
end 



APPENDIX ITI: DETAILED DEVELOPMENT WHEN M = 11, N = 5 
(PAGE 1 OF 5) 

A. UNADJUSTED MSS RATIOS 
COUNTIES IN TERRITORY WITH 50 OR MORE POLICY YEARS EXPOSURE IN 1990 

COUNTY UNADJUSTED LOSS RATIOS BY YEAR AND COUNTY 
NUMBER 1990 1989 1988 1987 1986 

7 58.4% 12.3% 43.0% 48.3% 77.5% 
14 129.7% 34.0% 57.4% 49.3% 66.0% 
27 53.6% 43.1% 34.1% 31.2% 17.3% 
32 45.1% 98.8% 93.0% 70.4% 50.63 
35 140.5% 28.0% 50.6% 55.2% 156.7% 
40 29.3% 92.2% 41.0% 90.4% 47.0% 
46 67.2% 69.7% 67.2% 100.3% 59.1% 
50 63.9% 20.0% 13.0% 63.4% 29.2% 
52 101.1% 24.0% 38.9% 111.9% 35.4% 
63 44.4% 51.4% 40.0% 49.3% 29.8% 
67 37.4% 61.3% 52.2% 28.4% 30.6% 

B. POLICY YEARS OF EXPOSURE 
COUNTIES IN TERRITORY WITH 50 OR MORE POLICY YEARS EXPOSURE IN 1990 

COUNTY 
NUMBER 

14 
27 
32 
35 
40 
46 
50 
52 
63 
67 

POLICY YEARSOF EXPOSURE BY COUNTY AND YEAR 
1990 1989 1988 1987 1986 

79 82 62 49 30 
156 146 134 127 122 
151 120 97 74 47 

52 54 44 46 45 
79 63 51 50 51 
a2 89 89 88 101 

297 298 273 286 273 
53 50 46 45 51 
71 65 64 64 71 

198 188 189 208 188 
125 121 125 121 115 

1,343 1,276 1,174 1,158 1,094 

C. EXPOSURE AKJ-USTED MSS RATIOS 
COUNTIES IN TERRITORY 6 WITH 50 OR MORE POLICY YEARS 
EXPOSURE IN 1990 

EXPECTED MAXIMUM 
YEAR LOSS RATIO EXPOSURE 
1986 69.1% 273 
1987 52.4% 286 
1988 50.7% 273 
1989 66.8% 298 
1990 50.7% 297 
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D. VALUES OF Z(COUNTY,YEAR) 
COUNTY 
NUMBER 1990 

7 0.515745 
14 0.724743 
27 0.713034 
32 0.418431 
35 0.515745 
40 0.525447 
46 1.000000 
30 0.422435 
52 0.488935 
63 0.816497 
67 0.648749 

COUNTY 
NUMBER 

7 
14 
27 
32 
35 
40 
46 
50 
52 
63 
67 

COUNTY 
NUMBER 

7 
14 
27 
32 
35 
40 
46 
50 
52 
63 
67 

1990 1989 1988 1987 1986 
54.7% 38.2% 47.0% 50.7% 71.9% 

108.0% 43.9% 55.4% 50.4% 67.0% 
52.8% 51.8% 40.8% 41.6% 47.6% 
48.3% 80.4% 67.7% 59.6% 61.6% 
97.0% 48.9% 50.7% 53.6% 107.0% 
39.5% 80.6% 45.1% 73.5% 55.7% 
67.2% 69.7% 67.2% 100.3% 59.1% 
56.3% 47.6% 35.2% 56.8% 51.8% 
75.3% 46.8% 45.0% 80.5% 51.9% 
45.5% 54.5% 41.8% 49.8% 36.5% 
42.0% 63.3% 51.7% 36.8% 44.1% 

1989 1988 
0.524564 0.476557 
0.699952 0.700602 
0.634574 0.596080 
0.425685 0.401463 
0.459193 a.432219 
0.546496 0.570971 
1.000000 
0.409616 
0.467034 
0.794275 
0.637213 

1.000000 
0.410485 
0.484182 
0.832050 
0.676665 

E. ADJUSTED LOSS RATIOS 

1987 1986 
0.413919 0.331497 
0.666375 0.660496 
0.500666 0.414923 
0.401048 0.405999 
0.418121 0.432219 
0.554700 0.608246 
1.000000 1.000000 
0.396664 0.432219 
0.473050 0.509974 
0.852803 0.829846 
0.650444 0.649034 

F. RANKINGS OF ADJUSTED LOSS RATIOS 
( 1 = LOWEST, 11 = HIGHEST) 

1990 1989 1988 1987 
6 1 6 5 

11 2 9 4 
5 6 2 2 
4 10 11 8 

10 5 7 6 
1 11 5 9 
8 9 10 11 
7 4 1 7 
9 3 4 10 
3 7 3 3 
2 a 8 1 

1986 
10 

9 
3 
8 

11 
6 
7 
4 
5 
1 
2 

l-LANK 
SUM 

28 
35 
18 
41 
39 
32 
45 
23 
31 
17 
21 
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G. EXACT RANKSUM PROBABILITY DISTRIBUTION: M = 11, N = 5 
VALUES RANGE FROM 5 TO 55 
TOTAL COMBINATIONS = 11-5 = 161,051 

95% CONFIDENCE INTERVAL: FROM lb TO 43. A=16, a=$3 
R = PROB(A<=RANKSUM<=B) = 0.954263 

RANK 
SUM 

5 

7" 
a 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 

POSSIBLE 
NUMBER 

CASES 
1 
5 

15 
35 
70 

126 
210 
330 
495 
715 

1001 
1360 
1795 
2305 
2885 
3526 
4215 
4935 
5665 
6380 
7051 
7645 
8135 
8500 
8725 
8801 
8725 
8500 
8135 
7645 
7051 
6380 
5665 
4935 
4215 
3526 
2885 
2305 
1795 
1360 
1001 

PROBABILITY CLJHUL~TIirE 
0.000006209 0.000006209 
0.000031046 0.000037255 
0.000093133 0.000130393 
0.000217322 0.000347715 
0.000434644 0.000782360 
0.000782360 0.001564721 
0.001303934 0.002868656 
0.002049040 0.004917696 
0.003073560 0.007991257 
0.004439587 0.012430844 
0.006215422 0.018646267 

0.00844453 0.027090797 
0.011145537 0.038236335 
0.014312236 0.052548571 
0.017913580 0.070462151 
0.021893685 0.092355837 
0.026171833 0.118527671 
0.030642467 0.149170138 
0.035175193 0.184345331 
0.039614780 0.223960112 
0.043781162 0.267741274 
0.047469435 0.315210709 
0.050511949 0.365722659 
0.052778312 0.418500971 
0.054175385 0.472676357 
0.054647285 0.527323642 
0.054175385 0.581499028 
0.052778312 0.634277340 
0.050511949 0.684789290 
0.047469435 0.732256725 
0.043781162 0.776039888 
0.039614780 0.815654668 
0.035175193 0.850829861 
0.030642467 0.881472328 
0.026171833 0.907644162 
0.021893685 0.929537848 
0.017913580 0.947451428 
0.014312236 0.961763664 
0.011145537 0.972909202 
0.008444530 0.981353732 
0.006215422 0.987569155 
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G. EXACT RANXSUM PROBABILITY DISTRIBUTION: M = 11, N = 5 
VALUES RANGE FROM 5 TO 55 
TOTAL COMBINATIONS = 11‘5 = 161,051 

95% CONFIDENCE INTERVAL: FROM 16 TO 43. A=16, B=43 
p = PROB(A<=RANKSUM<=B) = 0.954263 

POSSIBLE 
RANK NUMBER 

SUM CASES PROBABILITY CUMULATIVE 
46 715 0.004439587 0.992008742 
47 495 0.003073560 0.995082303 
48 330 0.002049040 0.997131343 
49 210 0.001303934 0.998435278 
50 126 0.000782360 0.999217639 
51 70 0.000434644 0.999652284 
52 35 0.000217322 0.999869606 
53 15 0.000093138 0.999962744 
54 5 0.000031046 0.999993790 
55 1 0.000006209 1.000000000 

161,051 

H. DISTRIBUTION OF EXTREHE VALUE COUNTS 
M=ll, N= 5 
BINOMIAL p = 0.954263 

NUMBER OF MONTE CARLO BINOMIAL 
EXTREMA OBSERVATIONS PREDICTION 

0 613 597.5 
1 298 315.0 
2 80 75.5 
3 9 10.9 

4+ 0 1.1 
1,000 1,000 

I. RANKSUM TESTING FOR EXTREME VALUES 
95% EXTREMA: UNDER 16 OR OVER 43 

COUNTY RANKSUM EXTREME? 
7 28 NO 

14 35 NO 
27 18 NO 
32 41 NO 
35 39 NO 
40 32 NO 
46 45 YES 
50 23 NO 
52 31 NO 
63 17 NO 
67 21 NO 
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J. REMARKS AND OBSERVATIONS 

1. In this case, there is only ONE extreme value - not an 

unexpected result. County 27 just slightly misses, as do 

counties 32 and 63. Had a 90% confidence interval been 

the standard here, extreme values would be less than 

19 or greater than 42 and counties 27, 32, and 63 would be 

added to the "EXTREME" category. At the 90% confidence level, 

4 extreme values is highly unusual, occurring about 1% of the 

time. 

2. It is also interesting that county 45 is the LARGEST county 

in the territory and has an extreme HIGH value even at the 

95% confidence level. 
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I. 21 MONTH CASE INCURRED LOSS RATIOS BY COUNTY AND ACCIDENT YEAR 

County 1969 1988 1987 1986 
1 109.5% 94.9% 65.0% 191.1% 
2 108.0% 73.4% 94.7% 76.3% 
3 211.0% 69.2% 63.6% 234.5% 
4 81.4% 84.9% 338.7% 34.0% 
5 39.8% 132.6% 101.0% 64.25 
6 a1.2% 93.5% 61.8% 43.6% 
7 45.8% 41.0% 215.5% 250.6% 
a 114.7% 189.7% 97.4% 53.s'- 0 
9 66.4% 77.4% 73.7% 103.9% 

10 115.0* 0 110.7% 148.7% 22.6% 
11 65.7% 58.9% 75.5% 134.3% 
12 62.4% 83.3% 71.5% 58.0% 
13 52.6% 73.5% 77.2% 66.3% 
14 63.0% 75.2% 130.9% 61.5% 
15 23.0% 120.6% 17.9% 0.0% 
16 108.5% 113.1% 47.2% 49.4% 
17 110.7% 63.1% 107.7% 131.2% 
18 107.2% 53.7% 67.2% 100.4% 
19 137.7% 100.9% 51.5% 34.9% 
20 146.3% 43.7% 87.8% 254.1% 
21 63.5% 61.0% 53.9% 55.4% 
22 88.9% 104.3% 59.1% 52.6% 
23 95.4% 44.6% 82.4% 120.0% 
24 95.1% 55.4% 60.8% 38.4% 
25 136.9% 74.6% 196.1% 47.9% 

II. POLICY YEAR EXPOSURES BY COUNTY AND ACCIDENT YEAR 

County 1989 
1 181 
2 205 
3 134 
4 15 
5 86 
6 121 
7 130 
8 108 
9 92 

10 69 
11 195 
12 267 
13 151 
14 111 
15 27 
16 86 
17 110 
18 91 
19 60 

1988 1987 1986 
187 152 141 
196 211 212 
123 100 105 

22 24 27 
78 79 87 

138 131 133 
151 143 152 
122 143 162 

90 91 94 
57 54 54 

196 208 215 
249 251 246 
160 133 121 
107 98 103 

27 15 18 
86 79 75 

109 101 106 
100 107 120 

71 69 65 
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County 1989 1988 1987 1986 
20 37 43 43 41 
21 147 171 177 176 
22 203 213 197 197 
23 66 70 67 69 
24 160 185 190 173 
25 74 87 90 90 

MAXIMUM 267 2:s 251 246 

II. ZXPECTED LOSS ?JTIOS A!:? '7 VALUES 

ZXPECTED 
YEA.3 MSS RATIO 

1986 92.54 
1987 90.2% 
1983 82.2% 
19a9 91.4% 

Z COEFFICIENTS FOR ADJUSTED IASS RATIOS 
County 1989 

1 0.823348 
2 0.876236 
3 0.708430 
4 0.237023 
5 0.567536 
6 0.673189 
7 0.697776 
8 0.635999 
9 0.587000 

10 0.508357 
3.1 0.854598 
12 1.000000 
13 0.752026 
14 0.644772 
15 0.317999 
16 0.567536 
17 0.641861 
18 0.583801 
19 0.474045 
20 0.372259 
21 0.741999 
22 0.871952 
23 0.497183 
24 0.774113 
25 0.526454 

1988 
0.866605 
0.88721: 
0.702834 
0.297243 
0.559690 
0.744457 
0.778733 
0.699971 
0.601204 
0.478451 
0.887214 
1.000000 
0.801605 
0.655529 
0.329293 
0.587692 
0.661628 
0.633724 
0.533986 
0.415561 
0.828702 
0.924890 
0.530212 
0.861958 
0.591099 

1987 
0.778189 
0.916863 
0.631194 
0.309221 
0.561018 
0.722435 
0.754799 
0.754799 
0.602121 
0.463831 
0.910322 
1.000000 
0.727929 
0.624851 
0.244461 
0.561018 
0.634343 
0.652913 
0.524309 
0.413902 
0.839750 
0.885924 
0.516655 
0.870041 
0.598804 

1986 
0.757080 
0.928326 
0.653322 
0.331295 
0.594692 
0.735289 
0.786057 
0.811503 
0.618154 
0.468521 
0.934871 
1.000000 
0.701334 
0.647070 
0.270501 
0.552158 
0.656425 
0.698430 
0.514031 
0.408248 
0.845841 
0.894882 
0.529611 
0.838601 
0.604858 
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III. AmUSTED LOSS RATIOS BY COUNTY AND ACCIDENT YEAR 

County 
1 
2 

4 
5 
6 

a 
9 

LO 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 

1989 
106.6% 
106.2% 
176.5% 

90.1% 
62.7% 
85.0% 
60.0% 

106.7% 
77.3% 

104.1% 
69.6% 
62.4% 83.3% 71.5% 58.0% 
62.5% 76.8% 78.5% 73.8% 
73.6% 
70.6% 

101.7% 
104.3% 
101.2% 
114.1% 
112.7% 

71.0% 
89.4% 
94.1% 
94.5% 

116.0% 

1988 
94.2% 
75.3% 
75.4% 
88.6% 

113.9% 
92.7% 
51.9% 

159.8% 
82.5% 

100.0% 
62.5% 

80.4% 
100.2% 
103.7% 

72.7% 
67.1% 
95.9% 
70.9% 
66.0% 

103.2% 
66.0% 
60.2% 
81.0% 

1987 
68.8% 
93.7% 
70.4% 

161.5% 
92.7% 
67.4% 

182.8% 
93.6% 
77.1% 

113.0% 
76.1% 

112.6% 
66.4% 
62.5% 
98.3% 
72.4% 
66.1% 
84.5% 
58.4% 
61.7% 
82.3% 
63.6% 

150.4% 

1986 
167.1% 

77.4% 
184.9% 
72.4% 
75.2% 
56.2% 

216.6% 
60.9% 
99.1% 
59.2% 

131.5% 

72.1% 
66.7% 
68.2% 

117.5% 
97.7% 
62.3% 

157.8% 
60.9% 
56.6% 

106.5% 
46.9% 
65.1% 

IV. RANKINGS AND RANKSUHS OF A!XUSTED LOSS RATIOS 

County 
1 
2 
3 

5" 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 

1989 
20 
19 
25 
12 

4 
10 

1 
21 

9 
17 

5 
2 
3 
8 
6 

16 
18 
15 
23 

1988 1987 
18 8 

9 19 
10 9 
16 24 
24 17 
17 7 

1 25 
2s 18 
14 
20 

3 
15 
11 
12 
21 
23 

8 
6 

19 

13 
22 
12 
10 
14 
21 

6 
3 

20 
11 
5 

1986 
23 
16 
24 
13 
15 

2 
25 

6 
18 

5 
21 

4 
14 
12 
10 
11 
20 
17 

a 

RAWKSUM 
69 
63 
68 
65 
60 
36 
52 
70 
54 
64 
41 
31 
42 
53 
43 
53 
66 
49 
55 
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IV. RANKINGS AND RANKSUMS OF ADJUSTED MS-S RATIOS 

county 1989 1988 1987 1986 RANKSUM 
20 22 7 16 22 67 
21 7 5 1 7 20 
22 11 22 2 3 38 
23 13 4 15 19 51 
24 14 2 4 1 21 
25 24 13 23 9 69 

'i . DISTRIBUTION OF RANKSUMS k?IEN M = 25, N = 4 

lJAlii(SLM NVMBEI 
COMBINATIONS VALUE 

4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 

1 
4 

10 
20 
35 
56 
a4 

120 
165 
220 
286 
364 
455 
560 
680 
816 
969 

1140 
1330 
1540 
1771 
2024 
2300 
2600 
2925 
3272 
3638 
4020 
4415 
4820 
5232 
5648 
6065 
6480 
6890 
7292 
7683 

PROBABILITY WMULATIVE 
0.000003 0.000003 
0.000010 0.000013 
0.000026 0.000038 
0.000051 0.000090 
0.000090 0.000179 
0.000143 0.000323 
0.000215 0.000538 
0.000307 0.000845 
0.000422 0.001267 
0.000563 0.001830 
0.000732 0.002563 
0.000932 0.003494 
0.001165 0.004659 
0.001434 0.006093 
0.001741 0.007834 
0.002089 0.009923 
0.002481 0.012403 
0.002918 0.015322 
0.003405 0.018726 
0.003942 0.022669 
0.004534 0.027203 
0.005181 0.032384 
0.005888 0.038272 
0.006656 0.044928 
0.007488 0.052416 
0.008376 0.060792 
0.009313 0.070106 
0.010291 0.080397 
0.011302 0.091699 
0.012339 0.104038 
0.013394 0.117432 
0.014459 0.131891 
0.015526 0.147418 
0.016589 0.164006 
0.017638 0.181645 
0.018668 0.200312 
0.019668 0.219981 
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V. DISTRIBUTION OF RkNXSLXS WHEN M = 25, N = 4 

RANKSUM NUMBER 
COMBINATIONS VALUE 

41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 

8060 
a420 
8760 
9077 
9368 
9630 
9860 

10055 
10212 
10328 
10400 
10425 
10400 
10328 
10212 
10055 

9860 
9630 
9368 
9077 
8760 
8420 
8060 
7683 
7292 
6890 
6480 
6065 
5648 
5232 
4820 
4415 
4020 
3638 
3272 
2925 
2600 
2300 
2024 
1771 
1540 
1330 
1140 

969 
816 
680 
560 

PROBABILITY CUMULATIVE 
0.020634 0.240614 
0.021555 0.262170 
0.022426 0.284595 
0.023237 0.307832 
0.023982 0.331814 
0.024633 0.356467 
0.025242 0.381709 
0.0257:1 0.407450 
0.026143 0.433592 
0.026440 0.460032 
0.026624 0.486656 
0.026688 0.513344 
0.026624 0.539968 
0.026440 0.566408 
0.026143 0.592550 
0.025741 0.618291 
0.025242 0.643533 
0.024653 0.668186 
0.023982 0.692168 
0.023237 0.715405 
0.022426 0.737830 
0.021555 0.759386 
0.020634 0.780019 
0.019668 0.799688 
0.018668 0.818355 
0.017638 0.835994 
0.016589 0.852582 
0.015526 0.868109 
0.014459 0.882568 
0.013394 0.895962 
0.012339 0.908301 
0.011302 0.919603 
0.010291 0.929894 
0.009313 0.939208 
0.008376 0.947584 
0.007488 0.955072 
0.006656 0.961728 
0.005888 0.967616 
0.005181 0.972797 
0.004534 0.977331 
0.003942 0.981274 
0.003405 0.984678 
0.002918 0.987597 
0.002481 0.990077 
0.002089 0.992166 
0.001741 0.993907 
0.001434 0.995341 

hll 
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V. DISTRIBUTION OF RANKSUMS WHEN M = 25, N = 4 

FANKSUM NUMBER 
VALUE COMBINATIONS PROBABILITY CUMULATIVE 

88 
a9 
90 
91 
92 
93 
94 
95 
96 
97 
98 
99 

100 

455 0.001165 

220 

364 

165 

286 

120 
a4 
56 
35 
20 
10 

4 
I 

0.000563 

0.000932 

0.000422 
0.000307 

0.000732 

0.000215 
0.000143 
0.000090 
0.000051 
0.000026 
0.000010 
0.000003 

0.996506 
0.997437 
0.998170 
0.998733 
0.999155 
0.999462 
0.999677 
0.999821 
0.999910 
0.999962 
0.999987 
0.999997 
1.000000 

390,625 

VI. DISTRIBUTION OF NUMBER OF EXTREME VALUES PER PERIOD 

95% RANKSUM CONFIDENCE INTERVAL FROM 23 TO 79, INCLUSIVE 

COMBINATIONS 23 TO 79 372,684 
TOTAL COMBINATIONS 390,625 
BINOMIAL p VALUE = 0.954071 

x 
0 
1 
2 
3 
4 
5 

6-k 

The 
the 

BINOMIAL 
f(x) 

0.308687 
0.371504 
0.214610 
0.079207 
0.020972 
0.004240 
0.000780 

PREDICTED CASES PER 1,000 TRIALS 
EXTREME = x EXTREME <= x 

309 309 
372 680 
215 895 

79 974 
21 995 

4 999 

binomial approximation predicts that 90% of the time, 
number of extreme values is two or less, and 97.4% of 
time it will be three or less. 

612 
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Monte Carlo simulation of 1,000 four year periods gives the 
following results: 

NLMBER OF 
EXTREME 
VALUES n 

0 

3 
4 
5 
6 

7+ 

NUMBER OF OBSERVATIONS FOR WHICH 
EXTREME = n EXTREME c= n 

300 300 
374 674 
233 912 

62 974 
24 998 

1 999 
1 1,000 
0 

1,000 

We thus confirm that an "unusual" number of extreme values is 
3 or more at the 90% level, and 4 or more at the 97% level. 

VII. OBSERVED EXTREME RANKSUM VALUES 

RANKSUM IS LESS THAN 23 OR GREATER THEN 79: 

COUNTY RANKSUM 
21 20 
24 21 

The number of extreme ranksum values is TWO, and both 
are at the LOW end of the range. 




