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Abstract: This short note details how to match the mean and variance o f  any 
loss distribution on a f ini te  interval to a Beta density, scaled to that interval. 

Most loss distributions that actuaries use (c.f. [1], Appendix) are 
naturally defined on (0, oo). In this note we consider instead loss distributions 
defined on a finite interval (0,L) of  positive width L>0. We require throughout 
that all loss distributions considered have a positive mean and finite mean and 

variance. So let / . /> 0 denote the mean and 0- 2 the variance of  any such 

0- 
distribution. Also, let ~" = - -  be the coefficient of variation and X be the 

associated random variable of  such a loss distribution. Then, since X < L ,  we 
have the following inequality that will come in handy later: 

p 2 + 0 - 2  E ( X  2) " ~ x Z p ( x ) < ~ . L x p ( x ) = L .  
/.t(1 "b~/2 ) . . . .  

E(x) ~ xp(x) y xp(x) 

The Beta density on (0,1) is among the most useful of  this class of  loss 
densities. Recall that the Beta distribution is a two-parameter, a ,  f l ,  distribution 
that is usually defined in terms of  its probability density function [PDF]: 

f ( a ,  f l ; x ) -  
x ~ - ' ( 1  - x)  ~- '  _ r ( a  + [3) x~_ , (  1 _ x)~_ ~ 

B ( a , / 3 )  r ( a ) r ( / 3 )  
x ~  (O,1),a >0 ,  fl > 0  

where B and F denote the usual Beta and Gamma functions (c.f. [1], p. 48). 
For this Beta density, the mean and variance are: 

a a f t  # - and 0 -2 = 
a+t3 (a+t~ +l)(a+ t~) 2" 

Indeed, the reduction formula F (x )  = (x - 1)F(x - 1) leads directly to: 
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E(X.)=B(ct+n, fl)=f~ a+i 
B ( a , f l )  ,=0 ct + f l ; i "  

Thus, the moments of  the Beta density are easy to compute from the parameters. 

It is also easy to verify that two ordered pairs of  parameters tx, fl and 

tx ', fl" have the same mean if and only if the points (t~, fl ) and (tx', fl ') lie on 

the same line through the origin, i.e., if and only if a '  = p a  and f l ' =  pfl for 

some fixed proportionality constant p > O. It is then apparent that the pair 

ct, fl is uniquely determined by the mean and variance. 

With these preliminaries out of  the way, suppose we have bounded loss 
data with loss amounts in (O,L) that we want to model or otherwise approximate 
using a continuous PDF on (O,L). Assume we have determined the following 
statistics for the data: 

mean = m > 0 and variance = ,f2 > 0. 

S 
Let c = - -  and consider what the data looks like scaled into the interval (0,1). 

m 

Evidently the scaled data has mean and standard deviation: 

$ 
~ =---m > 0  ~ = c r h  = - - .  

L L 

In particular, the above inequality implies [ ~ ]  that: 

rh(1 + c 2 )  < 1 =:~ 1 - r h - c 2 t h  > O. 

So we may define: 

a =  c2 > 0  and 13= > 0  

as the parameters of  a Beta density. Now observe that this Beta density has mean 

a a 1 
=rh.  

Observe next that: 
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a rh a + f l  1 a 
- -  - -  - -  :::::~ 0 ~  + f l  = - . ~ - .  

a + 3  a ~ m 

And then we fred, as no surprise, that the variance is: 

_ ( Z 2  (w) 
(~X + fl +lX°~ + fl)2 (_~ + 1 ~ _ ~ )  z ~a+rh) 

/ 1 -  ~_._-c2th 1 - r h  

c 

(c~)2 = d2. 

It follows that these parameters define a Beta density whose mean and variance 
equal those of  the rescaled loss data. 

In terms of the original scale, the approximating Beta continuous PDF is: 

g(a,3;z) z"-'(L -z)~-' = z ~ (O,L). 
B ( a ,  f l )L a+~+' 

It is worth emphasizing that this construction is quite sensitive to the 
choice of  L. In general, unless some other applicable loss limitation prevails, it is 
usually best to select L at or near the maximum observed loss. 

By a continuous density on the finite interval (0,L), we mean a density 
that can be specified via a PDF, f(x), that is defined and continuous on (0,L). We 
may summarize what we have shown in two simple results: 

Proposition 1: The following condition is both necessary and sufficient fo r  a 

pair IA, t7 2 o f  positive real numbers to be the mean and variance o f  a continuous 
density on (O,1): 

Proof" Necessity follows from the inequality shown earlier and sufficiency from 
our discussion of  the Beta density, which also establishes: 
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Proposition 2: Within the class o f  all continuous densities on (0,1) with a given 

mean = 11 and variance = (72, there is exactly one Beta density that is uniquely 

determined by the parameters: 

1 --/2 --72fl 
a =  > 0  

72 

where 7 = -  " 
P 

The so-called "central moments" p ,  0 "2 may not be the most convenient 

for this purpose. Let # =/~t = E ( X )  and P2 = E ( X 2 )  be the first and second 
moments of  a continuous density on (0,1), then: 

X < X 2 ~ lt, = E ( X ) <  E ( X  2 ) = , t t  2 

E ( ( X -  E ( X ) )  ~ ) > 0 ~ E ( X  ~) - E ( X )  2 > 0 ~ Ia 2 = E ( X  2 ) > E ( X )  2 = tt,2. 

And, equivalent to the above, we obtain the corresponding Beta density 
parameters: 

f) = O , , - ; , X ] - ; , )  
fL/2 - -  ~.,/I 2 

> 0 .  
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