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Abstract 
The reserving methodology described in this paper produces min imum sufficiency levels 
for reserves that are risk adjusted both for uncertainty in claims payments  and uncertainty 
in investments.  The min imum sufficiency level is derived from measurements  of  
correlation and other statistical properties of link ratios. These statistics are found using 
bootstrap methods. Because the approach relies on bootstrap methods, there is no 
explicit measurement  of either process or parameter risk that ordinarily appears in 
dynamic financial analysis. 

Introduct ion 
The information in a property/casualty loss triangle is highly aggregated; individual 
claims information is lost during the summation processes both for accident and calendar 
periods. Ordinarily, bootstrap methods would be applied to raw claims information 
rather than to an aggregation such as the toss triangles found in Schedule P of the annual 
statement. However, published information about individual claims experience for 
companies is non-existent. 

The paper describes how bootstrap methods can be applied to public loss information to 
produce range estimates for future losses." This reserving methodology could use any of 
the popular reserving methods appearing in the literature. However, the focus of the 
paper is primarily on the use of  bootstrapping to obtain adjustments both for uncertainty 
in claims payments  and uncertainty in investments. The choice among the plethora of 
reserving methods was kept as simple as possible to illustrate more important principles. 
The chain ladder reserving method was used. The methods used in this paper are strictly 
mechanical; no actuarial judgment  arises. 

A correlation matrix for all lines of business evolves from the method of bootstrapping. 
Other statistics are derived during the same bootstrap process that produces estimates of  
correlation factors. The reserves that are estimated have adjustment for the correlation 
among lines of  business, claims payments  uncertainty and investment uncertainty. This 

t William C. Scheel, Ph.D., is President of DFA Technologies, LLC This paper was submitted in rcsp(mse 
to the 2001 Call for Papers, Dynamic Financial Analysis, A Case Study. A companion paper entitled 
"Valuing An Insurance Enterprise" also was submitted. The author gratefully acknowledges the insight of 
both William J. Blatcher and Gerald S. Kirschner in slx~ttmg several of the author's errors during the 
unfolding of this paper. 
z The data used m this paper were provided to authors participating in the 2001 DFA Seminar Call Papers 
contest held by the Casualty Actuarial Society. They include statutory Schedule P mlbrmatlon for a 
hypothetical insurance company. 
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differs from conventional mono-line reserving approaches that often do not adjust for 
either source of uncertainty except by actuarial judgment.  

The paper also introduces a new approach for reserve valuation that is tightly coupled to 
optimization methods applied to investment portfolios. It is difficult to separate where 
reserving leaves off and dynamic financial analysis (DFA) begins; in this regard they are 
inseparable. 

Valuation Steps 
There are six steps in the first phase of the reserving method: 

I. Perform a bootstrap of link ratios for ultimate loss. Loss development factors 
neither were directly measured nor bootstrapped. Both the unfolding of ultimate 
loss and its relationship to paid loss were chosen as the bootstrap objects. The 
ultimate loss triangle contains potentially useful information not found in the paid 
loss t r iangle-- i t  includes actuarial judgment.  

2. Use bootstrapped ultimate link ratios to derive statistics including correlation 
coefficients, means and standard errors. Track the proportion of loss payments  to 
ultimate loss as part of the bootstrap sampling of ultimate loss links. 

3. Use the correlation matrices and statistics obtained in step 2 and simulate future 
ultimate development period links for each line of business using multinormal 
methods. 

4. Apply the simulated ultimate link ratios to the latest loss triangle diagonal. The 
ultimate losses for the forecast period are obtained. 

5. Perform a second-stage simulation using the probability distribution of paid-to- 
ultimate ratios (also derived as part of  the bootstrap process in step 1). 3 T h e  
probability distribution for these ratios is a by-product of  the ultimate link 
bootstrapping. The paid/ultimate ratios were tracked (and bootstrapped) during 
the bootstrap of the ultimate loss triangle. Each line of business  has a probability 
distribution of these paid/ultimate ratios. It is used to simulate a payment  
proportion for the simulated ultimate losses. Forward period cash flows for each 
scenario in step 3 are obtained. 

6. Use the cash flows determined in step 5 to calculate annuity-equivalent  values for 
future loss cash flow. Do this at each forward calendar period. There is an 
annuity-equivalent valuation at each point in time that includes future estimated 
losses from that point in time onward. Repeat this step for each scenario. This 
produces a distribution of annuity-equivalent values or present values of  future 
losses. These annuity distributions are discounted reserves. The discount rate is 
conservative. It could be zero. 

The probability distribution of the paid/ultimate loss ratio is a conditional one. The ratio was measured 
conditional on the bootstrapped ultimate link. Recall that the ultimate link ratios were bootstrapped. Each 
bootstrap sample involved resampling among accident periods. This was done independently for each 
development perit~ link. The profile of resampled accident peric, ds used for this ultimate link ratio 
bootstrapping was also used in connection with the payments triangle to calculate the ratio of paid to 
ultimate. There was a direct matching of accident periods for the paid and ultimate triangles in this 
process. 
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O n e  m i g h t  s top  here.  T h e  d i s t r ibu t ion  o f  the presen t  va lue  o f  fu ture  pa id  losses  p rov tdes  

n e c e s s a r y  i n f o r m a t i o n  for  a r e se rve  r a n g e  in w h i c h  u n c e r t a i n t y  in loss p a y m e n t  is 
r e cogn ized .  4 T h e  d i s t r ibu t ion  cou ld  be used  to ob ta in  ex an te  e s t ima te s  o f  r ese rves  for  

fu ture  f iscal  pe r iods .  5 

But ,  a s e c o n d  p h a s e  that  ex t ends  the m e a s u r e m e n t  o f  u n c e r t a i n t y  is usefu l ,  so  w e  will not  
s top  wi th  jus t  the  u n c e r t a i n t y  in c l a i m s p a y m e n t s .  T h e  d i s t r ibu t ion  o b t a i n e d  in s tep  6 

ref lec ts  on ly  this  sou rce  o f  unce r t a in ty . "  T h e  s e c o n d  phase  a t t empt s  to ad jus t  the reserve  

levels  for  u n c e r t a i n t y  in asset  a c c u m u l a t i o n s  needed  to back  them.  T h i s  s e c o n d a r y  
ana lys i s  seeks  the s u f f i c i e n c y  level  fo r  reserves .  

Sufficiency Levels 
C h a n c e - c o n s t r a i n e d  r anges  c a n  be set on the presen t  va lue  o f  fu tu re  loss p a y m e n t s  u s ing  

the resul t s  o f  S tep  6. M a n a g e r i a l  j u d g m e n t  c o u l d  be  used  to c h o o s e  a pe rcen t i l e  o f  this  

d i s t r ibu t ion .  B e c a u s e  the  pe rcen t i l e  is a s a m p l e  e s t ima te ,  a c o n s e r v a t i v e  a p p r o a c h  w o u l d  
pick the u p p e r  c o n f i d e n c e  level for  the percent i le .  Th i s  c h o i c e  is ca l l ed  the minimum 
sufficiency target. T h e  p resen t  va lue  o f  fu ture  p a y m e n t s  ( d i s c o u n t e d  re se rves )  is 

n o m i n a l l y  suf f ic ien t  1o p a y  c l a ims  a m o u n t s  wi th in  de f ined  levels  o f  c o n f i d e n c e  a n d  
s a m p l i n g  error .  Th i s  resul t  is a target ,  not the ac tua l  m i n i m u m  s u f f i c i e n c y  level b e c a u s e  

the t a rge t  is r isk ad jus t ed  only for  u n c e r t a i n t y  in c l a i m s  p a y m e n t s .  T h e  t a rge t  has  a 

spec i f i ed  p r o b a b i l i t y  o f  su f f i c i ency ;  but  on ly  to the ex ten t  o f  the a m o u n t  o f  the l iabi l i ty  

fo r  c l a i m s  p a y m e n t .  T h e  ta rge t  is cond i t i ona l  on  n o  r isk in i n v e s t m e n t  re turns .  7 

T h e  m i n i m u m  s u f f i c i e n c y  ta rge t  for  pe r iod  t i nc ludes  c l a i m s  pa id  in pe r iod  t a n d  

s u b s e q u e n t  d e v e l o p m e n t  pe r iods ,  t + l ,  t+2,  .... T h e  ta rge t  is a hu rd l e  ra te  e x p r e s s e d  as an 
8 e n d - o f - p e r i o d  va lue .  W e r e  asse t s  at t ime  t to equa l  the m i n i m u m  s u f f i c i e n c y  ta rge t ,  the 

4 The distribution of the present value of future paid tosses can be used to answer questions such as "'What 
is the range in values within a 90 percent confidence band'?" or "What is the loss level with a probability of 
no more than 0.05 of being exceeded (0.95 percentile)'?" These and other chance-constrained questions 
concerning loss reserves can be answered using this distribution. 
5 The valuations for future peri(xts do not include future business. There are many extensions of thls 
reserving approach that can be done with DIZA methods. One important extension is to include new 
business development. Others include separation anaong various sources of loss, such as all~cated and 
unalkx:ated loss adjustment, uncertainty in both frequency and severily of loss and the eflects of 
reinsurance on loss transfer. 
a It is not the intent of thts paper to engage in a discussion of what uncertainties should properly be 
reflected in toss reserves. Suffice it to note that it stitl Is a regulatory fifiture when an insurer set its reserves 
adequately m the sense that reserves for future claims payments were deemed t(~ have a 95 percent chance 
of covering payments: but, unlbrtunately, the insurer's assets dwindled to insufficient levels. Pcllicyholders 
or stockholders end up taking the fall anyway. When the original liability was established, it reflected 
uncertainty only in the magnitude of payments, not uncertainty m the ability to meet those payments h is a 
m(×)t issue both to the policyholder and to tile stockholder whether insolvency occurred because the insurer 
cannot pay either an expected or unexpected loss payment. 
7 The minimum sufficleney target still has investment risk; st), it is a target. The target is )lot tmmunized 
because it involves discount assumptions. However, as a practical matter tt mighl have been dlseounted at 
a riskless or near riskless rate and also be an immunized target sufficiency level. 
s It is assumed that payments are end-of-peri~xl amounts |k>r the purpf~se of this analysis. 
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liability would be covered at the indicated confidence level. Suppose that the distribution 
of required assets at time t were known. This target distribution could be discounted to 
get the distribution of beginning-of-period required assets. The discounted distribution is 
the premium dtstnbution for a single prct-nlum deferred annuity. A confidence level 
associated with this asset distribution is referred to as the minimum sufficiency confidence 
level. 

The mininmn~ sufficiency levcl of  assets funds future claims payments  within specified 
levels of confidence. Both the min imum sufficiency level and targets are percentiles of 
probability distributions, 'j 

Determination of Sufficiency Levels 
The future clairns are expressed as a present value using a conservative rate of  discount. 
The mini tnum sufficiency target is an amount  derived from this distribution of present 
values. Simulated link ralios lead to forecast-period cash flow estimation, :rod these cash 
f l o w s  arc the source  of the present  va lue  deter rn ina l~ons,  i °  

Determination of Link-Ratio Correlation Matrices 
The period-to-period changes in estimated ultimate loss were bootstrapped in a special 
way so that a l ine-of-business correhttion matrix could be obtained for each link ratio. A 
bootstrap sample of developed claims is drawn. This  is done from the set of  accident 
periods that can be used for the t th development factor. 

Table 1: Feasible Region for Bootstrap Sarnpling of .'t Link Ratio 
the shaded area can be used for bootstrapping of the [ink for the 36-48 month 

development period. A bootstrap sample involves drawing wtth replacement from this 
region to create "t pair of  columns in which the rows are randornly sampled many times 
with replacement from the original set. The sampling scheme that unfolds Ibi" one line of 
business is used for the other lines too. For example if the rows in the region were 
numbered { 1,2,3 ..... 7}. a sampling scheme for the 36-48 month link could be 
{ 1,1,3,5,7,4,4} The corresponding column pairs from each line of business would be 
used and from them a link factor for the 36-48 development period for each line would be 
calcukited This technique of bootstrapping in a synchronous fashion from a multivariate 
sample space is reviewed in Scheel, ct al 12000] and Laster [1998]. 

The derivation of the other development period links is done independently. For 
example, the bootstrap sample lbr the 72-84 month development period might use a 

{4 . . . . .  I }. Table 1: Feasible Region for Bootstrap sampling scheme of accident periods ", 9 
Sampling of a Link Ratio 
illustrates this sampling scheme. But, other lines of  business also would have thts same 

replacement sampling for dctcrroining their 72-84 month link for this bootstrap sample. 

q Because Ihe percentiles have sarnplillg error, the sufliclency a[l]()l,llltS are reall.v conl]dence lirnils on the 
percenlile. Resf~Cllvely. lhcy arc the lower and upper confidence limits for the. rnininlum sufficiency and 
target sufficiency percenllles. 
10 Slalutc, ry discount:,; might be at zero rates of  illterest. 
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Each development period link is an independent sample, and there is no scaling problem 
associated with exposure volumes in the various accident periods. 

This sampling method is repeated many times to obtain many values for each calendar 
period link ratio within the sample space. The entire set of bootstrap samples can be used 
to derive statistics for the ratios. All of the link ratios for different calendar periods can 
be obtained by using the available accident periods for each transition link within the loss 
triangle, t~ 

The bootstrap samplcs for different lines of business can be used to calculate all of the 
needed statistics for links. They also can be used to calculate line-of-business correlation 
coefficients for the links. Standard errors for these various statistics can be computed 
using bootstrap methods. 

Correlations among lines of business are measured using the experimental sample space. 
In this case, the bootstrap samples being drawn in a synchronous fashion for all lines of 
business is that sample space. From a computational standpoint there is a great deal of 
housekeeping required, but the methods for obtaining a correlation matrix and estimates 
of the mean and standard deviation for a link are straightforward, t2 

~t Links for calendar periods 8 and 9 are not obtained from b~~tstrap sampling because of the sparse 
number of usable accident periods. Links for these periods are based on the actual loss triangle information 
and not bo~tstrap samples of it. The links for any forecast periods beyond 9 use actual linkg. The bootstrap 
~mphng uses a decreasing number of accident years when calculating linkb link2 ...... link7 for the 
transition in ultimate loss estimates. 
~2 Calculations and simulations for'this study were done using Microg~ft Excel 2000. Multivariate normal 
simulations were performed with Excel 2000 and a DLL written with Compaq Visual Fortran Version 6.5. 
The multinormal simulation relies on a Cholesky factorization ofthe eovarianee matrix. See Rubinstein 
[ 1981 ] for a discussion of the multinormal simulation methods. Non-linear optimization was done with 
Frontline Systems Premium Solver Plus version 3.5. an add-in for Excel. 
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Table 1: Feasible Region for Bootstrap Sampling of a Link Ratio 
12 24 36 48 60 72 84 96 108 120 

1990 92,906 123.086 121,828 121,312 120.960 120,788 120,667 120,986 120,907 120,685 

1991 126,731 130,026 127.583 126,730 125,640 127,269 126.636 126.266 125.893 

1992 157,558 159,071 158,104 159,525 157,525 157.873 157,124 156,249 

1993 163,692 163.139 161,354 161.677 160,495 160.421 159,270 

1994 167,469 164.228 163.903 163,628 161,827 159,595 

1995 230,837 229.624 227,953 226,813 226,454 

1996 202,686 201.266 202.338 200,922 

1997 259,065 260.110 256,783 

1998 222,746 221,905 

1999 268,705 

Table 2: Example of Port ions of a Bootstrap Sample  in Shaded Regions 

12 24 36 48 60 72 84 96 
1990 

1991 

1992 

1993 

1994 

1995 

1996 

1997 

1998 

1999 

108 120 

92,906 123,086 121.828 121,312 120,960 160,421 159.270 120.986 120.907 120,685 

126,731 130,026 121,828 121,312 125.640 127,269 126,636 126.266 125,893 

157.558 159.071 158,104 159,525 157.525 127,269 126,636 156.249 

163,692 163,139 163,903 163,628 160.495 -'120.786 120.667 

167.469 164,228 202,338 200,922 161.827 159.595 

230,837 229.624 161,354 161,677 226,454 

202,686 201,266 181,354 161,677 

259,065 260,110 256,783 

222,746 221.905 

268.705 

The 36-48 month link for the bootstrap sample m the shaded region of Table 2 is 0.99941. The 72-84 month link is .99547. Although these are members of the same bootstrap 
sample, the links for a development period are independent replacement sampling processes. The ratio of paid loss to ultimale loss for ally development period also can be 
calculated for this same bootstrapped sample. It would use the same set of accident periods, but payment reformation for them is found in the payments triangle. 



The correlation matrix for one of the development period links is shown in "Fable I : 
Statistics for Link). This table also includes general statistics for the paid-to-ultimate loss 
ratio. This ratio is developed during the bootstrap process along with the ultimate link 
factors. The distribution of the paid/ultimate ratio is used during a second-stage 
simulation to provide the ti'ansition from t, ltimatc to paid loss. The second stage 
produces payment pattern variation; whereas, the first simulation stage works with the 
ultimate link ratios. During a second stage simulation a paid/ultimate ratio is determined 
and simulated cash flow is obtained for paid loss. This simulation methodology is 
discussed in detail later in the paper 

Simulation Using Link Ratios 
Links were simulated and applied to the most recent diagonal of the ultimate loss triangle 
to obtain forecast period ultimate losses. The means, standard deviations and correlation 
matrices used for the simulation are shown in Table 1: Statistics for Linkl. The links 
among lines of business were assumed to be multivariate normal with no serial 
correlation. Each simulation of a link was done independent of other link simulations; all 
were multivariate normal simulations, t3 

Each simulalion had 3,000 trials so that a sample of 3,000 cash flows over a forecast 
period of 10 years was available tbr calculating the present value distributions used in 
subsequent analysis. 

t3 See Rubmstein [19811 for a discussion ¢~f how the mult*variate normal sHnulation is done. The algorithm 
used in this study is the IMSL fortran subroutine DRNMVN. 
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Table 1: Statistics for Link, 

t,O 
,,,,j 
L ~  

PPA 
CAL 
WC 
CMP 
Spcl_Liab 
OL_OCC 
Reins_A 
Relns_B 
Reins_C 
Property ShortTail 

Home PPA 
0.0089 

-0.0031 -0.0028 
-0.0075 -0.0067 0.0016 
0.0119 0.0104 -0.0026 -0.0103 

-0.0157 -0.0147 0.0108 0.0072 -0.0146 
-0.0212 -0.0187 0.0049 0.0179 °0.0269 
-0.0539 -0.0454 0.0172 0.0369 -0.0583 
-0.0047 -0.0132 0.0103 0.0059 -0.0043 
0 0000 0.0000 0.0000 0.0000 0.0000 
0.0026 0.0023 -0.0006 -0.0020 0.0031 

Line of Business Correlation Matrix 
CAL WC CMI ~ _S_pcl_Llab OL_OCC Relns_A Relns_B Relns_C 

0.0244 
0.0684 O. 1 O30 

-0.0670 0.0354 0.0052 
0.0000 0.0000 0.0000 0.0000 

-0.0027 -0.0050 -0.0146 -0.0042 0.000( 

Line of Business 

Home 
PPA 
CAL 
WC 
CMP 
Spcl_Liab 
OL_OCC 
Relns_A 
Reins B 
Reins C 
Property_ShortTail 

Ul_ti _mate Link1 

Expected Standard I 
Value Deviation! 

1,0353 0.0795 
0.9935 0.0713 
0.9715 0.0475 
0.9585 0.0784 
1.0177 0.1014 
1.1854 0.3476 
0.8596 0.19211 
0.9823 0.3608 
1.4092 0.5176, 
1.2188 o.oooo 
1.0_0._4.0 0.0270~ 

Paid/Ultimate Ratio1 
Expected I Standard 

Valt~e___t Deviation 
0.88221 0.015,,+ 
0.5829 0.0431 
0.4263~ 0.0376 
0.43451 0.0337 
0.5408J 0.023," 
0.7764 0.0877 
0.21741 0.058~ 

m 

0.54911 0.199 £ 
m 0.786~ 0.047,1 

0.54611 0.2491 
0.98611 0.007~ 



Paid Loss Distr ibutions 
The variation in speed of payments is a source of uncertainty. Both this uncertainty and 
uncertainty in ultimate loss must be reflected in cash flow simulations during the forecast 
period. The distribution of the ratio of paid-to-ultimate also is by-product of the 
bootstrapping methods. Just as each bootstrap sample produces a link ratio for a 
development period, the same bootstrap sample develops the ratio of paid to ultimate. 
The ratio uses the same bootstrap sample accident periods as the ultimate link except that 
the same sampled accident periods are extracted from the paid loss triangle. The 
numerator of the paid/ultimate ratio is found m the bootstrapped accident periods of the 
paid triangle; the denominator is found in the ultimate triangle. The average of the ratios 
is used as that bootstrap sample's paid/ultimate ratio. The result of all bootstraps is the 
source of the conditional probability distribution of paid loss. The conditional operator 
here applies to paid loss given the ultimate loss linkage for the development period. 

Payment Pattern Simulation 
The ultimate-to-paid transition for cash flow determination occurs in a two-stage 
simulation. The first stage produces the ultimate link factors for all calendar period 
transitions. The second stage simulation produces a payment pattern in the form of 
paid/ultimate. 

Each line of business has a set of bootstrap samples that represent a set of payment 
patterns in the form of paid/ultimate ratios. Once the change in ultimate loss estimates is 
determined from the first-stage simulation, a payment pattern is chosen during the second 
stage. In other words, the bootstrap samples of payment patterns are the source for a 
second stage simulation. 

This second-stage simulation adjusts paid losses both for uncertainty in ultimate loss and 
for uncertainty in the speed of claims payments. The effect is simulation of a payment 
pattern associated with each ultimate loss level derived in the first-stage simulation. 
Finally, the cash flows for present value analysis can be assembled from the forecasted 
diagonals of the simulated paid loss triangle. 

Discounting Simulated Paid Loss 
Statistics for these present values are shown in Table 2: Statistics for Discounted Paid 
Losses. The 0.9 percentile of the distributions in this table are the minimum sufficiency 
targets used in subsequent optimizations. For example, the minimum sufficiency target 
at the end of period 1 would be $1,798,921. The minimum sufficiency target secularly 
declines, dropping to $484,940 by period 5 and $47,013 by period 10. As previously 
noted, all cash flows for losses were assumed to have occurred at the end of the period. 

The distributions are risk adjusted only for uncertainty in the ultimate loss and variation 
in the speed of payments. Nevertheless, these results provide ranges for reserve 
estimation. Conventional reserve practice, both statutory and generally accepted 
accounting, is to use a point estimate of future paid losses as the basis for liability 
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determination. The values shown in Table 2: Statistics for Discounted Paid Losses 
provide ranges and other chance-constrained values of what might be considered the 
conventional GAAP estimates. ~4 

14 A five-percent disct,unl rate was used Ior present-value calculations of the paid loss cash flo~.~,'s. 
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t,~ 
0", 

Table 2: Statistics for Discounted Paid Losses 
All Lines 

Statistics Table Period 1 
Mean 1,798,921 
Standard Deviation 91,557 
Median 1,798,343 
5 percentile 1,649,169 
10 percentile 1,682,185 
25 percentile 1,737,040 
?5 percentile 1,860,955 
90 percentile 1,913,87~ 
~5 percentile 1 _,9_48_,_887 

Period 2 Period 3 Period 4 Period 5 
1,282,87~ 896,766 650,35;  484,940 

55,18~ 3 7 , 4 0 5  2 1 , 5 2 (  12,388 
1,281,361 895,937 649,76( 484,449 
1,195,01~ 837,174 615,60= 465,394 
1.214,54( 850,383 623,49;  469,507 
1,244,79( 870,057 634,64~ 476,207 
1,319,75z 920,838 664,331 492.981 
1,352,20~ 944,923 678,1~ 500,876 
1,374,69( 960,082 686,301 506.422 

Period 6 
369,54~ 

8,818 
369,120 
355,541 
358,660 
363,456 
375,434 
38~72~ 
384.138 

Period 7 Period 8 Period 9 Period 10 
278,479 199,570 124,023 47,013 

6,451 4.571 2,833 845 
278,192 199,447 123,920 46.980 
268,231 192,349 119,508 45.660 
270,411 193,797 120.432 45,956 
274.039 196,427 122.083 46,435 
282,777 202,531 125.786 47,557 
286,849 205,513 127,761 48,135 

- I  

289,258~ 207,396 128,8_9_9 48.491 



Treatment of Incomplete Information 
Some of the lines of  business had incomplete Schedule P information. Some lines had 
either a few accident periods or accident periods with few or no losses. Only lines of  
business with at least fifty percent of  completed ultimate and payments  cells were used. ~5 

In a few cases, the information provided was i nva l i d iu l t ima te  loss for some cells of the 
ultimate triangle did equal the sum of paid losses and reserves. Ad hoc methods were 
used in the cleansing of these few imbalanced cells. In general, the ultimate figures were 
taken to be valid and the paid loss was adjusted with reference to experience in near-by 
calendar periods. It is not likely that these adjustments had a material impact on the 
results. 

Optimization 
The distribution of present-valued chtims payments  was used to define target sufficiency 
levels. There is no risk adjustment in these levels for uncertainty in asset growth. We 
now turn to the interesting question of how such uncertainty might be recognized in the 
determination of reserves. 

Reflecting Investment Uncertainty in Reserves 
The distribution of present values for end-of-period valuations for future claims provides 
the means for assigning fair value to such claims given a conservative growth in 
investments backing them. The target sufficiency level constitutes a type of financial 
immunization. Because the target sufficiency is reckoned at a risk-free rate, the company 
could bank this level of assets and be assured of claims payment with the level of 
confidence used to determine the targets. Because there is little or no interest rate risk in 
the target sufficiency, the liability could be comrnuted; it is an actuarially fair value 
within defined confidence limits of the loss modeling mechanism. L6 

It remains for investment risk to be similarly bounded so that sufficient funds will exist at 
this target sufficiency level. The sought-for objective is an asset level at beginning-of- 
period that will grow to the required target with confidence. The main purpose of this 
study is not to eschew a particular asset modeling methodology. Any model can be used 
provided it can generate investment scenarios. This study uses prior work that derives 

*s The treatment of  immature lines of  business suffers from the problems plaguing any study using non- 
parametric methods. These approaches, including bootstrapping, rely on Ihe availability of  underlying data. 
Parametric procedures under these limitations also have a hard time determining appropriate choices for 
probability distributions or their parameters. 

Another approach to handling this problem of  unavailable or missing data would be to substttute "pure- 
play" data available from other companies or reference sources. These data would serve as proxies for the 
mmsing information and would have to be adjusted to the exposure volumes in existence for lines of 
business where such proxy data were deployed. 
16 The sufficxency target is the reinsurance pure prcmitnn for risk transfer at a level of  confidence defined in 
Ihe analysis. It includes risk margins for variulion in loss payments, but n',) allowance for volatility in 
investment of  those premiums from the discount rate of  five-percent. 
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estimates of  a covariance matrix for a mixture of  assets [Scheel, et al, 2000]. The 
description of this database appears in Appendix A: Review of Data Sources. Other 
asset scenario models, which are based on time-dependEnt functions such as multi-factor 
models with mean reversion, could have been used. The approach described in this paper 
would remain unchanged even if another method of asset scenario generation had been 
deployed. 

Investment returns were simulated using a bootstrapped estimation of the covariance 
matrix and expected values using monthly returns data for the 20-year period I/1/1980- 
12/31/99. Muhinormal stmulation rncthods were used in the simulation; they were 
identical to the ones used for sirnulating calcndar period links. Annualized rates of  
return were generated from the monthly data by assuming no serial correlation and 
compounding simulated monthly returns. Various statistics relating to this simulation 
appear in Table 3: Statistics for Simulated Asset Scenarios. This table shows investment 
performance for ten annual periods used in the study. 
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Table  3: Stat ist ics for  S i m u l a t e d  A s s e t  

Annuallzed Return EAFEU-IiNTLUHD S&P5 
Expected Value 0.1647 0.0958 0.149, = 
;tandard Deviation 0.180~ 0.0814 0.162, = 

0.25 Percentile 0.037, = 0.0383 0.033( 
0.50 Percentile 0.1557 0.0958 0.139,: 
0.75 Percentile 0.276~ 0.1479~ 0.255," 

; cenar ios  

USTB R_MID HIYLD CONV LBCORP LBGVT LBMBS 
0.0659 0.165 ¢. 0 ,101E 0,1181 0.094( 0,0917 0,096z 
0.0084 0.178/ 0.090,~ 0.1124 0.085 ¢ , 0.0592 0.058; 
0.0605 0.039; 0.039~ 0.0408 0.035Z 0.0509 0.0553 
0.065~ 0.1512 0 .096E 0.1116 0.09~ 0.0892 0.0953 
0.0714 0.2828 0.1611 i 0.1932 0.148; 0.1317 0.1353 

,,.j 
ko 

Correlation Matrix for Proxy Assets 
1.0000 0.4240( 0.4124 -0.0297 0.3891 0.2689{ 0.3975 0.1823J 0.183E 0.1150 EAFEU 

INTLUHD 0.424C 
S&P5 0.4124 
USTB -0.0297 
R_MID , 0.3891 
HIYLD 0.2689 
CONV 0.3975 
LBCORP 0.1823 
LBGVT I 0.1836 
LBMBS I 0.1156 

]• 0.4124 83E, 0.1150 
1.0000( 0.0075 0.0232 -0.0102 0.1407~ -0.0253, 0.2748, 0.3301, 0.2578 
O.O07E 1.0000 -0.062,~ 0.9435 0.461~ 0.9313 0.3204 0.237,~, 0.2477 
0.023~ -0.0624 1.000£ -0.0276 0.0130~ -0.0918, 0.1791, 0.262;, 0.2317 

-0.010~,, 0.9435 -0.027E 1.0000 0.5063] 0.9465, 0.3156, 0.232E, 0.2549 
0.1407 0.4616 0.013(:  0.5063 1.000131 0.5214, 0.6655, 0.524~, 0.5248 

-0.025,:'. 0.9313 -0.091E 0.9465 0.5214] 1.000£, 0.3314, 0.240 £, 0.2500 
0.274E 0.3204 0.17911 0.3156 0.66551 0.3314, 1.0000, 0.9041, 0.8112 
0.3301 0.2374 0.262-;  0.2328 0.5243~ 0.240 E, 0.9041, 1.000£, 0.8424 
0.257E 0.2477 0.231 ;i 0.2549 0.5248] 0.250£ 0.8112 0.842,~ 1.0000 

Legend: EAFEU international equities; INTLHDG international fixed income; S&P5 large cap domestic equities; USTB cash; RMID 
mid-cap domestic equities, HIYLD high yield debt, CONV convertible securities, LBCORP corporate bonds, LBGOVT government 
bonds, LBMBS mortgage backed securities. Additional reformation about the proxy assets is in Appendix A: Review of Data 
Sources. 



Table  3 i l lustrates  the s tat is t ical  propert ies  of the annua l ized  asset  scenar ios  for jus t  one 
of the annual  per iods in the analysis .  However ,  because  each annual  pe r iod ' s  asset  
scenar ios  were independen t ly  ca lcu la ted  from the sarne mul t inormal  d is t r ibut ion  of  
returns,  the s tat is t ical  proper t ies  for other  per iods were app rox ima te ly  the same.  A smal l  
sample  of  some of the inves tment  scenar ios  appears  in Append ix  B: Example  of Asset  
Scenar ios  for an Annual  Period. 

Optimization Methods 
Non- l inear  op t imiza t ion  was used. The op t imize r  posi ts  trial solut ion set of  we igh t s  for 
the inves tments .  All  of the s imula ted  inves tmenl  scenar ios  were we igh ted  with this 
inves tment  profile,  and a por t fol io  return was  ca lcu la ted  for each scenario.  The result  is a 
d is t r ibut ion of  portfol io  returns for a period. The por t fol io  return for each scenar io  is a 
d iscount  rate that can bc used to de te rmine  beg inn ing-of -per iod  s t t f f ic iency requirements .  

The m i n i m u m  suff icient  :~sset level (beginning-of -per iod)  can be ca lcu la ted  us ing the 
portfol io  d iscount  rate apphed  to the (end-of-per iod)  target  suf f ic iency  level. When  this 
is done for each inves tment  scenario,  a d is t r ibut ion of  m i n i m u m  suf f ic iency  levels  is 
obtained.  That  d is t r ibut ion then is used to choose  a chance-cons t ra ined  m i m m u m  
suff ic ient  level.  It is a reserve that is r i sk-adjusted both for uncer ta in ty  in c l a im  payments  
and in inves tment  return. 

The  m i n i m u m  suff ic iency level  (beginning-of -per iod)  is re turned to the op t imize r  as the 
objec t ive  value.  The  non- l inear  op t imize r  cont inues  to posit  different  inves tmen t  we igh t s  
until  a m i n i m u m  for this ob jec t ive  value is found. Sttch an op t imized  min imurn  is the 
r isk-adjus ted reserve be ing  sought.  

Optimization Constraints 
The op t imize r  was  g iven  a s tandard set of feasibi l i ty  cons t ra in ts  for inves tments :  all 
componen t  asset we igh t s  were  cons t ra ined  to lie be tween 0 and 1 and the we igh l s  must  
add to 1. No short  sales were a l lowed.  

Optimization Objective Function Calculation 
The op t imiza t ion  objec t ive  function was  the present  value of  the target  su f f ic iency  level. 
It was  m i n i m i z e d  by the opt imizer .  The objec t ive  value was ca lcu la ted  for each trial 
solut ion of the op t imize r  us ing a separate  instance of  Excel.  ~7 

=7 The computational method used to derive the objective function values involved use of a separate 
instance of Excel as a COM object for the Excel instance running Solver. Although these are programming 
issues, they are important to the study and warrant some explanation. When the optimizer supplies the 
workLxx~k with a trial solution for the portfolio weights, it recalculates the workbook. "l'hls recalculation is 
supposed It) produce a value tot the objective functic~n cell. 

The goal cell contained a cell function, a call to an Excel macro that must be within the same workbook as 
Solver. This macro has restrictions on what it can do with the workbt×~k cells whde it is executed during a 
recalculation of the workbook. The macro t)nly can read sections of the workbook, it cannot modify the 
contents of any cell during its execution. It only can return a value to the cell from whtch the macro was 
called. Although this limits what might be done while Solver executes, COM objects running in separate 
processes provide exceptional flexibdity that ~rdinarily would be missing were just the solver workbook to 
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Reserves 
The  m i n i m u m  su f f i c i ency  reserve  levels  for  e ach  pe r iod  are  s h o w n  in T a b l e  4: S ta t i s t ics  
for  Rese rve  M i n i m u m  S u f f i c i e n c y  Leve ls  a n d  O p t i m a l  I nves tmen t  Por t fo l ios .  T h e  

reserve  level is " ' M i n i m u m  B e g i n n i n g  o f  Pe r i od"  vahtes .  It ts the a m o u n t ,  w h i c h  wi th  
c o n f i d e n c e  .9, will g r o w  to the " 'Requ i red  E n d - o f - P e r i o d "  v a l u e i t h e  t a rge t  level fo r  

su f f i c i ency .  T h e  we igh t s  for  c o m p o n e n t s  o f  the o p t i m i z e d  p r o x y  por t fo l io  a l so  a p p e a r  in 
the table.  S ta t i s t ics  for  the e n d - o f - p e r i o d  por t fo l io  va lues  are s h o w n .  

Fo r  e x a m p l e ,  an  asset  level o f  $ 1 ,591 ,549  at the b e g i n n i n g  o f  pe r iod  1 is the nomina l  

a m o u n t  needed  to p rov ide  for  p a y m e n t s  o f  c l a ims  in this pe r iod  a n d  fund  the p resen t  

va lue  o f  all fu ture  c l a ims  in per iods  2, 3 ..... T h e  ta rge t  level dec l ines  as the m a g n i t u d e  o f  
future  c l a i m s  p a y m e n t s  d w i n d l e s  ove r  t imc.  For  e x a m p l e ,  by  pe r iod  5, the t a rge t  

s u f f i c i e n c y  has  dec l ined  to $ 2 9 6 , 1 4 9 ,  and  b y  per iod  9 it d r o p s  to $37 ,711 .  

T h e r e  is a .  1 p robab i l i t y  o f  assets  not  g r o w i n g  to the t a rge t  s u f f i c i e n c y  level,  t8 Fur ther ,  

that  ta rge t  level has  a .2 p robab i l i t y  o f  be ing  inadequa te  for  c l a i m s  p a y m e n t  b e c a u s e  it 

be used. The calculation of the objective value given the weights, lbr example, is cornplex. However, it 
can be easily done in its own instance of Excel. "l'h2s instance is being controlled by the macro of the 
workbo~k running .,a.~lver. 

The objective cell macro uses, as an argument, tile reference to the cell range containing the weights being 
suggested by the optlrnizcr for the current trial solution. The fact that an argument was used in the macro 
call is extremely important...il assures that the macro function will not be executed until after the optimizer 
has written the trial solution weights IO the referenced cell area Because the macro can read cells within 
the Solver workbook, the macro can copy the weights into the separate instance of Excel. Previously. that 
instance was also provided the sufficiency target, rates of return for simulated asset scenarios and other 
information about confidence levels. The .separate instance is recalculated and the results are available to 
the macro for return to the objective function cell. 

The separate instance if Excel has all of the information it needs to perform its own calculation. This 
calculation is driven by the Solver macro after it has done the necessary setup in the separate instance. The 
investment returns for all scenarios contained m the separate workbook are weighted by the trial solution 
set of weights. The recalculation of this instance develops the distribution of present values for the 
sufficiency target. Finally. the upper confidence limit for the percentile of that distribution is calculated. 
The percentile is binomially distributed. With adequate numbers of investment scenarios, the upper 
confidence limits for the percentile can be calculated using normal apprc~ximatn'~n methods. The 2,500 
investment scenarios used in this calculation were mc, re than adequate for a normal approximation. 

To summarize, the Solver goal cell is recalculated along wnh other cells in the workbook during a trial 
solution. The weights are passed through the macro to a separate inslance eft Excel. The separate instance 
is recalculated by the macro to produce the answer that is returned to the goal cell. Solver does not know 
that a separate computational environment was used to derive the complex goal calculation. 

Of course, this calculation is repeated many times as the optimizer tests trial combinations of the weights. 
Furthermore. it is done for each period in the analysis. ]'his trick of using a separate instance of Excel and 
COM techniques is useful for deriving complex calculaltons associated with optimizer objective function 
calculations. It is essential when these calculations require multiple workbook recalculation or involve 
their own macros that may be diffcuh to otherwise order correctly within the cell recaleulatnon hierarchy 
used by E, xcel during a workbook recalculation. 
in The probability tff inadequacy is actually more conservative because the stated percentile of the 
distributton was adjusted for sampling error in measuring that stated percentile. So, the minimum 
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was based on the sufficiency payment targ.ct set at a confidence level of .8. Higher 
confidence levels could have been used both for the payments and investments. 

Release of Capital in Reserves 
The assets, before payment of claims, were expected to grow from $1,591,549 to 
$1,770,939 given the optimized portfolio weights shown in the table. This expected 
value for asset growth is higher than the target minimum sufficiency level of $1,683,785. 
The chance-constrained level imposes a higher standard than expected value; there only 
can be a .  I probability of the growth being inadequate, which was the confidence level 
chosen for objective function valuation. The buih-in margins in the reserve are a source 
of expected capital release as the reserves are released. 

A higher volume of initial assets is required to assure the confidence levels sought.l') As 
a result, the higher initial reserve level that must be maintained is expected to grow to be 
more than is required. Of course, it may not grow at the expected rate, but the 
optimization sets a higher confidence level so that the reserve will be sufficient both with 
respect to claims and investment experience (asset growth confidence is 0.9). There is an 
expectation of a favorable release of the contingency margins, both claims and 
investment, in this reserving method. 

A Ioc:tl optimum is shown for the minimum reserve in the first row of Table 4: Statistics 
for Reserve Minimum Sufficiency Levels and Optirual Investment Portfolios. Other 
weights of assets produce different local optima. In general, the other local optima are 
similar. The variations are discussed in detail in the section "Variation among l.,ocal 
Minima". 

Investment Portfolio Rebalancing 
Table 4: Statistics for Reserve Minimum Sufficiency Levels and Optimal Investment 
Portfolios shows the changes that would occur were portfolio rebalancing to track the 
changes in the optimal portfolios each period. It will be noted at a later point in the paper 
that the result shown in the table is a local optimum. Other solutions of the non-hnear 
optimizer produce different optimum values. A high volatility in portfolio composition 
could be found among optimizer solutions to what amounts to the same problem. Many 
different portfolios could lead to approximately the same optimized solution; the local 
optima, although clustered, were constructed from rather different portfolio compositions. 

This makes generalizations about changes in portfolio composition over time very 
difficult to make. Even the rank order of asset weights was highly volatile. In general, 
higher risk investments give way to lower risk ones such as U.S. Treasiary bills and debt. 

sufficiency level was an empirical observation s~)mewhal lower than the observed . l percentile of the 
distribution. A similar conservative adjustment was made in the choice of the empirically determined 
target suffictency level. Both adjustments to the stated percentdes were done because of samphng error in 
measuring them. 
19 There are two confidence levels: ( I ) that the investments will grow to a target sufficiency level, and (2"1 
that the target sufficiency level will be adequate to fund future claims assuming only a risk-free level of 
return thereafter. 
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The Sharpe ratio, which is measure of risk-adjusted return, also reflects a rebalancing 
scheme that tends to move from higher risk to lower risk. 

An intuitive explanation for this rebalancing scheme is that the portfolio cannot be placed 
at risk during later periods when losses have less chance of being recouped. Higher risk 
in the early periods, however, may be an acceptable tradeoff both because there is a 
longer period to recover early investment losses and because the higher expected returns 
assist in meeting the higher demands for cash flow at early stages of  claims development. 
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Table  4: Stat ist ics for  R e s e r v e  M i n i m u m  Suf f i c iency  Levels  and  Opt ima l  I n v e s t m e n t  Por t fo l ios  
, P, , ,od ~ ,  P e , ~  2 P~,od 3 I P~,od 4 I P~,od 5 i P~,,od ~ ', P~,od 7 I P~,od ~ ', Pe ,od 9 ', P~,od ~0 

~lln Suff iciency Level ~ 1,591,54~ 1,064,34~ 680,513~ 445,91. c 
Flequlred EOP target assets i 1,683,78~ 1,128,67; 722,708~ 471,93 z 

EAFEIJt .067 r .07." .1461 .20~ 
INTLUHB _ .189 .. . . . . . .  033~ - i i j6~ 

S&P5-- .163 .02." ~-0~- .14; 
USTE .067 .46. ~ .(~--3]-- .16; 

R am t .o5c, . o 9 7 ~ . o 8 . "  
I'I/YLI: i .122~ .148~ .O02J 
CON~ i .036~ .055~ .1311 

LBCORF; .03~ .068 ~ .023~ .03; 
LBGV'I i .1231 .011] .325~ .11( 
LBMB~ .151, .1~7i .08~ .01' 

Expected Return 11,770,93£'11,162,53~ 759,1511 
Standard Deviation [ 105,18E 1 40,0511 44.33~ 
{:).1 Percentile i 1,635r35711,112,691i 704,42(~ 
{).2 Percentile i 1,683,8021 1,128,682~ 722,71~ 
{).25 Percentile i 1,699,14C11,135,36~, 729,44~ 
0.5 Percentile i 1,767,09711,160,294 756,70; 
0.75  Percentile i 1,842,84E~ 1,189,563~ 787,47~ 
0.8 Percentile = 1,859,232, 1,197,558 795,86; 
0.9 Percentile 1,908,09111T215,841 816,40; 
Shame ratio .712J .697 .75 ¢ . 

445,919~ 296,149~ 198,432~ 129,60(~ 78977' 37711' L]' 
' t ' . t £ i  

934~ 313,6111 210,181] 137,041 83,43£ I 39,879j I 
.208J .00~ .1441 .011 .0631 .0151 I 
.19~ .16Fq .134,_..__ .15~ .21_61 .036j i 

. . . . . .  .085-~ . 0 3 9  _ .147] ..(~6~, .o .08, 
.16_7]_ .341 .141 .19.( .0 .559 

~ . 0 8 3 .  r--- .6~'_,__ .04c, .02: .~ ~ ~', o23 _ _  
.004~ . . . . . . .  .¢ .012 .179 .09~ . 1 5 9  
m03~ . 0 6 1 " ~  10611 104~''" " 1003 
.03  .04,, .03  .02  .10+=', . . . . . .  :+!- ', 
.11~ .09E, .205~ . I0"~ .04E[ . . . . . .  11-,~ " , 
o111 .~7~., .15ai .154,. .1% ._o~-~ , 

499,6721 323,783] 219,9011 142,558~ 87,86"~= 40,88~ i 
33,730! 11,65fq l l ,31E I 6,51:~ 5,284 1,17E~ 1 

457,192~ 308,82~j 205,66~= 134,405~ 81r043 39,420~-- i 
471,996~ 313,61;.7 210,18~= 137,05~ 83,44~= 39,88~ = 
47806~ 315,443 L 211,864, 138,06~ 84,29E 40,06~ 
498,949 323,60E/ 219,67~q 142,282 i 87,78." 40,827' L 
520,928 331,52~ 227,45Ej 146,86~ 91,33E 41,673 L 
526,399 333,689. 229,32;q 148,179, 92,29.= I 41,89-~ L 
542,054 338,8311 234,15Ej 151,193~ 94,72E= 42,41£ 

.727 .68& .74( .682[ .69~ .58£ 

37,71 I' t 



Effect of Using Line-of-Business Correlated Links 
The bootstrap method used in this study produced a correlation matrix for each link 
factor. The correlations were small and very often insignificant. This can be seen in the 
correlation matrix for one of the links shown in Table 1: Statistics for Link~. However, 
the measured correlations were more often positive than negative. For example, 
Spcl_Liab and OL_OCC have positive correlation with Reins A exceeding 0.07. In 
general, small positive correlations were found for many other lines and for other 
development periods. It is reasonable to characterize the ultimate links for lines of 
business in this study as being generally uncorrelated, but occasionally having isolated 
pockets of positively correlated loss among certain lines. 

The experimental results were recast so that line-of-business independence was assumed. 
The same expected values and variances were used, but the muhinormal link ratios were 
simulated with a zero correlations among the lines. The minimum sufficiency levels 
were calculated using the same investment scenarios. So, the only difference in treatment 
was the removal of the generally slight positive correlation. The results appear in Table 
5: Effects of Removal of By-Line Correlation. This table should be compared with 
Table 4: Statistics for Reserve Minimum Sufficiency Levels and Optimal Investment 
Portfolios. 
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Table 5: Effects of Removal of By-Line Correlation 

~lln Sufficiency Level 1,586,858t 1,0_67,46~ 
:lequlred EOP target assets 1,680r03111,129,561 r 

EAFEI. .02~ .226~ 
INTLUHD .13~ .124~ 

o12 t 15~ t 
mO0~ mO0~ 
.1,=2 t .o87] 
.004~ .073J 
.072i .049 

Expected Return 
Standard Deviation 
).1 Percentile 
).2 Percentile 
).25 Percentile 
).5 Percentile 
).75 Percentile 
).8 Percentile 
).9 Percentile 
~harpe ratio 

S&P5 
USTB 

RMID  
HIYLD 
CONV 

LBCORP .023~ .120 
LBGV'~ .001[ .124 
LB i B~ 157~ "0~ 

| 1,761,30211,206,609 
| 971050~ 93,454 
| 1,637,511~ 1,091,963 
| 1,680,084] 17129,562 

1,693,157~ ' r 141 r484 
1,759r28 ~ " ,202,29C 
1,826T9791 ' ,268,604 
1,843,977]" ',285,234 
1 r889,1911 " ,329,506 

.724~ .735 



The positive correlation seen in this study generally increased the minimum sufficiency 
levels. Chance-constrained reserves must be higher in the presence of correlation among 
lines of business. The company should have a higher level of capital attribution for the 
collection of correlated lines of business than what would be needed were they to be 
independent. But, the effect for the company in this study was small. For example, the 
beginning (Period 1) minimum sufficiency level dropped from $1,591,549 to $1,586,858. 
Comparison of Table 4: Statistics for Reserve Minimum Sufficiency Levels and Optimal 
Investment Portfolios and Table 5: Effects of Removal of By-Line Correlation discloses 
that there generally are higher minimum sufficiency levels when con'elation in the 
ultimate links is considered. However, the effect is modest and not always consistent. 
For example, periods 2,3 and 7 have modestly higher minimum sufficiency levels when 
independence was assumed among the lines of business. 

Caveats Regarding this Study 

- Variation among Local M i n i m a  
The optimization problem requires non-linear methods. Many combinations of asset 
weightings are likely to yield the same objective value, and the optimizer will produce 
varying optima for the same problem. These local optima arise when the optimizer 
randomly seeds different paths to a solution. 

A separate test of the optimization procedures was done to better understand the nature of 
the local minima. There was variation in the answers produced by the optimizer when all 
aspects of the problem were held constant except one: the optimizer was seeded in 
different ways at the start of the optimization by giving it different starting values for the 
portfolio allocation. Optimt, m values found by the optimizer are dependent on many 
empirical properties of the data being optimized--generalizations are difficult. 

Variation among local optima of minimum sufficiency levels was studied for two of the 
periods. The results are summarized in Table 6: Variation in Local Optima. 

Table 6: Variation in Local Optima 
:alut,'.s o1' O i ) t imizat i tm 

Objective function (minimum sufficiency 
level) 

Based on 266 replications of the 
optimization using different seeding for 
portfolio allocations, the local optima had 
modest v:~riation. 2° 

:0 The period means are higher than reported in other Tables because this test of local optima was based on 
different confidence levels. But, the overall results are insensitive to the choice of sufficiency probabilities; 
the variance in local optima is small. 
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ahtt's qJl' Ol+tinzizatitH'z Var ia t ion  ()l).~erve+ 

Asset allocation weights  

1 

1,805,772 
51,733 

3 
832,612 

22,321 

From an operational standpoint,  the 
standard deviations are small; sufficiency 
estimates are substantially unchanged 
regardless of the local op t imum chosen by 
the optimizer. 
There was high volatility in portfolio 

• -J 

allocation among  the local opt ma.+ Even 
rank shifts among  asset category weights 
were large. In the fol lowing table, statistics 
for rank order of  asset appearance in Period 
1 results are given. Observe  that the mean 
ranks are very close and standard 
deviations of  the ranks are high. This  
indicates a high volatility in the ranking of  
any given asset category among  the local 
optima. 

Period l Asset  Category Ranks 

EAFEU 

INTLUHD 

S&P5 

5.60 
2.28 

5.37 
2.37 

5.50 

ZL The fact that many different portfi)lio allocattons result in similar objective values was indirectly 
observed m Schecl, et al [2000]. In that study, efficient frontiers often were found not to be particularly 
effiment in a forecast sense. Off-frontier points in that study had portfolio weights, which produced results 
comparable to those of on-frontier points having different weights. A similar insensitivity to portfolio 
allocation was found in this study, because many different portfolio allocations resulted in local optima that 
differed by insubstantial amounts. 
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USTB 

RMID 

HIYLD 

CONV 

LBCORP 

LBGVT 

LBMBS 

4.91 
2.63 

5.45 
2.80 

5.23 
3.08 

5.39 
3.22 

5.63 
3.27 

6.64 
3.23 

5.28 
2.67 

Theresults  shown in Table 6: Variation in Local Optima show that at least for this study, 
the variation in the minimum sufficiency levels is small; the local optima appear to be 
clustered. However, there were numerous portfolio profiles with some rank order 
stability but still considerable differences in weight magnitudes. Although the 
optimization methods seem to be reasonably robust from an operational standpoint, this 
may not generally be true for other empirical datasets. 

Other Assumptions and Limitations 
Because this study was focused on methodology and not on precision of the actual 
valuations of reserves, some shortcuts were made. The following limitations may be 
imporlant if greater precision is desired: 

1. No adjustments for uncertainty respecting inflation were made. In fact, no 
business scenario generation, other than investment returns, was done in this 
analysis. 
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2. The possibility of  future inflation differing from expected inflation was not 
considered. There was no common economic tie binding future loss projections 
and future asset valuations. 

3. Tax frictions were not analyzed. 
4. The finesse of actuarial reserving involves many considerations such as  actuarial 

judgment,  the appropriate reserving model to be used with aggregate loss triangle 
information, and many other loss reserve details. 

5. The reserving method deployed was a simple average chain ladder approach; 
some actuaries may think it naive, but other reserving methods could be applied 
using the approach laid out here. 

6. Claim frequency was not studied. 
7. The implicit assumption is that the proxy asset portfolio used in this study is a 

reasonable representation of assets used to back reserves. Other asset proxies and 
approaches to investment scenario generation might yield materially different 
results. 

8. The optimizer constraint set did not limit the extent of  portfolio allocations for 
specific asset classes such as equities or international securities within the proxy 
portfolio. In general, the mix of assets in the optimal portfolios was under 20 
percent equities. Allocations to mortgaged backed securities got as high as 18 
percent. These and some allocations to convertible and high yield bonds may not 
be consistent with statutory limitations on such asset classes. These asset class- 
specific constraints were deemed to be beyond the scope of this study; however, 
appropriate changes could be made in the constraints set to limit the asset 
allocation weight for a class of investments. 
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Appendix A: Review of Data Sources 

Liabilities 
The source of financial information used for this paper is the data provided to participants 
in the CAS Call Paper program for the 2001 DFA Seminar. The data consisted primarily 
of Schedule P informauon. 

Proxy Assets 
This paper uses monthly time series of asset class total returns. A selection of broad asset 
classes typical of P&C insurance company asset portfolios was chosen for examination. 
The time series all begin January 1, 1970. However, certain asset classes (e.g., mortgage 
backed securities) do not have a history that extends back this far. For these classes the 
time series were backfilled to the January 1, 1970 start date by an investment consultant. 
The backfill process was based on a consideration of the market conditions of the time 
(e.g. interest rates, fixed incorne spreads, inflation expectations) and how the particular 
sector would have performed given those market conditions. 

Table 6 Asset Components 

International Equities EAFEU MSCI EAFE Index 1/1970 

International Fixed Income [ INTLHDG JP Morgan Non-US Traded Index 

Large Cap Domestic Equities S&P5 S&P 500 Index 

Cash USTB 90 Day US Treasury Bill 

Mid Cap Domestic Exluities RMID S&P Mid Cap 400 Index 

Mid Cap Domestic Equities RMID S&P Mid Cap 400 Index 

High Yield HIYLD CSFB High Yield Bond Index 

1/1970 

111970 

1/1970 

1/1982 

1/1982 

1/1986 
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International Equities EAFEU MSCI EAFE Index 

Convertible Securities CONV CSFB Convertible Index 

I 

Corporate Bonds LBCORP Lehman Brothers Corporate Bond Index 

Government Bonds LBGOVT Lehman Brothers Govenament Bond Index 

Mortgage Backed Securities LBMBS Lehman Brothers Mortgage Backed 
Securities Index 

1/1982 

1/1973 

1/1973 

1/1986 
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Appendix B: Example of Asset Scenarios for an Annual Period 
Specimen Annua!lzed Returns 

Scenario EAFEU ;INTLHDG I S&P5 , USTB , R MID 1 HIYLD } CONV LBCORP 1 LBGVT I LBMBS 
' -0.0027 0.062~ - -0.015E 0.0802 O.002~ i "-0.029(3 0.0297, 0.012~, 0.07571 0.064; 

1 , 0.1580:-0.116. = O11~,01:0.06211 0.159.= 0.132E~ 0.1681, 0.080C 1 0.06451 0.051, 2 
3 0.34201 0.089 z~' 0~-22-~ 0.07071 0.153:11 0.1-74~ I 0.1572~ o.128~, I 0.12~, 0.138~ 
4 ' "0.1184 0.098~ =, -0.12i'5, 0.0656 "0.0501] 0.015~-"O.060T~ 0.0657 0.0823 0.077~ 
5 ; 0.2593 0.054Z 0.2091 .... 0.0625 0 2001J 0.219Ej 0._1990, 0.1681J 0.14521 0114, 
6 , 0.0529 0.1815 -0.0815, ...0._0640, -0.120E, -0.0084, -0.0478, -0.019,~ 0.0714, 0.071( 
7 0.0352 0.025~ 0.4263 0.0561 0.319~ 0.1684, 0.2330, 0.078E, 0.092E, 0.121 (. 
8 ; -0.02631 -0.021~ I 0.13011 0.0654 0.129." 0.206?[ 0.1132~ 0.171,~.; 0.1567, 0.157~ 
9 , 0.0622, 0.089~,-0.0052, .0..0630,-0.0161, 0.074~, 0.0622~ 0.068~, 0.0691, 0.090( 
10 -0.1113, 0.030E "0.0285, 0.0687 "0.073;, "0.0644-0.0015 -0.0181 0.0659. 0.023; 
11 ! 014261, 0.0862, 0.372C" 0:()59~ 0.346(, 0.1973 0.265~ 0.1624, 0.10311 0.124; 
12 ' 0.3469 0.041; 0.2036, 0~Q610 0.2295, 0.223C 0.1441L 0.131~, 0.0908, 0.153; 
13 0.1085, _ 0.000E, 0.0505 0.0662~ 0.150~, -0.0178, 0.083~ -0.0024, 0.0036, 0.028; 
14 0.1889 0.195"/ 0.0605 0.06111 -0.062; 0.1085 -0.007~ 0.2271, 0.2147, 0.188S 
15 0.7624 "0.1837, 0.46321 0.076~) 0.6217) 0.2408, 0.3528 0.278E, 0.2308, 0.19~ 
16 0.4231) 0.102E, 0.0522 0.076( l -01_0..17~c I -0.0002, 0.029;, 0.1637, 0.1714, 0.152( 
17 0.2868 0.112E 0.1013, 0.071~ l 0.076E, 0.1287, 0.149S, 0.072(~, 0.0873. 0.144.= 
18 0.2166( 0.0479, 0.3057 0.072E 0.218C 0.0654, 0.142( 0.0621, 0.1379, 0.0866 
19 -0.0120 0.0196, 0.2636', 0.070.= 0.2442, 0 0827 0.1536 0.0235. 0.0456, 0.010E 
20 0.223( 0.0416, 0.0891, 0.:q51~! 0.108E, 0.2218, 0.103: 0.1687; 0.1087, 0.076~ 
21 -0.017; -O.0164 -0.0093 0.0747, 0.047C, 0.0555, 0.021z. -0.0214, 0.0483, 0.081~ 
22 -0.050.' 0.1184' 0.0768' 0.076-ci - . 0.0528 0.0757, 0.009( I 0.1442 0.1424, 0.162,~ 
23 0.0845 -0.0059 0.0561, 0.069;, 0.0730(. -0.0704, 0.060E, 0.0045, 0.0513, 0.0376 

.... 0._0. 052 ' 24 0.274; 0.1734, 0.2725, 0.058;, 0.277 0215E I 0.0623, 0.1011, 0.094"/ 
25 0.150." 0.1671 -0.0037 0.065( 0.0446( 0.0852, 0.027~ 1, 0.1147 0.1007 0.024~ 
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