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l Introduction 

The ideas for this paper were the outgrowth of considerations of 

the Construction-Protection relativity question in Commercial Prop- 

erty (Fire) Insurance. A literature search on this subject in the 

Proceedings suggests Bailey's method from Bailey & Simon's paper 

"Two Studies in Automobile Insurance Ratemaking" (Proceedings Vol. 

XLV II). 

Using that paper as a base line9 the only problem existing in 

their work is the conceptual model. Their model was either additive 

or mul-tiplicative. Because of the direct similarities between the 

basic data that we have to investigate and the mathematical statis- 

tics formulation of an Analysis of Variance prnblem~ this paper will 

purpose a model which contains both additive and multiplicative (in- 

teraction) terms. 

Section ll will develop the mathematical two-way model with es- 

timation solutions and present a statistical test for the inclu- 

sion/exclusion of the interaction term. 

Section [ll wil[ give numerical examples, one from Commercial 

Auto and one from Commercial Fire. These examples, while on small 

data sets calculated by hand, will show the ease and simplicity of 

the approach and the accuracy of the final result. 
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Section IV will extend the model to three-way classifications 

and suggest the possible extension Eo n-way modelling situations. 

Section V, the summary, will bring together all the theoretical 

and practical considerations that will justify this model under most 

situations. The topic of credibility and some possible alternatives 

will be discussed. 

II The Two-Way Model 

In any relativity problem there are a few questions to be deter- 

mined before any work can proceed. One of these questions is dimen- 

sions. Are we going to consider only two dimensions, or will we 

need three or more? In Commercial Auto, we could consider such 

things as age, sex, territory, type of vehicle, etc. all at the same 

time and use an n-way approach. 

In Con~0ercial Fire, the question was between Construction and 

Protection and a two-way classification was sufficient. Higher 

order models could be considered, although, at any time. 

A second question, is that of model specification. Will the 

model be additive? multiplicative? or some combination of both? 

Presented here is the specification of a two-way additive and mul- 

tiplicative model, for which, ultimately, the multiplicative term 

can be tested for statistical significance. 
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The object of this exercise is to estimate the relativities, 

rij , where i = I, • • . p (row effects - or a effects) and j = I, 

• . . q (column effects - or 8 effects) with the possibility of the 

interaction terms aB . .  in all cells, p is t h e  number of levels 
~J 

of the row effect as q is the number of levels of the column ef- 

fects. In the numerical example to follow, there are three Protec- 

tion groups (q = 3) and three Construction groups p = 3). T h e  ac- 

tual loss ratio data appears in Section Ill. 

The basic model for r.. appears below: 
13 

rlj = . + ~£ + Bj + s81j + eij (I) 

with the constraints 

~nij~ i = ~nij8 j J  =~ nlj~ij. =~j nijoBij =0 

in an Analysis of Variance (ANOVA) context u Is the grand mean 

or some overall base line measure, ai, 8j and oSij are the 

column, row and interaction effects, respectively and e.. is the 
13 

error term (the error term puts the equation in balance such that 

the estimates of the various terms while not exactly the 

relativities sought will vary by the "random" error term)• 

At this point, we shift away from the usual ANOVA perspective of 

trying to determine if the ~, 8, and eB terms significantly 

reduce the inherent variation or "explain" the modelling situationt 

to the estimation of the a, 8 and aB terms which are of more 

interest to us, at the moment. 
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As you can see, the constraints following Equation (I) have a 

term n.. in them. This term is a weighting factor. I have used 
tJ 

it as a surrogate for credibility in the examples to follow such 

that in the Auto data, n.. is the appropriate Earned Car years, Ij 

and in the Fire data, n.. is the premium. 

Continuing with the model, the least squares solution calls for 

the minimization of 

Z ° i~ nlj (rij - ~ - al - 8j - eSij)2 (2) 

which is the minimization of the squared error with appropriate 

weights, i.e. from (I) e21j = (~I~ - eli - Bj - ~ - a~lj) 2 

To find estimates of o, B, tl, and aB , Z must be dlfferentiat- 

ed with respect to each term and set equal to zero. Therefore: 

d._Z = 0 yields ~ - ~ nlj rlj (3) 
d ~  f ~  

Z nlj 
lj 

dZ - 0 yields ~i " E nlJ 

Z nij 
J 

o i i - ; <4) 

d__Z " 0 yields ~j = Z niJ 
dS ~ - 

~. nij 
i 

- ~ j -  ~ c5) 

d__Z = 0 yields aSij = rij - Ai- BJ+ ~ (6) 
de8 
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Because there is only one observation per cell in this analysis, 

Equation (6) will give back r.. as the estimate in all cases. 
LJ 

This situation takes the modelling approach to an illogical conclu- 

sionj and we need to back off for a second to reconsider our posi- 

tion. 

If we only consider, for the moment, the estimate given by 

~'rij 83 : ~ + &l + (7) 

we have a strictly additive model 7 and now we can consider the res- 

idual of this equation with r.. from Equation (i). Substituting 
13 

the estimates in Equation (I), and assuming a zero error, we get 

rjj - rij = ~Bij (8) 

Now define the residuals, ABij, as being equal to 

ABij " ' r e (9) = rij - ij = i6j 

where eiand 6j are the multiplicative column and row effects, re- 

spectively. 

We can • now solve th is model, and then reformulate our original 

model to get final estimates for the r..'s. The new overall model 
ij 

will be 

rij = Ai + Bj - ~ + Ei6j (lO) 

The least square solution proceeds as before for the model 

Agij = ci6 j + eij 
(LL) 
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Minimizing Z = lj nij (ABIj - ei6J)2 and differentiating and setting 

equa! to zero yields the following: 

" ~ niJ ABij6 j 

Z nlj6j2 
J (12) 

~j = Z Anlj~ i i nij 

nij Eiz 
i (l]) 

Now we 

calculated 

have a complete model for r.. and the estimates are 
~J 

from the data as follows 

U " Z nij ri~ 
ij 

nij 
ij 

(14) 

Ai " Z nij riJ BJ ~ ~i nij rij 
J 
E nij ~ nij 
J 

ci ° ~' nij ABiJ6j 6J = ~ nij ABij:i 
J 

nlJ 6J 2 ~i nlj :i2 
J 

ABij " rij - ~±- ~j+ 

it will be shown in the examples that these estimates are always as 

good as the Baily & Simon approach and there are theoretical reasons 
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to believe that a more general model, by definition, has to be a 

better approach. It is also true that under this modelling situa- 

tion the following is true 

ni Ai 
i 

° i 

Z nj ~j 

Z n j  
J - 

which is a very nice intuitive result, i.e. the sum (weighted) of 

the marginal relativities is one. 

A final consideration, is that it is possible to statistically 

test the significance of the interaction term and thereby in some 

cases reduce the complexity of the model. This tesLing I and the re- 

sults of the testing, may not always be appropriate or useful but 

they are available. 

The test, mathematically derived in the Appendix, is an "F-Test" 

with I and [(p-I) (q-I) -l ] degrees of freedom. Any standard stat- 

istical text on Analysis of Variance will clarify the above state- 

ment for the statistical novice, e.g. The Analysis of Variance, Henry 

Scheffe; John Wiley & Sons, Inc., 1959. 

- ii- 



The test statistic follows: 

[,'i °','"% TM [ (15) 

When the above value is larger than the table F, the interaction 

term is said to be significant at the a - level, where (I - ~) is 

the confidence (usually 95%; therefore ~ = .05) of the test. 

III Numerical Examples 

The first numerical example is taken from Baily & Simon's "Two 

Studies in Automobile Insurance Ratemaking" (Proceedinss Vol. XLVII) 

using Merit Rating and Class as the proposed discriminate variables 

on which relativities are sought. Using their data on page 15) the 

following marries are available for our exercise. 

rij's (Cell loss ratios ÷ total loss ratio) 

Merit Rating Class 

CLass A X Y g 

[ .786 1 .016 1 .115  1 .358 
5 1.071 1 .079  1 .410  i~642 
3 1,212 1 .285 1.,450 1 ,885 
2 1.269 1.747 1.519 1.784 
4 2.050 2.192 2.412 2.853 

- 12 - 



Class 

! 2758 
5 64 
3 247 
2 131 
4 157 

nlj ( #  o f  Earned Car Years)  

Merit Rating Class 

X Y B 

131 164 274 
4 5 9 

16 20 38 

7 I0 22 
18 21 57 

With the above data, using Equation (14) and the subse- 

quent definitions we will proceed with the calculation of the 

r..Is. ~j 

" i~ nij rij " 1.006 

Z nlJ 
±J 

A 1 o ~ nlj rlj - 0.8584 

J 
nlj 

J 

A2 " E n2j r2j ° 1.1547 

J 
n£J 

A3 =E n3j r3j ° 1.3101 

J 
z j n3J 

A 4 = E = 1.4750 J n j r j 

E n~j 
J 

A 5 ~ ~ n5~ r5j - 2.2710 

~nsj 
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BI = ~ n i l  r l l  " 0.9007 
i 

n l l  
t 

B2 ° ~ nt2 r12 " 1 . 1 9 1 2  
- i  

• n12 

B3 ~ ~ nl 3 rl 3 = 1.2940 
i 

E n13 
1 

B~ ° ~ nit rl~ = 1.6955 
I 

E nl~ 
1 

ABij 

Class A X Y 

l .0329 -.O276 -.0314 
5 .0216 -.2609 -.0327 
3 - . 0 0 2 8  - . 2 1 0 3  - . 1 4 8 1  
2 -,I007 .0868 -.2440 
4 -.[157 -.2642 -.1470 

Finally, using an iteration procedure, 

t l  1 .046 ~1 = 
t2 1 .1858  ~2 = 
t 3 0.7623 ~3 = 
£~ 1.6931 6~ = 
~S 0.5848 

And the final solutions look like 

B 

-.1899 
-.2022 
-.I146 
-.3805 
-.I075 

0.0171 

-0.0506 
-0.0589 
-0.1862 
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Merit Rating 
Marginals 

rij 

A X Y B 

I .7710 .9907 1.0848 1.3531 
5 1.0697 1.2799 1.3729 1.6234 
3 1.2178 1.4567 1.5532 1.8577 
2 1.3987 1.5745 1.6633 1.8492 
4 2.1757 2.4266 2.5~46 2.8516 

0.9007 I. [912 1.2940 1.6955 
0.0171 -0.0506 -0.0589 -0.1862 

Class 
Marginals 

0.8584 
1.1547 
1.3101 
1.4750 
2.2710 

u = 1.006 

1.0460 

I. 1858 
0.7623 
1.6931 
0.3.B_EB_ 

Bailey & Simon showed four dgEferent models in their paper, 

using the Customary method (I), and straight multiplication (2), an 

additive model (3), and a scaled additive model (4). They used 

three measures to show the "goodness" of their models; Balance, 

Average Error, and X~ The results of the above three measures~ 

with their definitions are listed below including a fourth meas- 

ure 02 , the weighted square error, for Bailey & SimonJs four meth- 

ods and ANOVA. 

Balance " ~nij rij 

ZnlJ rlJ 

Average Error = Zni~ I rlJ -rlJ I 
Z"lj rlJ 

X 2 - K ~ £J(rlJ - riJ) 2] Where K = 20---O 

L hj J 

~2 . Zni j  ( r l j  _ ~ i j )  2 

Z nij 

Method i Method 2 Method 3 Method 4 ANOVA 

Balance 1.0103 1.0011 1.0006 0.9983 0,9999 
Avg. E r ro r  .0hOl , 031 /  .0098 .0111 0.0256 

~2 .I021 .0363 .0104 .0083 0.0276 
62 .0136 .0030 .0009 .0006 0.0020 
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When one reviews the table, it is difficult to pick a 

clearly better model from Method 3, Method 4, and ANOVA. It appears 

that for this data base, an additive and a multiplicative model, Meth- 

ods 3 and Method 49 respectively, fit the data equally well. Apart 

from this area of confusion is the ability o~ ANOVA to fit all types 

of data with equal accuracy. To further advocate this new model, is 

the ease of calculation of the estimates and the property stated ear- 

lier, that the weighted marginals sum to one, 

i 1 

1 

g n J BJ 
J =i 
Enj 

J 

A final compelling consideration is the interaction term. 

For this data se% the calculated F value is 22.AI which is signifi- 

cant at the 5% level. Therefore, statistically, an interaction term 

is appropriate and =Iso intuitive. It is very easy to believe that 

there is most likely some inte[action between Class and Merit rating. 

The next example comes from Co~mlercial Fire. 

The data and estimates follow: 
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LOSS RATIOS 

Protection 

Construction 4-8 1,9 2,3 Total 

I 
2,3 
4-6 

Total 

0.569 0.477 0.558 
0.432 0.420 0.558 
0.445 0.463 0.369 

0.474 

Relative Loss Ratios (rij) 

1.200 1.006 [.177 
. 9 [ [  .886 1.177 
.939 .977 .778 

Premiums (nij) (in millions o~ dollars) 

320.4 54.2 37.5 
6 7 7 . 0  62.7 100.2 
194.3 17.1 40.9 

EstEmates: : 1.000 ~l = 0.993 
6l = 1.172 ~2 : 0.946 
62 = 0.gal B3 : [.086 
A 3 = 0.915 

ABij 

.035 -.112 -.081 
-.023 -.001 .150 
.031 .116 -.223 
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~l : -3.4738 
£2 = 4.2795 
~3 -6.2127 

~1 : - . 0 0 6 0  
~ : .oo35 
63 = .0340 

-Protection 
Marginals 

hi 

4-8 1,9 

| [.186 1.106 
2,3 0.908 0.902 
4-6 0.945 0.839 

0.993 0.946 1.086 
~j -0060 .0035 0340 ! 

F = 15.83 

I Construction 
2,3 Margins Is [ i 

1.140 I I.|72 -3.4738 
1.173 0.94! 4.295 
0.790 I 0.915 -6.2127 

I 

The X 2 for the above data is proportional to I~0t69570. Us- 

ing a mult{pI[cative model for the Bailey & Simon approach results 

in a X ? proportional to 5,994,534. 

The F value (F = 15.83) is statistically significant even for 

this small data set. Thereforet the interaction term has remained, 

which is theoretica[ly pleasing. 

IV Three-Way Classification 

The above two-way classification model can be extended to an 

n-way model, with perhaps reasonab|e complications in the mathemat- 

ics. Presented here, are the assumptions and estimates for a reduc- 

ed three-way Classification ANOVA model. 

- 18 - 



With a two-way model, the interaction term is fairly straight 

forward. In a three-way model there are avallable three, two-way in- 

teraction terms (pair-wise) and a single three-way interaction term 

in the complete specification of an ANOVA Model. Since our objec- 

tive is to find "good" estimates of the relativities (rijk) , we 

can imbed all of the different types of interactions into a single 

interaction term. This being the case, the model is as follows: 

rlJk = " + ~i + 8j + Yk + eSTiJk + eiJk (16) 

with the constraints 

nljka i = ~ nljkB j - ~ nijky k = Ea8, ~jk nijk = ~eB~ljk nljk " E~lJk niJk = 0 
i j k i J k 

Using the least squares estimation technlque here as in the two-way 

model, the following estimates result: 

Ai " ~ niJk rijk BJ ° i~k nijk riJk 
J k 

nij k ~ nlJk 
Jk ik 

Ck " ~ niJk rijk ci = ~k ni0k zijk 6jCk 

nij k % nlj k 6j2 Ck 2 
iJ J k 

6J " i~'k nijk ZiJk el~ k Sk ° E niJk ZiJk ei6j i] 
nlj k %2 ,k~ i~ nilk ztjk el2 6/ 

z ± j k  ° q j k  - Ai  - f~J - c k  + 2 .  
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The above estimates, while not impossible, are more difficult 

to accomplish by band than the two-way model, and the agony will in- 

crease with n, the number of dimensions. Conceptually an n-way 

model is a trivial extension from the above. I ~ould advocate using 

only one interaction term for the same reasons as associated with 

the three-way model. 

V Summary 

The ANOVA model has shown in the Fire data its clear-cut su- 

periority as measured by the X 2 statistic of the Baily & Simon pa- 

per. With the Commercial Auto data, ANOVA was at least as goodp but 

perhaps had a much better conceptual base. 

In both examples, using the weights (n.'s) tends to mlti- 
t3 

gate credibility considerations, since the weights were chosen to be 

surrogate variables for the credibilities. 

The ANOVA model is much more general, allowing for an n-way 

classification and with the test statistic a reasonable way to test 

the construction and formulation of the model. 

The two-way model has been accepted by ISO, having been approved 

by the appropriate con~nittees, and is currently being used by them for 

Constructlon-Protection relativities in Commercial Fire Insurance. It 

has been tested by an Ad-Hoc Subcommittee of ISO and, at least for Fire, 

has lived up to expectations. 
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AI'I'I':NI) I X 

TEST OF SIGNIFANCE OF INTERa\CTION TERH 

The basic model is 

rij = ~ + a i + Bj + aBij + eij (1)  

w i t h  ~ n . . a .  = ~jn . . f t .  = ~n..a8.. = ~ n . . ~ B . .  = 0 as constraints. 
i ~J ~ j IJ J i IJ 13 j 13 Z3 

We would like to make a stalement about the significance of the 

interaction term (aB..) that has been previously been estimated in the 
i] 

body of the paper. Therefore, let's try the following definition for 

~ B . . :  
13 

o f f . .  = x r . 6 .  (2)  
i i  i ] 

Under this formulation, we will attempt to test whether or not, sta- 

tistically, that i is equal to zero, thereby forcing our conclusion 

about the interaction term, ~Bij. 

Our ultimate objective is an F-test on the sum of squares of k 

(SS~) which will be a comparlson of that sum of squares to the remaining 

or b a l a n c e  sum of  s q u a r e s  ( S S B a l a n c e ) ,  m o d i f i e d  of  c o u r s e  by t h e i r  a p -  

p r o p r i a t e  d e g r e e s  of  f reedom ( d . f . ) .  These  c o n c e p t s  and terms can  e a s i l y  

be found in a standard statistical text dealing with Analysis of Variance. 
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Given Equation (2), we can now modify our model, wlth the ap- 

prlate constraints of Eq. (1), to be 

rij = u + a i + 8j + Xci6 j + eij (3) 

To find a "least squares" estimate for I, define Z Co be the 

following 

Z = Z _ , _ al _ 8. i _ ~ci61)2 (4) iJ nij (ri~ 

assuming ~i and 8j are known. We now differentiate Z and set it 

equal to zero and solve for I. 

dZ 
d--~ "= - 2 lj ~ nij (rij - ~ - ei - ~j - lcl6J)" " (ci6j) = 0 

=i~jnijci~j (rij - u - a i - 8j) (5) 

i~j¢126j2nij 

Now c o n s i d e r  [he sum of  s q u a r e s  fo r  t he  w e i g h t e d  i n t e r a c t i o n  t e r m ,  

a 8 . .  u s i n g  t h e  d e f i n i t i o n  from ( 2 ) .  
13 

l~°aijTnij = A2 ~.:128~ 2 nij (6)  
lJ 
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If we substitute our estimate of I from (5) into (6) we have 

nij°Sij2 = [i % nijEi6 j (rij- U- e i - Bj)] 2 
ij 

nijei26j2 
lj 

(7) 

Furthermore, since we do not know hi, 8j, E i or 6j, if we put 

their estimates into (7) we have 

SS~ ~ ijE nij~Sij 2 = [~. nij~i~jABi ~J 2 (8) 

Z nij£iz~j 2~ 
lj 

where the needed estimates are found in section II of the paper. 

The final F statistic will take the form 

SSA/d.[. 

SS B a l a n c e / d . f .  

where the deg rees  of freedom ( d . f . )  f o r  SSA are  1,  and fo r  SSgalance 

is [(p-l) (q-l) - I] . W .... d to define SSBa I .... now. 

~:at we are really doing here is looking at the residual sum 

of squares after fitting the additive terms and seeing if further, 

significant reduction can be made by fitting an interaction term. 

Tile r e s i d u a l  sum of squares  (SSResidual )  is 

SSResidual = .~. nij (rij - ~ - ~i - ~j)2 (9) 
ij 

E nijABij 2 
ij 
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If we reduce this by SS% we have the balance, left unexplained 

or SSBalanc e. Subtracting (8) from (9) yields 

SSBalance = ZnijAB~j -[~, nij£i6jABij] 2_ 

~. nij~iZ~J 2 
13 

Znijci26j 2 

Now dividing by the appropriate degrees of freedom and taking the 

ratio of SSx/d. f .  to SSga lance /d . f .  g ives  us 

~ - -  O.-l~ ~-l~ -1] [~ o~.~l~.~.i.]. .. 3 3 J 13 

Ei~j n'AB''2'rZII Ij JLiJ nij~izsj2J -[ ~ nljEi6jABij] z 

which has a standard F distribution and can be compared to any 

table of F-values in any standard statistical text. 

- 2~ - 


