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1 Introduction

The ideas for this paper were the outgrowth of considerations of
the Construction-Protection relativity gquestion in Commercial Prop-
erty (Fire) Insurance. A literature search on this subject in the
Proceedings suggests Bailey's method from Bailey & Simon's paper
"Two Studies in Automobile Insurance Ratemaking" (Proceedings Vol.

XLV I1).

Using that paper as a base line, the only problem existing in
their work is the conceptual model. Their model was either additive
or multiplicative. Because of the direct similarities between the
basic data that we have to investigate and the mathematical statis-
tics formulation of an Analysis of Variance problem, th;s paper wiil
purpose a model which contains both additive and multiplicative (in-

teraction) terms.

Section IL will develop the mathematical two-way model with es-
timation solutions and present a statistical test for the inclu-

sion/exclusion of the interaction term.

Section I1I will give numerical examples, one from Commercial
Auto and one from Commercial Fire. These examples, while on small
data sets calculated by hand, will show the ease and simplicity of

the approach and the accuracy of the final result.



Section 1V will extend the model to three-way classifications

and suggest the possible extension to n-way modelling situations.

Section V, the summary, will bring together all the theoretical
and practical considerations that will justify this model under most
situations. The topic of credibility and some possible alternatives

will be discussed.

11 The Two-Way Model

In any relativity problem there are a few questions to be deter-
mined before any work can proceed. One of these questions is dimen-
sions. Are we going to consider only two dimensions, or will we
need three or more? In Commercial Auto, we could consider such
things as age, sex, territory, type of vehicle, etc. all at the same

time and use an n-way approach.

In Commercial Fire, the question was between Construction and
Protection and a two-way classification was sufficient. Higher

order models could be considered, although, at any time.

A second question, 1is that of model specification. Will the
model be additive? multiplicative? or some combination of both?
Presented here is the specification of a two-way additive and mul-
tiplicative model, for which, ultimately, the multiplicative term

can be tested for statistical significance.



The object of this exercise is to estimate the relativities,

rij' where i =1, . . . p (row effects - ora effects) and j = 1,
.« . q (column effects - or B effects) with the possibility of the
interaction term, aB i in all cells. p is the number of levels
of the row effect as q is the number of levels of the column ef-
fects. In the numerical example to follow, there are three Protec-

tion groups {q = 3) and three Construction groups (p = 3). The ac-

tual loss ratio data appears in Section IIIL,

The basic model for rij appears below:

r.. = + + + 1
ij u o, Bj usij + eij n

with the constraints
Ztnijui =§nijﬂj =3_', nLjneij =§ nijugi_] =90 :

In an Analysis of Variance (ANOVA) context y is the grand mean
or some overall base line measure, ey Bj and usi.j are the
column, row and interaction effects, respectively and eij is the
error term (the error term puts the equation in balance such cthat

the estimates of the wvarious terms while not exactly the

relativities sought will vary by the 'random" error term).

At this point, we shift away from the usual ANOVA perspective of
trying to determine if the ¢, B, and a8 terms significantly
reduce the inherent variation or "explain" the modelling situation,
to the estimation of the a, B and aB terms which are of more

interest to us, at the moment.

-7 -



As you can see, the constraints following Equation (1) have a
term nij in them. This term is a weighting factor. I have used
it as a surrogate for credibility in the examples to follow such
that in the Auto data, nij is the appropriate Earned Car years,

and in the Fire data, nij is the premium.

Continuing with the model, the least squares solution calls for

the minimization of

- - 2
2= konyy (rgg mw ey m By ey (2)
which 1is the minimization of the squared error with appropriate

2
weights, i.e. from (1) EZU = (rij -ey - Sj -y - “313)

To find estimates of a, B, W, and aB , Z must be differentiac-

ed with respect to each term and set equal to zero. Therefore:

42 = 0 ylelds u = T nyy Tyy &) .
dy i3
I3 “1j
1
dZ = 0 yields &i = L0y Tyy .
da h} -
L0y
J
<A - )

dZ = 0 ylelds éj - ;Enij iy

ae
Zn
1 H
- .- 5
8- (5)
dz_= 0 ylelds aB,, = t,, - A~ B+ 1 (6)
dob 1] i3 i 73



Because there is only one observation per cell in this amalysis,
Equation (6) will give back r.lj as the estimate in all cases.
This situation takes the modelling approach to an illogical conclu-
sion, and we need to back off for a second to reconsider our posi-

tion.

Lf we only consider, for the moment, the estimate given by

ri. = u +a + B, 3

we have a strictly additive model, and now we can consider the res-
idual of this equation with Tij from Equation (1). Substituting
the estimates in Equation (1), and assuming a zero error, we get

ri,o- r,. = aB,,

i} ij ° ij (8)
Now define the residuals, ABjj, as being equal to
=r' -r_, =¢.6

ABij i 5 183 (9)

where ¢, and 6 are the multiplicative column and row effects, re-

L 3

spectively,

We can.now solve this model, and then reformulate our original

model to get final estimates for the rij's. The new overall model
will be
r..= A, + B, -0 +ec b,
ij i i i3 (10)

The least square solution proceeds as before for the model

AB,. = c §, + e, . (n
ij ij ij



Minimizing 2 ® izj “13(“‘15 - eidj)z and differentiating and setting

equal to zero yields the following:

;1 = Inyy ARy 48
r

Eniéz
] 3 (12)

6‘1 = fnij AB“Ei

T nijciz
i (13)
Now we have a complete model for rij and the estimates are
calculated from the data as follows
rij-Ai+EJ—u+ciéj (14)
u= L nyy Ty A = I TR IT Ej = Ny Tyy
i3 i - i
L ng Tn T,
1 4 g4 i 4
e, = L nyy AByy8; 8y = Zi,'nij ABgqey
2
T “i_jéj E nij»:i
ADij -ri_j - Ay- Bj+ u

It will be shown in the examples that these estimates are always as

good as the Baily & Simon approach and there are theoretical reasons

- 10 -



to believe that a more general model, by definition, has to be a
better approach. It is also true that under this modelling situa-

tion the following is true

which is a very nice intuitive result, i.e. the sum (weighted) of

the marginal relativities is one.

A final consideration, is that it is possible to statistically
test the significance of l:l'lne interaction term and thereby in some
cases reduce the complexity of the model. This testing, and the re-
sults of the testing, may not always be appropriate or useful but

they are available.

The test, mathematically derived in the Appendix, is an "F-Test"
with 1 and [(p-l) (q-1) -l]degrees of freedom. Any standard stat-
istical text on Analysis of Variance will clarify the above state-

ment for the statistical novice, e.g. The Analysis of Variance, Henry

Scheffe’; John Wiley & Sons, Inc., 1959.

- 11 -



The test statistic follows:

Fe [(p-l)(q-l) - l] [Ej nyy ;131 uij]z
[1)5 “13‘17532:1 [iij nyy Mijz-l - [fj n13¢1; ”3111-}2

(15)

When the above value is larger than the table F, the interaction
term is said to be significant at the a ~ level, where (1 - a) is

the confidence (usually 95%; therefore @ = .05) of the test.

LII Numerical Examples

The first numerical example is taken from Baily & Simon's 'Two
Studies in Automobile Insurance Ratemaking" (Proceedings Vol. XLVII)
using Merit Rating and Class as the proposed discriminate variables
on which relativities are sought. Using their data on page 15, the

following matries are available for our exercise.

rij's (Cell loss ratios + total loss ratio)

Merit Rating Class

Class A X Y B
1 .786 1.016 1.115 1.358
5 1.071 1.079 1.410 1.062
3 1212 1.285 1.450 1.885
2 1.269 1.747 1.519 1.784
4 2.050 2.192 2.412 2.853

~ 12 -



Class A

1 2758
5 64
3 247
2 131
4 157

With the above data, using Equation (14)

nij (# of Earned Car Years)

Merit Rating Class

X Y
131 164
5

16 20
7 10
18 21

B

274
9
38
22
57

and the subse-

quent definitions we will proceed with the calculation of the

r..
i)

Az

M ni.1 Ty * 1.006

I n
13 13

= TNy Ty 0.8584
ro

T n
FRRE.

- ¥ Ny Tay = 1,1547

=7 n3j r3j = 1.3101
5
=Yn _ r,=1,4750
4y uj
-
L,
3 3
=7 gy rsj = 2.2710
.- -
s
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B) = E nygy ryy = 0.5007

r,, = 1,1912

3 = Lngy g, = 1.2940

B = Ty, rg, = 16955

L nyu
& i
ABij
Ctass A X Y

1 .0329 -.0276 -.0314
5 .0216 -.2609 ~.0327
3 -.0028 -.2103 -.1481
2 -.1007 .0868 -.2440
4 -.1157 -,2642 -.1470

-.1899
-.2022
~. 1146
-.3805
-.1075

Finally, using an iteration procedure,

& = 1.046 &
8y = 1.1858 $
23 = 0.7623 33
&, = 1.6931 3
gg = 0.5848

And the final solutions look like

- 14 -
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-0.0506
~0.0589
-0.1862



rlj

Class [ .
A X Y B MarginalsI €4
1 L7710 .9907 1.0848 1.3531] 0.8584 1.0460
5 1.0697 1.2799 1.3729 1.6234 | 1.1547 1.1858
3 1.2178 1.4567 1.5532 1.8577{ 1.3101 0.7623
2 1.3987 1.5745 1.6633 1.8492 | 1.4750 1.6931
42,1757 2.4266 2.5246 2.8316 ; 2.271Q 0,5848__
Merit Rating .
Marginals . 0.9007 1.1912 11,2940 1.6955|u = 1.006
§ 0.017%F -0.0506 ~0.0589 -0.1862

Bailey & Simon showed four different models in their paper,
using the Customary method (1), and straight multiplication (2), an
additive model (3), and a scaled additive modei (4). They used
three measures to show the ''goodness'" of their models; Balance,
Average Error, and )(2. The results of the above three measures,
with their definitions are listed below including a fourth meas-
ure t‘l“,, the wecighted square error, for Bailey & Simon's four meth-
ods and ANOVA.

Balance = LMij %ij
')_‘,nij ru

Average Error = Ing Tif - Ti4 |
2“1.1 Tyy

. 1
x2 =R ZFLJA'_fL:LU)q Where K = 255
Ty

52 = Ingy (ryy - 4902
Ingy

Method 1 Method 2 Method 3 Method 4 ANOVA

Balance 1.0103 1.0011 1.0006 0.9983 0.9999
Avg. Error L0401 L0317 .0098 L0l 0.0256
)‘(2 . 1021 .0363 .0104 .0083 0.0276
62 .0136 .0030 .0009 .0006 0.0020

- 15 -



When one reviews the table, it is difficult to pick a
clearly better model from Method 3, Method &4, and ANOVA. It appears
that for this data base, an additive and a multiplicative model, Meth-
ods 3 and Method 4, respectively, fit the data equally well. Apart
from this area of confusion is the ability of ANOVA to fit all types
of data with equal accuracy. To further advocate this new model, is
the ease of calculation of the estimates and the property stated ear-
lier, that the weighted marginals sum to one,

Eny Ay
i

Lng
i

A final compelling consideration is the interaction term.
For this data set, the calculated F value is 22.41 which is signifi~
cant at the 5% level. Therefore, statistically, an interaction term
is appropriate and also intuitive. It is very easy to believe that

there is most likely some interaction between Class and Merit rating.
The next example comes from Commercial Fire.

The data and estimates follow:

- 16 -



LOSS RATIOS

Protection

Construction 4-8

1 0.569

2,3 0.432

L~6 0.445
Total

Relative

1.200

911

.939

1,9

0.477
0.420
0.463

Loss Ratios

1.006
.886
.977

Premiums (“ij) (in millions

320.4 54.2
677.0 62.7
194.3 17.1
Estimates: Q = 1.000 @1 =
Ay = 10172 B, =
Ay = 0,941 By =
Az = 0.915
ABij
.035 -.112
-.023 ~-.001
.031 116

-17 -

(rij)

0.558
0.558
0.369
0.474

1.177
1.177
L7178

of dollars)

0.993
0.946
1.086

-.081
.150
-.223

37.5
100.2
40.9

Total



€1 = -3.4738 §) = -.0060
€2 = 4,2795 8, = .0035
&3 = -6.2127 63 = 0340
rii
l Construction
4-8 1,9 2,3 Marginalsl’ i
H ]
1 1.186 1.106  1.160 | 1.172 -3.4738
2,3 0.908 0.902 1.173 ' 0.941 4.295
4=6  0.945 0.839  0.790 0.915 _ | -6.2127
‘Protection .
Marginals N 0.993 0.946 1.086 __|_w = 1.000
T 40060 0035 L0340 |
F = 15.83

The x2 for the above data is proportional to 1,016,570. Us-
ing a multiplicative model for the Bailey & Simon approach results

in e x? proportional to 5,994,534,

The F value (F = 15.83) is statistically significant even for
this small data set. Therefore, the interaction term has remained,

which is theoretically pleasing.
[V Three-Way Classification

The above two-way classification model can be extended to an
n-way model, with perhaps reasonable complications in the mathemat-

ics. Presented here, are the assumptions and estimates for a reduc-

ed three-way Classification ANOVA model.

- 18 -



Vith a two~way model, the interaction term is fairly straight
forward. In a three-way model there are avallable three, two-way in-
teraction terms (pair-wise) and a single three-way interaction term
in the complete specification of an ANOVA Model. Since our objec-

tive is to find "good" estimates of the relativities (r,, ), we

ijk”’
can imbed all of the different types of interactions into a single

interaction term. This being the case, the model is as follows:
Ty =Mty + By Fy * °8Y1jk + eqk (16)
with the constraints

11: nigke = L Pgyiby T }“( nyyRYi = E“B‘Ajk Tygp " Eueyijk nyyg < EuBYijk Ry = O
J

Using the least squares estimation technique here as in rhe two-way

model, the following estimates result:

Tijk ® AL+ By Gy - 20+ egdydy

;\ = ): n T ;3 = Z Ngasy, s
1 Ik i3k Tifk 37 g, ik Tidk
In LYY
ik 1k Gk
S f "3k Tijk g = Lomige Zagx 6yt
i - o Ak - 0 -
E n 7: ni k 5,2 ¢k2
) 13k 3k Jk 73
§, =« T n,.. 7, e b= L My Zigx €418
B o 15k "Lk 17k ) 13} J B
T 2 $,.2 S Miyx 211k S12 842
RS LI R 4 ij Jk B1° %y
Zigk " Tagie " Br - ﬁj ~Cp + 2u

~ 19 -



The above estimates, while not impossible, are more difficult
to accomplish by hand than the two-way model, and the agony will in-
crease with n, the number of dimensions. Conceptually an n-way
model is a trivial extension from the above. 1 would advocate using
only one interaction term for the same reasons as associated with

the three-way model.
V  Summary

The ANOVA model has shown in the Fire data its clear-cut su-
periority as measured by the x? statistic of the Baily & Simon pa-
per. With the Commercial Auto data, ANOVA was at least as good, but

perhaps had a much better conceptual base.

In both examples, using the weights (nij.S) tends to miti-
gate credibility considerations, since the weights were chosen to be

surrogate variables for the credibilities.

The ANOVA model is much more general, allowing for an n-way
classification and with the test statistic a reascnable way to test

the construction and formulation of the model.

The two-way model has been accepted by 1SO, having been approved
by the appropriate committees, and is currently being used by them for
Construction-Protection relativities in Commercial Fire Insurance. It
has been tested by an Ad-Hoc Subcommittee of 1SO and, at least for Fire,

has lived up to expectations.

- 20 -



APPEMDIX

TEST OF STCNIFANCE OF INTERACTION TERM

The basic model is

r,.=p+ua, +B. +aB.. +e, . (1)
ij i" 5 ij * Cij
with Tn..¢. =%n. .8, =¥n,.aB,. =Fn, a8, =0 as constraints.
{ it J)-"].J_] {‘1] ij §'1J ij

We would like to make a statement about the significance of the
interaction term (nsij) that has been previously been estimated in the

body of the paper. Therefore, let's try the following definition for

aB, s
ij

uﬁij = Xriéj (2)

Under this formulation, we will attempt to test whether or not, sta-
tistically, that A is equal to zero, thereby forcing our conclusion

about the interaction term, uBi

3
Our ultimate objective i{s an F-test on the sum of squares of A
(SSA) which will be a comparison of that sum of squares to the remaining

or balance sum of squares (SS ), modified of course by their ap-

Balance
propriate degrees of frcedom (d.f.). These concepts and terms can easily

be found in a standard statistical text dealing with Analysis of Variance.
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Given Equation (2), we can now modify our model, with the ap-

priate constraints of Eq. (1), to be

r..=u+a, +8, +2c.d, +e,.. (3
i) i B i} ij

To find a "least squares'" estimate for i, define Z to be the

following

z=1Ln -u-a, -8B, -2x6.6,)2 (&)
i i il

(r
13 ii

ij

assuming oy and Ej are known. We now differentiate Z and set it

equal to zero and solve for 1.

dz

4as . Sy - - - £ =
o 2 lEJ ny (rij W oay Bj At j) (ciéj) 0
;-Zn_,:_d_ - - _
i WL (rij L Bj) : (5)
Te. %8 %n, .
GF

Now consider the sum of squares for the weighted interaction term,
uBij using the definition from (2).

Z 2 2g 2
AL g 6. nij (6)

. ?
LuBij n, . X
ij

1§ t

- 22 -



If we substitute our estimate of X from (5) into (6) we have

12
zn._us.2=|’zn.c.6.(r_—u—a—s)J )
1 ij i) 1 ijij ij i i

Fo 2.2
13 ijei®dj

Furthermore, since we do not know L Bj. €y or éj, if we put
their estimates into (7) we have
. 2 . . c & A 12 8
S5\ izj °359B45 [Z 15485 BijJ (8)
i
‘J—'—Z"_'Z_
L N, e %8,
15 ij7i %]

where the needed estimates are found in section II of the paper.

The final F statistic will take the form
SSA/d.f.

58 Balance d.f.

where the degrees of freedom (d.f.) for S5, are 1, and for SSBE‘IE‘“‘:e

is [(p-1) (q-1) - 1] . Ve need to define S84 lance "%
Wl:at we are really doing here is looking at the residual sum

of squares after fitting the additive terms and seeing if further,

significant reduction can be made by fitting an interaction term.

The residual sum of squares (Sskesidual) is
- a2 _ &2
SSResidual ,Z. nij (rij s ui B.’l) )
1]
= L n..AB, 2
13 ij 13

- 23 -



1f we reduce this by S5 we have the balance-left unexplained

or S§S Subtracting (8) from (9) yields

Balance’

- 2 5 12
= - A
SSgatance = IMi3*Bij [3: 7558385 Bij]
T 2227
T nijci 81

ij

=[L):] "ijétzéjzj[fj nijABijzj - [.j nijzi?sjABij'Jz

i
2
Znijcizéj

Now dividing by the appropriate degrees of freedom and taking the

ratio of SSA/d.f. to SS /d.f. gives us

Balance
Foo [ (b - T][E e 8p85] 0

; 7 T T — -z
I3 nijAuijJ[.):. nijei Sj J _[IZJ nijgi‘sjl\Bij-l

i3 ij

which has a standard F distribution and can be compared to any

table of F-values in any standard statistical text.
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RELATIVITY -PRICING THROUGH ANALYSIS
OF VARIANCE
by CARL E. CHAMBERLAIN

Reviewed by DANIEL C. GODDARD

Mr. Chamberlain's paper is the first in years to address the
problem of calculating class relativities for a two-way (or n-way)
classification system. He proposés a new model that offers more
flexibility (and more complexity) than previous ones. Essentially,
his approach is to fit an additive model to the data, and then fit
a multiplicative model to the residuals. As he explains, this ap-
proach is suggested by Analysis of Variance theory.

I have a few technical comments on Chamberlain's model. I
also will discuss some problems with the model fitting approach
in general, which suggest some areas for future research,

In fitting the additive model, Chamberlain minimizes

23 nytrsy - Ty
i,j
which is "the squared j;ksolut£7 error with appropriate weights."
For i s he uses exposure in one case, and premium in another.
Bailey and Simon, in ''Two Studies in Automobile Insurance Rate-
making" (PCAS XLVI1,1960) suggest minimizing
K -3 “ij/r\“C‘J_' = “u )2
i,j Fij
.is proportional to the expected losses.

]

Their formula amounts to the squared relative error, weighted by

3 a3
Here n;; is exposure; so n; /T,
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expected losses.

The choice of absolute or relative error is probably a toss-
up. But I believe that expected losses are clearly the better
choice faor welghts. Using just exposures can bias the results,

In Chamberlain's auto example, Class 1A accounts for 66% of the
exposure but only 527 of the losses.

Also, Bailey and Simon are minimizing Chi-squared, which is
used to test how well the model fits. So, their approach will
always do better than Chamberlain's on the Chi-squared test. Min-
imizing Z does have one practical advantage in the additive case,
however. The equations can be solved explicitly, while minimizing

2

X® requires an iterative approach.

"“surrogate

An important purpose of the weights is to act as a
for credibility". Bailey and Simon explain why expected losses can
be used to reflect the relative credibility of the squared error.
This is based on what Insurance Services Office in their research
calls classical credibility (characterized by a fixed standard for
full credibility, and a square root formula for partial credibility).

However, I question whether this weighting really does replace
credibility. Consider what happena if we apply any of the models -
additive, multiplicative, or Chamberlain's - to a one-way classifi-
cation system. Consider Bailey and Simon's equations (6) or (9),
or Chamberlain's (14) for the case where j has only one value (i.e.

Ve
the data has only one column). They all reduce to r; = rj, There
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is no use of credibility left here. The accepted solution for the
one-way problem is.?l =2r; + (1-Z) r, where Z is the credibilirty,
and r is the value for a larger group. So, our models for n-way
class relativities do not work for the special case of n=1. It
appears that the weighting by expected losses functions as credi-
bility only to the extent that there are interactions between the
dimensions. We are not really Qsing the weighting as a surrogate
for credibility; the surrogate is actually the structure of the
model which defines the interactions ve will consider. In other
words, we decide on a model and data is 'credible"” to the extent
that it fits the model.

To get a further sense of what 1is happening, let us look at
the four criteria Bailey and Simon give for an acceptable set of

relativities:

-

It should reproduce the experience for
each class and merit rating class and
also the overall experience; i.e., be
balanced for each class and in total.

Criterion

Criterion 2. It should reflect the relative credibility
of the various groups finvolved.

Criterion 3. 1t should provide & ninimal amount of de-
parture from the raw data for the maximum
number of people.

Criterion 4., It should produce a rate for each sub-
group of risks which is close enough to
the experience so that the differences
could reasonably be caused by chance.
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in the one-way case, balance is taken care of with a balancing
or "test correction” factor; it is not a congideration in calculat-
ing the relativities. In the two-way case, balance for each class
is desirable to insure the ‘model structure 1is reasonable, but it
assumes each class is fully credible in total.

Where criterion 2 calls for reflecting the relative credibil-
ity of the groups, criterion 4 in effect calls for reflecting the
absolute credibility of each clqss. These are familiar criteria
in the one-way case; in fact, they are the only ones used.

Criterion 3 is a test of how well the model fits. It is irrel-
evant in the one way case, because we assume no model. So, as we
go from the one-way case to the two-way, we add an important and
fundamental assumption: there i some rational structure to the
interactions between the classes. Do we need this assumption? Should
we make it? Presumably, we are trying to get the best estimate of
each rij' So why not calculate the classical credibility Zij for
cell ij, and then )

/;U = Zij rij + (]. - ZiD r

There are at least three problems with this formula. First, we
need a standard for full credibility. This has been discussed exten=-
sively elsewhere.

Second, what do we use for r? If we set r=r.. (using Bailey
and Simon's notation) we are ignoring the information we have about

other risks in row i or column j. We have reduced the problem to
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a one-way classification scheme. Another choice is to use some
combination or average of ry, and r.j. This is what the NCCI
does with the national relativity and the pure premium on level
in computing thelr class relativities.

Third, the classical credibility is independent of our choice
of r. This is one of the chief arguments for Bayesian credibility.
However, Bayesian credibility has only been developed for the case
where each class is a member of only one group. That is, it is
just for 'a one-way cl-assifi.cation scheme. ISO has done consider-
able work on how to group classes where there are several different
criteria that could be used. They have suggested using multi-dimen-
sional scaling to reduce all the criteria to a one-way scheme.

it appears what we need is a multi-dimensional credibility
theory (which I will leave to more mathematical actuaries than me
to develop). Such a theory would solve ISO's grouping problem; it
would give us the best estimate for each class relativity; and it
would avoid having to guess at an appropriate structure.

There are practical problems with such an approach. A set of
relativities so calculated would have to be published as a table,
not as a few parameters and a formula. In some cases this 1is no
hardship. 1In Chamberlain's property example, he used twelve para-
meters and a fairly complicated formula to fit a table of nine
numbers. Other cases are not so easy, For example, multi-dimension-

al credibility would give us a different set of class factors for
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each auto rate territory. Apart from adding many pages to the
rating manual, such a change would require major changes in most
automated systems. So, we would probably want to select one or
two sets of class factors that are 'close enough'" for most terri-
tories. In other words, we would fit a model to simplify the
structure. Having already credibility weighted the date, we can
attribute any residual error to the choice of the model. The
present procedure cannot distinguish between errors due to the
choice of model, and errors due to statistical fluctuations in
the data.

This leads to a new perspective on Chamberlain's model, We
start by assuming that there is a pattern to the relativities, and
our estimates should reflect as much of this pattern as possible.
So, we gstart by fitting a first-order additive model. We then test
whether a second-order multiplicative model shows any significant
remaining pattern in the residuals. 1In theory, we could go on fit-
ting higher order models, until the F value is no longer signifi-
cant, In practice, with the size of the data sets vsually encount-
ered, I would expect two stages to be sufficient. This procedure
should extract the maximum possible pattern from the data, in the
same sense that polynomial stepwise regression does for a time
series. Just as with polynomial stepwise regression, Chamberlain's
procedure does not necessarily give the simplest or most efficient

model. And the fact that it detects a pattern is no assurance that
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the pattern is reasonable.
This brings me back to my main point. OCur procedures for two-
way relativities are based on a very different point of view than

those for one-way relativities. I believe we need a multi-dimension-

al credibility theory to reconcile the two.
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Until the present time, the great majority of actuarial study and
literature in the ratemaking area has revolved around analyzing and
quantifying the loss component of the ingurance rate. Actuaries have
evolved an elaborate system in which losses are trended, developed and
credibility weighted, and in which premiums are placed at current rates
or at least current rate levels. At the same time, actuaries have

|
: . i . . .
virtually ignored the expense portion of the insurance rate, preferring

lant percentage of premium. Current economic

to treat expenses as & const
and political conditions are forcing a reevaluation of this simplistic
approach towards expense allocation. Consumer groups have charged that
current expense allocation procedures are discriminatory, and insurance
companies are attempting to improv-e their pricing position through the

development of rates which more accurately distribute the costs of doing

business.

In this paper we shall take a look at the expense portion of the
insurance rate. We shall examine the pros and cons of the traditional
treatment of expenses and shall consider some alternate methodologies.
OQur focus will be on the personal lines; Automobile and Homecowners. At
the same time, many of our conclusions and observations can he extended

to other lines of insurance.
This paper does not attempt to answer all of the questiona regarding

expense allocation. Rather, its intention is to lay a general foundation

upon which specific, detailed expense [lattening procedures can be huilt,
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Proportional Allocation vs. Expense Flattening

The traditional approach towards treating expenses in ratemaking is what
we shall refer to as proportional allocation. Under this approach all
underwriting expenses are considered to vary absolutely with the premium

rate.

Given: R“ = the rate for a risk of a specific clasa = n

L_ = the underlying pure premium (including all loss

n
expense)
En = the provision for underwriting expenses in Rn
Then: R_=L +E (1)
n n n
And: E.n/Rn is assumed to be constant for all n

We shall define expense flattening to be any allocation procedure in
which some or all of the underwriting expense provision is considered to
be independent of the final rate. Specifically, most proposed rate

structures which incorporate expense flattening can be defined as follows:

R' =L se +e ()
n n n
e, ¥ the variable expense provision (i.e.,
e /R, is a constant for all n)
e = a flat expense loading which is constant for all n
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Of course this form is only a single representative in a wide spectrum of
possibilities. There is no reason to assume that all expenses which do
not vary by premium should be loaded as a flat charge by exposure. It is
quite ¢onceivable, for example, that many underwriting costs will vary by

territory but remain constant for other classifications.

In their most complex form, the rates resulting from a flat allocation

system would look something like this.

ey eyy..e = expense loadings which vary.according

to some identifiable characteristic

Each of the subscripted e's represents an expense component which may
vary on a risk by risk basis. For example, if certain overhead costs
were found to be twice as large in one territory as in another, those
costs might be assigned to variable e, which would be defined as

follows:

e, = f(r) x 0

0 = the overhead loading
t = tervitory

f(tl) =1

f(:z) =2
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Notice that, in theory at least, €y ey eaie do not have to be
categorized along the same lines as the pure premium. Different
territory definitions may be employed and entirely different classes may
be recognized. Even in cases where the various e's change in accordance
with normal rating classifications, their relativities (defined as f(t)
above) need not be identical to the pure premium relativities. In the
above case, for example, the pure premium rate for territory 2 is not

necessarily twice that of territory I.

Practical considerations will, of course, limit the application of this
very general formula. The introduction of brand new expense
classifications would represent a data processing nightmare. While
intuitive judgment may influence estimates of the relative cost of
writing different classifications, precise quantification will often be
difficult, if not impossible. 1In these cases the actuary may have to
rely to a great extent on pure premium relativities or may be forced to
ignore the existence of the differentials entirely. Legal restrictions
will also be placed on the allocation of expense dollars and social
im};Iicacions will play as large a role as economic considerations in

determining the exact allocation formula for a specific line of business.

It must always be remembered that regardless of the final formula chosen
for loading expenses, we are reallocating, not reevaluating, our expense
costs. Decreases in one insured's rate due to reallocation will be
offset by increases elsewhere. Redefining the expense allocation
procedure is not a remedy for the high costs of insurance. This may seem
obvious to the actuary, but in the public forum it is often swept under

the rug in the desire to lower rates for a specific classification. The
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public, loudly calling for a change in the ratemaking methodology, is
almost certainly doing so with the misconceived idea that this change
will gave them money. In fact, the insurance companies will be
collecting the same total expense dollars but wil! be requiring a few
insureds to pay a significantly lesser amount while the large majority of
insureds will pay a little more. There is no such thing as a free lunch,
and in examining the reasons for adopting any expense allocation
procedure it has to be kept in mind that changes which will benefit some

groups will consequently penalize others.

Reasons for Expense Flattening

Prior to the mid-seventies, rate changes for the personal lines of
insurance were relatively infrequent and represented modest increases to
account for a wmodest inflation rate. While rates did vary by
classification and .territory, the overall level of the insurance premium
represented a necessary but affordable item in the household budget.
Pronounced differences of territory and classification rates did not
exist and overall rate levels and increases were kept to a minimal level.
In practical terms, varying the expense loading with premiume certainly
simplified policy processing and ratemaking procedures, and as long as
pure premium adjustments reflected inflation, the collected expense
dollars also increased appropriately. Additionally, since most expenses
did vary directly with premiums (commissions of 20-25Z were not unheard
of and represented the largest component of the expense loading), there
seemed little point in devising a wmore complicated way of reflecting
expenses in the premium dollar.
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In recent years Homeowners insurance rates have remained at fairly stable
levels; however, the unaffordability and lack of availability of private
passenger automobile insurance has reached crisis proportions, With
rates skyrocketing and consumerism in vogue, the social acceptability and
equity of current ratemaking techniques have come under fire. Many
aspects of the insurance mechanism are being questioned, whether it is
rating by age, sex, marital status or geographical location, and the

expense loading methodology is a ready target for change.

The reasons for questioning the current expense allocation procedure come
under two guises; social acceptability and financial equity. The primary
impetus for expense flattening has come from groups outside of the
industry which maintain that it is not ™just" or "fair" to assign
different expense charges to risks merely because of expected loss
differences. It is argued that the inequities inherent in a proportional
allocation system have contributed significantly to the affordability
crisis. It must be recognized, however, that the expense dollars
currently subject to flattening represent a relatively small portion of
the overall premium and their reallocation will not solve the
affordability problem. 1In addition, although expense flattening will
obviously benefit urban and youthful motor vehicle operatore, it is a two
edged sword which cuts the other way when applied to Homeowners
insurance. The rich, surburban home owner will actually save money with
the application of a flat expense costing technique, while the urban row
home owner will be penalized. For this latter reason consumer groups

understandably neglect to call for simitar reforms in the pricing of
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Homeowners insurance. Thus while the ostensible justif.ic.:ltiorl of expense
flattening is a moral one, social activists actually advocate it only
when it vreducesd the cost of insurance to certain selected economic
groups. There is considerable danger in pricing an insurance product in
response to social objectives, for unless there 1is some financial
justification for revising pricing procedures great harm will be done to

the industry and, ultimately, to the consumer.

Fortunately, expense flattening can be justified for financial reasons.
From a pure equity standpoint, insurers would like rates to accurately
reflect the costs of issuing a policy. If one vehicle's pure premium is
three times that of another, does that also imply a threefold difference
in incurred expenses? Matching expenses to policies as expenses are
incurred provides not only a more accurate pricing mechanism but guards
against the loss of collected expense dollars due to shifts in the mix of
business, patticularly within the territorial and classification

distribution.

Expense Categories Subject to Flattening

The expenses associated with issuing and servicing an insurance policy
can be segregated into loss adjustment expenses (those expenses incurred
to investigate, litigate, and settle claims) and underwriting expenses

(those expenses incurred while issuing the policy).
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This paper is concerned with the allocation of underwriting, as opposed
to loss adjustment expenses; however, loss adjustment expense is equally
susceptible to a flattening procedure. Generally speaking, loss
adjustment expense is considered to vary directly with dollars of loss.
It seems obviou; that claim count also influences loss expense cost. The
possibility of loading claims expense into the rate as a composite factor

of frequency and severity or other alternatives leaves a wide variety of

possibilities which are open to future actuarial study.

While a good deal can be said for varying the loss expense loading as a
function of loss, the opposite is true of the current rationale for
including underwriting expenses in the rating structure as a function of

pure premium.

Commisssions, the expense dollars paid to the agents for their efforts in
underwriting, placing, issuing and servicing the policy, have
historically been determined as a fixed percentage of the final premium.
Interestingly, a modification of this approach has been avoided by
proponents of expense flattening; however, the reasons for the omission
may be related to those groups' unvillingness to oppose the various
independent agents' associations and not belief in the equity of the
current system. Differences in costs among territories (rural vs. urban)
and in placing insurance for certain less desirable insureds certainly

justify part of the commission differential inherent in the current
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rating structure. Still, the possibilities of flat commissions or a
graduated scale of commission rates deserve further research to determine
an appropriate cost accounting charge. It is the opinion of the authors
that some form of flat charge plus percentage of premium provides more
equity among insureds and also provides incentive to the agent to place

difficult risks.

State premium taxes are levied against each company as a function of the
divrect premium writings for a given line and state. The cost is passed
on to the consumer in the same manner as the charge is levied on the
company. This procedure is the only way a company can ensure that it
will collect exactly the dollars which the state will require as
payment. While this charge amounts to an average of only 2-32 of
premium, the expense allocation issue offers the opportunity for the
states to study their procedures iIn assessing premium taxes on the

insurance companies and in turn the insured.

Other Acquisition Expenses represeat the insurance company's costs (ex
comnission) to issue a policy. Included in this area are advertising
fees, computerized rating and policy issuance sgystems, postage and
telephone charges, travel expenses, salaries, and other miscellaneous
items. The General Expense category includes salaries, rents, equipment,
boards, bureaus and association fees, .-md-other overhead jtews in an
insurance company's budget. Historically, they have averaged 10-122 of

the premium dollar.
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These two categories, Other Acquisition Expense and General Expense, are
the most susceptible to an alternative form of expense allocation. The
basic question regarding these items seems to be "Do any two risks with
differing pure premiums also cost differing amounts from an
administrative expense standpoint?" This question may be posed of tvo
Homeowners policies — a $100,000 single home in an affluent suburban area
and & $15,000 row home in an inner city area. Both of these policies
utilize identical computer routines to rate the policy, require the same
paper to be processed for poliecy issuance, and take up computer space to
record the policy in the company's data system, yet the current premium
charges reflect different amounts to pay for these items. The pricing of
Automobile policies follows the same pattern, with the higher priced
risks paying a large share of the company’'s expenses. An age 17
unmarried principal male operator with a rating factor of 3.50 is also
paying 3 1/2 times the dollar amount of an over 30 male operator for the

general expenses of an insurance company.

The answer to this question is both yes and no. Unfortunately, there is
no clear-cut solutinn, and in fact each company must examine its own
policy issuving systems, rating procedures, and other associated overhead

expenses to determine which costs are variable and which are fixed.

Many of the areas influencing the cost of writing a policy are subject to
judgment and intuition, and any company studying the expense flattening

issue must compromise between accuracy and practicality. A recent study
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of expenses for Private Passenzer Automobile Insurance completed by the
Insurance Services Office concluded that 75% of the Other Acquisition and
General Expenses and Miscellaneous Taxes are fixed while the remaining
25% are variable, It was further recommended that per car fixed expense
loadings be developed by state and coverage. Companies can be guided by
these conclusions but should study their own circumstances to determine
the appropriateness of the application of this study to ctheir individual

situation.

While Profit and Contingencies is construed as an item of expense in the
insurance rate, the proper allocation of profit to an insured is a
difficult and complicated issue to resolve. A study of the concept of
risk and its application to territory, classification, 1limit and other
rating criteria is required before a proper determination of the
apportionment of the profit and contingency charge can be made. The
authors feel that such a study is beyond the scope of this paper and, in
fact, is wide cnough in scope to be the sole topic of a paper on the
subject. With respect to this treatise, we will continue to treat the

profit and contingency factor as a variable loading in the insurance rate.

Once those expense categories which will be subject to flattening have
been selected, the actual flat expense charge is arrived at in a
straightforward manncc. The flat expense charge per exposure will be
determined by dividing the total variable expenses now subject to

flattening by the appropriate exposure base.
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An Exampie

A company markets an insurance product which is priced in accordance with

standard, proportionally allocated expenses.

into two classes and the following data applies.

Exposures
Rate
Premium

Permissible Loss Ratio

Allowance for:

Gen. Expense & Other Acq.

Remaining Underwriting
Expense

Total Underwriting Expense

Actual Loss & Loss Expense

The husiness

is segregated

Variable Class 1 Class 2 Total

X 5,000 5,000 10,000
R $50 $150

P $250,000 $750,000 $1,000,000
PLR 60.02
Cl 13.3%
c2 26.7%
C 40,02
L' $650,000

Given the above situation, the appropriate flat expense charge equals $10

and is calculated as follows.

(This example assumes

that 75% of all

General and Other Acquisition expense is subject to flattening.)

e= (L715 xCl x P)/X = (.75 x .133 » $1,000,000)/10,000 = S1Q
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1f we are revising rates as well as incorporating flat expenses then some

sort of expense trending might also be appropriate. For purposes of

illustration, we will assume that e', the trended expense charge = $12.

At the same time a revised variable expense provision is calculated.

C' = (.25 x C1) + C2 = 30%

Basic Ratemaking Techniques Using Flat Expense Allocation

We have separated those components of the expense loading which will be
assigned on 2 propertional basis from those which will be charged using
some type of flattening procedure. The problem which now remains is to

build our revised allocations into the ratemaking process.

In order to simplify our presentation, we shall assume that the rating

formula used for flattening expenses follows the basic form:

Our formulas can, however, be adapted to accept the more complex form

shown in formula (3).
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Under the traditional approach of proportional allocation, the rvates for
a line of husiness are developed in accordance with formula (1). 1In the
initial stage of a conversion to flat expenses, we wish to convert the
individual classification rates to a formula (2) form without revisging
the underlying pure premiums or overall collected expenses. fhis is

accomplished in a three step procedure.

1) Calculate the pure premium underlying present rates
2) Add the new flat expense provision

1) Load the total for the remaining variable expenses.

Using our previous example as an illustration, we develop new rates of

$57 and $143 for classifications | and 2, respectively.

Pure Premium for class 1 = §50 x .6 = $30

Pure Premium for class 2 = §150 x .6 = $90

Rl = ($30 + $10)/.70 = $57

R2 = ($90 + $10)/.70 = $143

In general terms, the revised rate (R') for class n is calculated using

the following formula:

R' = ((1-C) x R_+ e)/(1-C") (4)
n n
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Note that e/{1-C') is a constant. Therefore, if we so choose, we can
present the revised rate in terms of a multiplier to the current rate

plus a constant term.

R" = KR_+ h (5)
n n

K = (1-C)/(1-C') = .857 (6)

h=e/(1-C') = §14 (7

Essentially, formula (5) defines a rate which includes a provision for
flat expenses as a combination of a loss rate and an expense rate, where

each of these component parte includes a loading for variable expeuses.

Once the rates have been modified to incorporate flat expenses, the next
area of concern to the ratemaker 1is the calculation of rate 1level
ad justments due to changing experience. Estimates of overall rate level
need are calculated in a manner almost identical to that used when a
proportional allocation system is in place. The familiar method of

adjusting overall rate levels is:

1 = LR/PLR = indicated rate tevel change
LR = experience loss ratio adjusted to current rate and prospective
loss tevels

PLR= permissible loss ratio

- 47 ~



To accomndate rates which incorporate flat expenses, we replace the loss
ratio term in the formula with a loss and flat expense ratio, and we
replace the permissible loss ratio with a permissible loss and flat

expense ratio.

I = ((L" +e'X)/P) /(1-C") (8)

L' = losses developed and adjusted to prospective levels

e’ = trended flat expense dollars per risk

X = pumber of exposures

P 3 total premium at current rates

Again using our previous example:

L' = $650,000

e' = §12

X = 10,000

P = §1,000,000
c' =.30

I = (($650,000 + $120,000)/51,000,000) /.70 = 1.10
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This calculated indication represents the necessary increase in rate
level in order to maintain premium adequacy. Its primary use is one of
measuring overall profitability and financial position, for unlike the
indication developed wunder a proportional allocation system this
modification cannot be applied directly to the individual classification
rates. In order to maintain independence between the loss and expense

portions of the final rates, two separate adjustments must be calculated.
M, = overall loss rate modification = (L'/PL)/(l-C') (9)
P, = premiums less fixed expenses = P-hX

M = overall expense rate modification = e'/e

In our example:

PL = $1,000,000 - $14 (10,000) = $860,000
M= ($650,000/$860,000) /.70 = 1.080
He = $12/§10 = 1.200

Lf revised rates are to be hased on overall rather than classification
loss experience then these factors c¢an be applied directly to the
individual loss and expense rates. 1f, however, class experience has
some degree of credibility then the modification of the loss rates can be

ad justed accordingly.

Moo= ((L' /P ) z_+ (L'/p}(1-2 M)/U1-C") (10)
Ln n Ln n L n
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Note that the individual class modifications must receive a subsequent
adjustment to achieve the proper overall change.

This revised approach towards expense allocation will not affect
credibility levels in Automobile or Homeowners insurance where
credibility is based on claim counts and exposures. However, if flat
expenses are introduced in a line where premium has been used as a
credibility measure, then some revision in credibility values should be

considered.

¥e have now developed a basic approach towards making rates when a system
of expense flattening is used; however, before mcving on it is necessary
to briefly mention some of the practical considerations with which we

must deal when using this system.

Separate loss premium and expense premium information must be available
to the ratemaker. Accurate exposurc data is also necessary in order to

properly evaluate the magnitude of the flat expense loadings.

Flat expense costs will obviously be subject to inflation, and expense
trending procedures must be developed. In many cases loss trend is being
applied to expenses as an interim measure. It is obvious, thoupl, that
in most cases loss trend is pot an appropriate measure of increasing

expense costs. Automobile crash parts, liability judgments, and medical
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costs are certainly rising fastor than general expenses. 1In the case of
llomeowners insurance, trend factors are tied inm to construction cost
indices. The authors feel that if expenses are subject to the
application of trend factors, then these factors ShOL;ld be developed
using CPI-type wage and price indices which correspond, however roughly,

with those costs which underlie an insurance operation.

The question of whether flat expenses should be allocated on a statewide,
regional or countrywide basis must also be addressed. Costs associated
with the operations of field offices will be influenced by local economic
conditions, while EDP and Home Officc operation expense could reasonably
be assigned on a countrywide basis._ At the moment, flat expenses by
state are determined by applying existing, variable, 1loadings to state
premiums. This methodology assumes that while certain expenses are flat
within a state, on an interstate basis expenses continue to be a function
of premium dollars. While this approach may not appear to be valid from
a theoretical standpoint its use must be continued as long as state
regulations wvary with cegards to expense flattening categories and
procedures, for it is the only way to insure the collection of adequate

expense dollars.

The implementation of an expensc flattening procedure also introduces a
new element when {ilting for rate changes which do not equal the required
overall indication. It is often the case, for example, that for

political or marketing reasons Automobile rate changes fall a great deal

- 51 -



below indications. Should rate shortfalls be absorbed solely by the loss
portion of the rate? Or should it fall on the expense rate as well? If
these costs are to be shared it must be decided whether the division will

be proportional or according to some other standard.

These and other general problems must be handled if a ratemaking system

using flat expenses is to be effective. Of course, each line of business

also has special considerations which must be addressed.

Expense Considerations in Automobile Insurance

Since the main thrust of expense flattening has been aimed at Private
Passenger Automobile insurance, various methodologies have already been
investigated, documented, and implemented in a few states. As  we
mentioned previously, the Insurance Services Office prepared a study of
expenses  concluding that 752  of company General Expenses and
Miscellaneous Taxes, Licenses, and Fees are fixed. This result was
incorporated into an expense f{lattening program implemented in rate
revisions filed after January t. 1979. 1lhe 1S0O .has chosen to develop
cxpense fees by coverage (based on the average expeﬁse loading currently

in the rate) and Ly state, with the [ecs applicable on a per car basis.

Several questions arise (rom this proposal which each insurer should
investigate. Specifically, each company needs to determine if the flat
expense fee should apply per car or per policy and whether or not
different charpes are required by coverage. Should the same expense fees
apply to renewal as well as new business and should any charge be made

for mid-term endorsement activity?
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Frequently companies issue one policy to insure multiple exposures and,
while there is some additional expense incurred in the rating and
processing of a muiti-car risk, it is not likely to be proportional to
that of a single car risk. A thorough investigation of the billing and
policy issuance systems should provide sufficient information to
determine the extent of the cost savings which results when writing a
multi-car policy. In general, expense savings can be found in the areas
of postage, paper, telephone and telegraph costs, and related processing
expenses. Most companies issue a single policy for a multi-car risk,
thereby reducing- processing costs. At the same time, however,
installment premium payment modes may he more prevalent with a multi-car
risk, thus offsetting the savings obtained from the single policy
issuance. Each company needs to detecrmine if a significant cost
difference exists in the issuance of a single vs. a multi-car policy and
the feasibility of implementing a per policy charge within its systems

capabilities.,

Another aspect of 1S0's expense ([lattening proposal requires comment.
The 1[50 technique develops flat cxprnse [ees by coverape based on the
variable loading currently in the coverage rate. As an example, consider

a state in which the current average rales by coverage are:

Liability $225
Comprechensive $ 50
Collision $125



L€ it is determined that 10% of the rate represents fixed expense, then
(lat ecxpense fees of $22.50, $5.00 and §12.50 would apply to the
respective coverages. A policyholder with a Liability-only policy would
pay $22.50 in expenses; one with Liabitity and Comprehensive, $27.50; and
one with the full complement of Liability and Physical Damage, $40. The
actual expense differential between a Liability and Comprehensive policy
and one which also includes Collision coverage is minimal since most of
the rating information is already available in the data base. The
largest expense is incurred in adding the first Physical Damage
coverage. The above approach defeats the purpose of matching actual
expenses to policies and instead allocates fixed expenses to coverage on
the basis of pure premium. This is just as arbitrary as the current
ratemaking procedure. A reasonahle alternative is to determine a basic
expense fee to be charged on the initial coverage written and a second,

smaller fee if any secondary coverages apply.

An investigation of the costs to issue a new vs. a renewal policy or to
add  an  endorsement will likewise determine if it 1is worthwhile to

distinpuish the cxpenses incurred by these transactinns.
In all of these areas, the issuc of cxpense flattening requires a2

complete re-examination of the costs to issue a policy and a re-thinking

of the insurance industry's approach to charging for them.
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Expense Considerations in Homecowners lnsurance

The use of cxpense flattening in Homeowners insurance can crcate some
problems if its application is not carefully planned. Three areas which

should receive the actuary's attentinn are:

1) The impact of expense flattening on the pricing of policies vhich
provide for automatic increases in face amount.
2) The assignment of expenses to Tenants insurance.

3) The pricing of endorsements.

In recent years insurance companies have attempted to offsct the cffects
of inflation on Homeowners business by including what are referred to as
"inflation guard” provisions in the standard policy. These provisions
provide for a periodic, automatic increase in the policy face amount.
This increase will, of course, result in a premium increase for the
insured without the necessity of a rate revision. Under a ratemaking
system which wuscs proportional allocation of expenses, this pricing
mechanism will result in the collectinn of increased expense dollars
along with the pure premium increase. This et’feclc is lost. however, for
any flattened ecxpenses. As long as there is no revision in rates,

insureds will continue to contribute the same flat expense premium
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regardless of the face value «{ the policy. The use of flat expenses
will therefore necessitate an increase in the number and amount of rate
level adjustments as inflation acts upon the flattened portion of the
rate. To some extent the use of flat cxpenses will nullify the principle
objective of an "inflation guard" system; an increase in collected
premium without ail of the problems inherent in filing and implementing a

rate level change.

The expenses inherent in carrying a book of Tenants business are
generally inscparable from those accompanying the Homeowners forms. The
same processing and billing systems are used, and to a great extent the
entire Tenants product 1is treated as another Homrowners form. This
implies that the flat expense charge for a piece of Tenants business
should be the same as that of a Homeowners policy. The implementation of
identical charges <creates a practical problem in that Tenants
policyholders will often receive substantial rate increases as a result.
This can be illustrated by looking at one company's experience for a

single representative state.

llomeowners Tenants Combined
1978 Earned Premium (000) $4,718 $417 $5,194
1978 Earned Exposures 24,588 4,990 29,578
Average Premium $194 $83 $176
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If 10% of the total premium is subject to flattening, then the per policy
charge based on coubined experience equals §$18. Thus, the new average
premium for a Homeowners policy would equal $193 ($194 x .9 + $18) while
the average Tenants policy would incrcase bv 12X to $93. This Tenants
increase would fall even more severely on renters with low contents
values. In the above case, more than 502 of the exposures carried
contents coverage of $8,000 or less at an average premium of $62. For
these insureds, the average increase resulting [rom expensc flattening

exceeds 192,

The use of identical expense charges for Homeowners and Tenants business
is impractical from both social and marketing standpoints regardless of
the financial equity of the system. A possible solution to flattening
expenses for Tenants insurance is to adopt a separate charge even though
Tenants expenses cannot be secpregated from those of the Homeowners
forms. In the above case, flat expense charges of $19 and 58 could be

adopted for Homeowners and Tenants business, respectively.

The possibility of flattening expenses incurred when adding endorscments
to a Homeowners policy must also be considered. As was true in the case
of pricing a Tenants policy, the dollar impact of any change in the
allocation of expenses is of as much concern as the equity of the pricing
method. In many cases it will be concluded that the pricing of
endorsements is best left unchanged due to the small costs involved, but
this decision should be a conscious one which ia made only after
evaluating each particular situation with care.
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Conclusion

Expense flattening is a subject which demands more attention than the
actuarial profession has devoted to it. It continues to be a subject for
public debate, and consumer pressure is rtapidly forcing the adoption of
legalkly mandated flattening procedures. Unfortunately, these procedures
are often convoluted and lack firm statistical justification. Expense
flattening is here to stay, and a continued lack of actuarial input will
only insure the continued adoption of inconsistent, wunjustifiable

flattening schemes.

In this paper we have presented the basic concepts underlying the proper
allocation of underwriting expenses, and we hope that it will open the
door to further rvesearch in this arca. tHopefully, by answering some of
the questions and correcting the misconceptions which surround expense
flattening we will serve both the industry and the public by helping to
provide insurance products whose prices accurately reflect cheir

associated costs.
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PLR

cl

C2

Glossary of Variables

the rate for a risk of a specific class n

the underlying pure premium in Rn

the provision for underwriting expenses in

revised rate for class n after expense flattening

the variable expense provision in R'
n

the flat expense loading which is constant for all n

characteristic
overhead loading
territory
exposures
premium
permissible loss ratio
gen. expense and other acq. allowance
remaining underwriting ecxpense allowance
total underwriting expense
actual loss and loss expense
trended flat expense charge
ravised variable expense charge
multiplier = (1 - C}/(1 -~ C")

constant = e/(l - C')
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= expense loadings which vary according to some



LR

Glassary of Variables (Cont)

indicated rate level change

expcrience loss ratio at current rates and prospective loss
levels

overall loss rate modification

preminms less fixed expenses

overall expense rate modification

toss rate modification for class n

actual loss and loss expense for class n

premiums less fixed expenses for class n

credibility assigned to class n
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EXPENSE ALLOCATION IN INSURANCE RATEMAKING

BY DIANA CHILDS AND ROSS A. CURRIE

REVIEWED BY DAVID KLEIN
The authors are to be commended for their willingness to address as

controversial a subject as expense allocation. Their approach pro-
vides one with a basic introduction to the subject. This reviewer,
with a limited experience with the subject, feels that a few general

comments are in order.

For sometime actuaries have recognized the necessity and appropriate-
ness of expense flattening. In Workers' Compensation, the practice of
expense graduation has been in place for many years. In the larger

commercial lines, the issue of expense requirement has been implicitly
or explicitly dealt with through large account programs such as IRPM's
and Commission Contribution. It has been the staggering increases in
Personal Lines premiums over the past five years which has brought the

issue to the fore in this arena.

One major issue suggested by the author in their general discussion is
the accuracy of the expense data upon which our fixed and variable
allocations will be made. Actuaries familiar with the vagueness of
New York Regulation 30, which forms the basis for much of property and
casualty insurance accounting, will shudder when they think of the
potential uses being made of data collected under those guidelines.
Put another way, how good is the base we are allocating? As we move
into an era where more refined treatment of expense provisions is
required, we should not only focus on the redistribution of expenses,

but also whether we must consider the costs have been properly
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assigned in the first place. 1Is Regulation 30 adequate in its
definition? How good are company internal procedures? These issues
must be resolved if expense allocation is to have eny degree of

credibility.

Another major issue surfaced by the authors is the role of critics of
the insurance industrys expense allocation process. Industry critics
tend to concentrate on the flattening of the higher premiums payers
without proper recognition of the impact of this approach on those at
the lower end of the spectrum. The authors appropriately refereace to
the "two edge sword” aspect of expense flattening, specifically when
applied in Homeowners insurance and the adverse effect that it may
have on the tenants forms, particularly, the lower valued forms.
Unfortunately, the authors suggest an approach to deal with this
""problem" which violates the basic principal of cost based pricing by
artificially lowering the flat (affordable) expense charge for the
tenants forms to make it socially acceptable. This is an apparent
contradiction to an earlier section of the paper where they caution
that "there is considerable danger in pricing an insurance product in

response to social objectives."

The area of commission and taxes is one where this reviewer and the
authors are in agreement. Together these two items represent an
amount equal to, if not greater than, the expense dollars which would

be flattened under the ISO approach described in the paper (page 52).
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The points raised by the authors relative to the compensation of the
producer force bear careful study by agents' associations if they are
to avoid having the matter decided for them without their input.
Regarding the flattening of premium taxes, the authors correctly point
out that it is up to the states to take the lead in revising their
procedures if anything is to be accomplished in these areas. Finally,
this reviewer agrees with the authors that "the proper allocation of
profit to an insured is a difficult and complicated issue'" which "is

wide enough in scope to be the sole topic of a paper" (page 46).

This reviewer was disappointed by the authors failure to discuss the
impact of expense flattening on loss ratios. Non-actuaries rely on
loss ratios to evaluate results and often actuaries have to use or
explain loss ratio data. With the use of expense flattening, loss
ratios will become less meaningful unless properly interpreted to
reflect the impact of the revised expense allocation procedure. The
authors failure to mention this point is hopefully a matter of over-

sight and not for lack of recognition of its importance.

The above comments are intended to be a general review of the major
points of the paper. On a somewhat more technical basis, on page 47,
formula (7) indicated a fixed expense portion which is loaded for

variable expenses.

(7) h

u
o

(1 -¢")
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This implicitly increases the flattening and in the mind of this
reviever, is unnecessary. As a corollary, it makes the ratemaking

process unnecessarily complicated.

An alternative procedure would be to make the denominator of equation
(4), a function of only taxes, commission and profit, and to make

variable expenses a function of pure loss. Under this suggested

approach
R'y = BRn_ x (1-¢, - .2501) + e
1°-Cy l-C2
This formula uses the factor (1l - Cy - .25 C) to generate the

loss, loss adjustment expense, and variable expense portion of the
rate. The constant expense portion of the rate is shown separately,
and both are loaded with those elements which are variable with
premium. This makes the constant term independent of the variable

portion of expenses.

Using the above suggested approach in the content of ratemaking

simplifies the process. We may begin by expressing R'N as follows:

R'N = MR + KR
where
MR = Ry (1 - ¢, - 25C;)
-1t
KR a e
I - G
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NR can be thought of as the rate excluding the expense constant.

We may then proceed to redefine the expense elements in terms of NR

and move along as in the past. When all revision calculations have

been determined, the final rates are adjusted by the amount KR.

We define the PLR for NR as follows:

__2
Ry * (T - G - 250

- (A - ¢ =~ ¢) (U - ¢)
- ¢y - oo

The indicated change in NR can now be defined as follows:

where

L' = developed and trended loss and loss adjustment expense.

P' = total premium at current net ratio (NR).

Territory and/or class rates can then be developed as before and then

adjusted for the revised expense constant:

T-¢c,
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The method is conceptually sounder and procedurally easier to deal

with than that suggested by the authors.

Other issues raised by the paper but not discussed, include items such
as appropriate record keeping to reflect the collection, referral and
cancellation of policy fees and allocation problems when the fee
covers multiple lines of business on the same policy. This, along
with the unlimited number of potential factors which could be
considered for potential redistribution, strongly suggests that
ratemaking and accounting concepts should be closely developed. This
will permit responsiveness to the issues and ensure that the costs

associated with improved equity objectives do not become overwhelming.

The authors point out that their paper tries to present ''the basis
concepts unlying the proper allocation of underwriting expenses.! It
presents the reader with a primer on some of the issues surrounding
the subject and clearly demonstrates the potential for further work om

the subject.
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I. CURRENT REGULATORY ACTIVITY

State regulation of individual health insurance has increased
greatly in recent years, both in scope and intensity. The need to
comply with regulations has become the dominant objective in bene-
fit design and pricing of individual health contracts. This shift
away from the dominance of market forces results from the extension
of regulation to almost every aspect of the development and market-
ing processes.
State regulation has grown so as to influence or mandate these

items, among others:

The benefits that may or must be offered

The way that contract terms must be stated

The minimum "return" to policyholders

Permissible risk classes

Sales materials, product names, etc.

Mandated benefits. This facet of regulation is comprised of re-
quired, permitted, and prohibited benefits. The stress has been on
required coverage of: treatment for alcoholism and drug abuse; ex-
panded outpatient programs; expanded skilled nursing care to cover
that care in other facilities; outpatient nervous and mental con-
ditions; home health care visits; kidney dialysis and transplant
surgery expenses; certain pregnancy benefits. In addition, there
has been a general expansion of the definition of "physician.' Now
included are chiropracter, podiatrist, chiropodist, dentist, optome-

trist, ostcopath, and psychologist, besides M.D., in general, any
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vlicensed practitioner of the healing arts.”

Statement of contract terms. This aspect of regulation involves,

in addition to the already standardized uniform policy provisions,
requirements as to structure, placement, type style, emphasis, and
reading ease of the policy contract form. At last count, about two
dozen states had enacted readability requirements or had begun to
develop them. A model law has been developed, calling for a Flesch
readability score of at least 40. Some states have adopted this
standard, but at least one requires 50 and another is considering

a score of 60 for its test.

Minimum loss ratios. Model rate filing guidelines have been deve-
loped, setting up a grid of loss ratio minimums, according to plan
type and renewability provision. A number of states have revised
their positions on this question within the last five years; prior
to that most used a 50% loss ratio test, or had no test at all.

The model law represents an effort to achieve greater uniformity
among jurisdictions. The popular press has tended to make loss
ratio comparisons a test of the suitability of an insurance plan,
without regard to individual needs, resources, or method of sale of
the product. Among its shortcomings, such an approach tends to ig-
nore the distinction between group (wholesale) and individual (re-

tail) marketing situationms.

Classification of risks. Questions have been raised as to whether

age, sex, or marital status may continue to be used as the bases for

premium differentiation. Also, benefits may not vary for these
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classes. For instance, females must be offered the same disability
benefits made available to males; pregnancy benefits must be
offered to individually insured females, not just where both
spouses are covered. Handicapped persons, including those with
“stabilized' disabilities, must not be prevented from obtaining
coverage at a reasonable cost. Maximum premiums for pooled unin-

surable risks may be mandated by regulation.

Sales materials, product names, etc. The strictures applied here

are, for the most part, not new. Outlines of coverage are required
more often, sometimes with more demanding readability standards
than those for the contract itself. Policies may be required to
meet certain benefit standards in order to use particular labels.

A few states, for instance, have prohibited the use of the product
name "Medicare Supplement" unless certain benefit levels are pro-

vided, at least the same kinds of benefits covered by Medicare.

Regulation is steadily expanding in scope. Claim settlement
practices have been the object of regulatory scrutiny in the past,
but now there is increased concern for medical record privacy, at
the time of issue also. Disclosure of underwriting procedures in-
volving the Medical Information Bureau must be revealed to the
applicant.

The general effects of increased state regulatory activity
have been mixed. It is difficult to challenge the goals of this
regulation. In practice, however, it produces considerable hard-

ship for most insurers. 'Hardship" means increased costs, extended
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time frames for product development, slower action on requests for
rate increases. Required policy form variations have multiplied;
the use of endorsements or amendments to standard forms may be
found increasingly unacceptable.

State strategies are being adopted by the companies. For one
thing, mandated benefits and minimum loss ratios may differ signi-
ficantly, so that the differences cannot be absorbed on an equitable
basis within a single plan code or rating structure. For another,
claims experience may vary substantially by geographical area; use
of area rating tends to conceal some of the differences. Some
states want loss experience for their residents to be reported se-
parately. This requirement relates to minimum loss ratio tests.
Expected loss ratios may be compared with actual results, as a test
of the assumptions in the initial rate filing.

Depending on the scope of the company's marketing operations,

a point is reached, sooner or later, where compliance activities
become as complex as those of a multinational corporation., It is a
credit to the commitment of the health insurance industry to its
policyholders' needs that so many insurers have chosen to meet the
challenge of the evolving regulatory environment and stay in the
business. Of course, not all insurers have done this. Some have
withdrawn from certain states, while a few have dropped their indi-
vidual health insurance lines completely.

The effects of regulation on the distribution system deserve
more attention. Marketing cutbacks have hurt the agents. First,

certain products have been dropped. Or they have been redesigned
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with more limited benefits and guarantees, and of course, with
lower commissions. Agents specializing in health insurance must
now sell higher cost policies with attained age premiums in return
for lower compensation. Some of the pressure comes from inflation,
some from competition, the rest from minimum loss ratio require-
ments.

Minimum loss ratio regulations indirectly control the expense
factor; they also limit the margin for profit and contingencies.
In_fact, a product like non-can disability income cannot even be
sold in a state with a minimum loss ratio of 65%, without a special
dispensation.

Consumers are affected by regulations at least as much as the
insurers and their agents: (1) some products will become unavail-
able due to regulatory strictures; (2) costs of compliance will
have to be passed on to the policyholders; (3) agents can be ex-
pected to provide less service; (4) longer periods may be needed
for claim settlement. The consumer will be paying for the enlarged
regulatory staff as well as for the enlarged compliance staffs
needed by insurers. But then, this condition pervades our

society. What else is new? one well may ask.

IT. A CANCER CARE POLICY

Cancer care policies have become very popular among the public.
Consider these results for the leading writer of this coverage, the

American. Family Life Assurance Company of Columbus (Ga.). The
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table below shows premiums and claims, as reported in the Argus
Chart1 for health insurance, for the guaranteed renewable category,

which is mostly cancer coverage.

American Family Life Assurance Company

Guaranteed Renewable Business
(Amounts in 000's)

Calendar Premiums Claims Loss
Year Earned Incurred Ratio
1978 $220,439 $107,487 48.8%
1977 169,816 73,466 43.3
1976 127,550 49,706 39.0
1975 81,092 33,484 41.3
1974 55,261 22,964 41.6
1973 43,107 17,033 39.5
1972 31,874 12,026 37.7
1971 22,915 8,511 37.1
1970 15,139 5,725 37.8
1969 10,530 4,300 40.8

Much commentary has been published on the cancer care policy. Des-

pite the evidence of its popularity, it is difficult to find a kind

word about it from insurance regulators, consumer advocates, or the

popular press.2 At least one state prohibits its sale, while others

require that it be sold only with a comprehensive basic coverage for
3

all causes.

The thinking which underlies the opposition to cancer-only in-

surance seems to include the following objections: (1) the method

1Argus Chart of Health Insurance, The National Underwriter Company,
Cincinnati, Ohio.

25ee [20]. 3see [24].
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of sale is unacceptable, that is, ''scare tactics" are said to be
used or benefit levels misrepresented; (2) the return to the poli-
cyholder, measured by the loss ratio, appears inadequate; (3) a
large profit factor obtains (the success of one company and the
salary of its CEQ are often citedd).

Possible responses to these objections include: (1) all insur-
ance is purchased out of concern for or fear of financial loss;

(2) benefits under most cancer plans are designed and advertised
to be supplemental coverages; (3) low premium, low frequency risks
will result in relatively higher expense components and lower loss
ratios; (4) many companies have suffered losses on their cancer
plans. For example, in an apparent effort to meet objections like
these, at least one company has attached a return of premium rider
to its cancer policy, an approach unlikely to rTesult in excessive
profits.

More and more companies now offer cancer policies. If your
company does not, don't be surprised if your marketing committee
brings up the question: Shall we develop and market a cancer plan?
If preliminary considerations --company's image, company's distri-
bution system, regulatory impacts-- can be accommodated satisfac-
torily, work may begin.

The first phase of development is to set the benefit structure.
Cancer benefits currently being marketed should be studied. Two
main approaches can be identified. Type A is most popular and pro-

vides defined or scheduled benefits by service category. Type B

4See [20], page 17.
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is less used and pays lump-sum benefits by type of cancer. A sam-

ple of Type A benefits usually includes these items:

Hospital daily benefits: §50 per day, first 7 days; $30

a day after that. Includes common ancillary services.

New stay begins if patient is out of hospital for at
least 30 days.

Drugs and medicines: Often pays actual charges up to 10%
of the hospital daily benefit payable.

Special nursing services: Up to $24 daily, $1,000 max.

Blood and blood plasma: Actual charges, $300 lifetime

maximum, but no limit for leukemia.

Anesthesia: Up to $70 per operation, but $30 for skin
cancers.

Ambulance: Up to $50 per confinement, $500 maximum.

Radioactive therapy: Up to $1,000; some plans pay the
same for chemotherapy.

Physicians visits in hospital: Up to $10 per visit (one

visit per day) and $600 maximum.

Surgical procedures: By schedule, up to $500 maximum.
Transportation: By air or rail to distant treatment cen-
ters, up to $500 maximum.

Other features sometimes found include: "bonus" payment of 10% of
claim amount to cover non-medical loss; return of all premiums if
death occurs before age 65; shift to 100% basis after 90 days in
hospital, with monthly maximum of $5,000. A further option may
allow benefits to be paid as if for loss of time, to avoid possible
benefit reduction through application of COB provisions in other
coverage the insured may have.

The above benefit array has been found acceptable in most

states; specified minimum benefits (as in California) may be expec-
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ted to increase periodically as inflation boosts costs.S Variations
of Type A can alsé be found. One variation provides the same ser-
vices without the internal limits, only an overall maximum of
$10,000 or $20,000. Such a structure may become unworkable; it re-
quires as much re-rating activity as a major medical product, but
with a much lower premium base.

Another variation of Type A has benefit levels that vary by age.
To insureds under age 45, benefits are paid at 150% of the scheduled
amounts. To those age 65 and over, benefits are paid at 75%. In a
couple of plans, for attained ages over 65, benefits may reduce to
20% or 25% of regular levels, to recognize the presence of Medicare;
there is likely to be a corresponding drop in premiums. Note that
the varied benefit attempts to achieve greater equity, since cancer
plan premiums typically do not vary by age, while claim costs climb
steeply as age increases.

The Type B cancer plan pays lump sum benefits at the time of
diagnosis. Four categories are distinguished: (1) leukemia, for
which the benefit amount is highest; (2) intermal cancer, which is
next highest; (3) skin cancers; and (4) lip cancers. Skin cancer
benefits may be paid for up to 10 locations, while lip cancer bene-
fits are limited to no more than two sites. The Type B approach
typically includes an accident benefit so as to provide more bene-
fits at the younger ages and thereby achieve greater equity by age.

Cancer benefits also may be used in all-cause plans; for in-

stance, the daily hospital benefit may be doubled in a hospital in-

5See [23] for details.

- 76 -



demnity contract for confinements due to cancer. A comprehensive
major medical policy provides broad coverage, but it still does not
cover everything. The catch-all "bonus™ payment of 10% could be
used to meet some of the expense not covered by major medical.

Most companies have chosen the Type A approach. This means
they sell a cancer-only specified package of benefits, with inter-
nal limits to minimize the need for rate increases. All sales ma-
terials should emphasize the need for other coverage, and, for Type
A plans, avoid undue emphasis on the aggregate maximum benefit
amount payable. Most companies sell one policy per family, but
some allow the purchase of double benefits, or two "units" of co-
verage, To clarify the extent of coverage, a realistic sample
claim should be shown, along with a breakdown on benefits under the
plan. If such disclosure were required, it might have more impact
on the marketing of cancer plans than loss ratio requirements can,
since misunderstanding of the scope of benefits seems to be a major
cause for complaints,

Once the benefit structure has been set, trial gross premiums
may be calculated. An expected age distribution for new issues is
needed because, although claim costs increase steeply by age, most
cancer plans use very simple rate structures. There is one premium
for individuals, one premium for families. Currently there is a
move towards greater rate refinement, with some premiums coming out
by sex and individual age at issue. This should help attract more
of the younger lives.

The marketing method --group or individual, agent-sold or
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direct marketed-- will influence the premium structure. For in-
stance, agent-sold individual policies presumably can make use of
a more complex rate classification, since the agent is present to
give assistance. Any of the group approaches, or the direct-mail
individual method, would probably require easy-to-understand rate
structures. Where does state regulation come in?

State regulation will have an impact on premium structure in
the form of minimum loss ratio requirements and policy reserve re-
quirements, The renewability provision of the coverage will affect
the minimum required loss ratio. The kind of coverage and the ave-
rage premium size may also control. Since the expense factor is
effeétively limited by the minimum loss ratio, the marketing method
may be restricted in turn. These interrelationships can become
quite complex.

Probably the best place to begin is to decide on the renewabi-
lity provision. Few cancer plans are non-cancellable, most are
guaranteed renewable with the right reserved by the insurer to in-
crease premiums. A number of cancer plans use a linmited right to
non-renew provision. Very few will be strictly optionally renew-
able, that is, cancellable individually for any reason.

Assuming that the pressure of competition in the cancer insur-
ance market limits the choice here to G.R. or to non-renewable for
stated reasons only: the NAIC model guidelines will call for a
55% minimum anticipated loss ratio for either case. Furthermore,
the guidelines allow a 5-point reduction for average premiums under

$200, and another such reduction for cases where the average pre-
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mium is under $100. The basis is the average premium for a given
policy form, including any riders or endorsements.

[Note: Not all states will adopt the NAIC model, and many
that do will introduce variations. Therefore, each state's

rules must be confirmed.]

In addition, certain coverages call for special consideration,
according to the model guidelines; cancer is one of these. Com-
bining all these points, it may begin to appear that a target loss
ratio of 40% to 45% may be used for a Type A limited package of
cancer care benefits. Such a level is '‘reasonable," but only to
someone who is familiar with the nature of the risk and the prob-
lems of marketing a relatively low-premium product. A more real-
istic assumption is that most states will require an expected loss
ratio of at least 50%.

If an insurer has opted for a policy that is non-renewable for
stated reasons only, he will enjoy these advantages: this provision
allows for action on a state by state basis; additional policy re-
serves are not required in most states. Also, for the policyholder,
although the plan is not G.R., no individual cancellation can occur;
premiums will be Iower than if the plan were G.R.

Exception: Under one state's rules6 the classification of the
policy will change, for reserving purposes, to be equivalent to
guaranteed renewable, if premiums are level and a rate increase has
been effected. At that time, additional reserves must be set up,

to be funded out of future premiums, treating the date of the pre-

6Illinois, Rule 20.04.
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mium increase as the date of issue and using the attained ages of
the insureds at that time as the '"issue age." Premiums must bé
level by issue age otherwise.

With cancer plans that have a single rate base, the question
may come down to whether this ''structure" represents a "level" pre-
mium or an "average” premium. An "average" premium implies a group
or quasi-group rating approach. The closest example we encountered
of this question involved a cancer plan with two premium classes,
under 65, and age 65 and over. Premiums did not change at age 65.
Benefits were the same for all ages. Two marketing methods were
used: franchise group and individual issues. Premiums and policy
forms were virtually identical. The franchise plan required con-
tinued membership in the group, but allowed non-renewal of the whole
group. The individual plan allowed non-renewal of all policies in
one state. After due consideration, an additional reserve was re-
quired by the state in question for the individual coverage but not
for the franchise plan. This result emphasizes the need to better
define the function of additional policy reserves for plans that
are not guaranteed renewable.

Underwriting of cancer policies occurs in orly three of the
five usual ways: in the applicétion, in the contract, and at time
of claim. There is no medical examination; there is no APS. A
question in the app may ask whether any person for whom coverage
is requested has ever been diagnosed to have cancer (as defined).
Sometimes, instead of a question, the applicant must acknowledge

his understanding of this limitation, that is, that the plan will
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pay benefits only for cancer first-diagnosed at least say, 90 days
' after the effective date of the policy.

The policy repeats the provision on the 90-day wait. Also, the
policy design, in the form of a package of benefits, is a method of
underwriting, since it limits the risk on any one person. The plan
promises to pay benefits without regard to any other coverage, but
there may be a limit "in this insurer." In such case, a person
with more than one policy in the same insurer will be paid under
only one of them; any others will be void, and premiums will be re-
funded.

The key underwriting task occurs at claim time, since an exami-
nation of all applicants cannot be done at timc of issue due to the
expense. First, the presence of the malignancy must be established
by review of a qualified pathologist's diagnosis. The rest is in
the timing. Evidence must support the contention that the manifes-
tation of the disease first occurred at least 90 days after the
plan's effective date. Any other finding effectively vo?ds cover-~
age for that person; there may be a return of premium.

Regulatory requirements call for prompt and fair action by the
insurer in settling claims. Privacy must be guarded. Delays may
occur on an initial claim if information is lacking; but there is
no defense for actions which may be prejudicial to the insured's
rights. On the other hand, although the regulatory and judicial
climate may currently favor the insured, there is nothing to pre-
vent an insurer from bringing an action in response to a fraudulent

claim, except, of course, the burden of proof.
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In summary, the proposal for a cancer plan has resulted in a
policy providing a relatively broad package of scheduled benefits,
the same for all ages, designed to meet minimum benefit require-
ments and avoid the need for premium rate increases. Premiums have
been set on an average basis to achieve a 50% anticipated loss
ratio. Commissions, expense assumptions, and profit and contin-
gency margins have been established to reflect this target loss
ratio. The marketing program is expected to be mixed, in order to
minimize any need for additional policy reserves. This means that
the same package will be sold either individually or on a franchise
group basis, as the situation may require. The franchise approach
will be emphasized to realize expense savings and obtain a better

spread of risks.
II1. A MEDICARE SUPPLEMENT POLICY

Much attention has been paid by regulators to marketing practices
used in selling health insurance to persons over age 65.7 This age
group is growing steadily, both in size and in political influence
--that's part of the reason. Also, it has developed its own organi-
zations and advocates, When the Medicare law in 1965 made basic
health protection available to this segment of the population, it
became apparent that this would be a good market for health insur-
ance products that were supplemental in scope.

First of all, the Medicare program was not designed to cover

7See [25] through [35].
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the entire health care needs of those over age 65, as these are
broadly defined. Probably less than one-half of such costs were
covered initially, and currently, it is estimated that only about
38% of these costs are covered by Medicare. Medicare supplement
(M/s) policies are estimated to cover about 5% of costs; 19 million
of these policies are now in force with annual premiums of about $4
billion (fall, 1979).8

A second general reason for interest in supplementing Medicare
lies in the nature of the supplemental benefit package itself. Be-
nefits supplemental to Medicare Part A (HI) will be fairly wéll in-
sulated from inflation, since they are usually scheduled amounts.
Although the amounts change from year to year, gross premiums also
are allowed to change automatically in most jurisdictions. As to
benefits which supplement Part B (SMI), they are subject to infla-
tion, but in M/s plans their scope is much more limited than that
of a typical major medical plan sold under age 65.

A third reason many insurers find this a viable market, although
they may not recognize it as a factor, is the presence of utiliza-
tion controls in the Medicare program itself. This is especially
true for medical care benefits, where ''allowable' charge levels as
defined by Medicare tules are generally lower than ''reasonable and
customary" charge levels as recognized by most insured plans. Ob-
viously, to take advantage of this control, the M/s medical care
benefit level must be stated in terms of "Medicare allowable"

charge levels.

8see f27).
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There are some other good reasons for entering this market. If

the need is there, the sale should not be particularly difficult,
The M/s plan is therefore a good source of premium income for the
insurer and of commissions for the agent. Another good reason, from
the agent's and insurer's viewpoint, is that the contact with per-
sons over age 65 can provide referred leads not only to others in
the same age group, but also to children and other relatives with a
variety of insurance needs in all lines. The most compelling rea-
son of all, of course, is that AGH insurers may have no choice in
that statc but to offer an M/s program.9

State regulations applicable to this specific health insurance
product have grown to staggering proportions in recent years. The
statutes and regulations of the following states may serve as a
starting point in any attempt to understand what is happening:
California, Colorado, Delaware, Florida, Illinois, Iowa, Massachu-
setts, Michigan, Minnesota, New Jersey, New York, Oregon, South
Dakota, Vermont, and Wisconsin. In some of these states, rule-
making may still be in the initial stages.

The NAIC has developed model provisions as part of its Minimum
Standards Act. The Health Insurance Association of America has
formed a committee on the subject; the United States Congress has
jts own committees also.10 The Federal Trade Commission is promo-
ting legislation to require the HEW "Seal of Approval" for M/s
plans issued in states which do not have regulations of their own.

Additional Federal legislation is being proposed to allow insurance

Michigan, MCLA §500.2265. see [29].
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commissioners to take jurisdiction over direct mail sales in their
states, not now regulated by them,Il

This growth in state regulation and Federal interest can be
attributed to the following: {(a) unusual marketing abuses, espe-
cially in the area of disclosure of benefits; (b) inability of the
public to make meaningful comparisons of dissimilar products;
(c) general vulnerability of the over age 65 population, combined
with lack of information; (d) relatively high sales compensation
coupled with a low return to policyholders, when measured by "loss
ratio" results.12

Because of these conditions, Medicare supplement regulations
have emphasized these elements: mandated benefits; minimum loss
ratios; adequate disclosure. Buyers' guides are becoming more
common,13 and these must be provided to prospects at or before the
time of sale. The "ten day free look” has been enforced .and exten-
ded to a longer period in some cases. A final regulatory element
should be repeated here: mandated availability of M/s coverage. So
far, this coercive approach to handling the problem has not become
widespread.

Cancer care policies and Medicare supplement plans show many
similarities in design and marketing. For instance, high cancer

incidence rates make the over 65 age group a prime market for can-

11y r. 2602; H.R. 4000.

leee {26], pages 78-79. Also see [27].

13See {31] through [35].
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cer coverage; for both plans sales techniques have involved arousing
the fears of the prospect; both plan types are designed to provide
supplemental benefits; early loss ratios may appear to be low for
certain plans of each type (this relates to the scope of benefits,
waiting periods, etc.).

There are important differences too: more benefit variations
have been used in the design of the M/s plans; more complaints have
probably been made about benefits which were thought to be covered
under the M/s plans; active promotion of M/s plans by some regula-
tors has occurred, a far different stance from that adopted towards
cancer plans.

Perhaps the biggest problem --at least the most dramatic-- that
has been found with Medicare supplement plans is that of multiple
sales, many policies to the same insured. The solution to this
problem should be one of the basic goals of the plan design. Bene-
fit structure should be understandable; the possibility for over-
lapping coverage should be minimized. Currently-marketed M/s poli-
cies are designed in at least three fundamental ways: limited bene-

fit plans, comprehensive plans, and "building block' plans.

Limited benefit plans have scheduled benefits, but usually no out-

of-hospital coverage; maximums are low. Comprehensive plans may be
scheduled or unscheduled; they cover expenses incurred in or out

of the hospital. Plan maximums tend to be high.

"Building block" plans combine certain features of the first two

types, using a limited in-hospital benefit as the starting point.

Additional benefits are available by rider to complete the program;
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this is convenient if at first the full premium for the more compre-
hensive program is not available. Still, the final package may pro-
vide less overall coverage than a comprehensive plan,

As a practical matter, the comprehensive plan approach must be
adopted unless the insurer can avoid marketing in certain states;
the only alternative is a more complex Medicare supplement series,
where several policy forms are developed, geared to groupings of
states. In any case, the significant decisions left open narrow
down to about half a dozen features of the benefit structure, as

follows:

1. The Part A Medicare deductible and copayments are usually cov-
ered, through the 60-day lifetime reserve. Some regulations require
full coverage after this reserve has been exhausted. An alterna-
tive here would be to offer a daily benefit equal to the deductible,
or perhaps up to twice the deductible for each day of hospital con-
finement after the reserve is used. The deductible amount is nomi-
nally supposed to represent the cost of one day in the hospital,

but it 1s probably too low. Relating this extended daily benefit
maximum to the deductible simplifies pricing and keeps pace with
inflation.

2. Extended care in a skilled nursing facility is usually covered
in the amount of the copayment for days 21-100. Beyond 100 days
Medicare benefits cease, for that spell of illness. Some M/s plans
provide benefits for stays longer than 100 days, out to two or

three years. Such long stays are rare; the average stay is under

30 days. Long stays tend to involve other types of care, such as
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intermediate care or custodial care. State regulation may mandate
inclusion of intermediate care facilities as providers of skilled
nursing services if that level of care is actually provided.

3. Medicare does not cover the first three pints of blood or bloed
plasma. This benefit is becoming more common in M/s plans, revers-
ing the assumption that voluntary donors or credits are usually
available and preferable.

4. . Provision for reimbursement of the Part B $60 calendar year de-
ductible has had the most variations. First, it may be completely
excluded. Second, it may be covered in-hospital only. Third, it
may be covered a2s a disappearing deductible. Fourth, it may be
covered 100% if in hospital, and ignored for expenses incurred out
of hospital, that is, treated as part of the eligible expenses that
are reimbursed at 20% of REC. Fifth, it may be reinbursed fully.

5. The Part B 20% coinsurance (after the first $60 per year) has
several variations, too. The minimum is to pay it only if due to
hospital confinement. The maximum, one may surmise, would be to
pay the whole 20%, in or out of hospital. This is wrong. The maxi-
mum benefit here is to pay the excess of reasonable and customary
medical expense charges over 80% of what Medicare allows, since
"allowable'" charges will be less than RGC. One state may require
this maximum.14

6. Out-of-hospital prescription drugs and private duty nursing are
not covered by Medicare at all. Insurers are often criticized for

not providing benefits in these areas. They are also criticized

4
! Massachusetts.
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for not covering custodial care, or outpatient psychiatric care be-
yond what Medicare provides. To what extent can any of these bene-

fits be covered, if at all?

The plan features outlined above are relisted below with sugges-
ted coverages to be used in a comprehensive plan. This plan will
not be sold where state regulation is "coercive," because there the
choices have already been made. Note that certain alternatives fit
the concept of catastrophic coverage, if this is the marketing

image desired.

(1) Hospital deductible and copayments are always covered. Af-
ter the 60 days' lifetime reserve has been used, coverage under the
M/s plan should take over, running out to a full year of hospitali-
zation, or unlimited if catastrophe needs are stressed. A stated
maximum daily benefit should be used, relating to the Part A deduc-
tible if possible.

(2) Skilled nursing care can be handled best by paying the co-
payment for days 21-100 and stopping there. Catastrophe emphasis
calls for an extension, consistent with that for hospital,

(3) Coverage of the first 3 pints of blood involves a signifi-
cant cost. It may become necessary for competitive reasons.

(4) The Part B $60 deductible should be either completely ex-
cluded or else completely ignored. If it is covered, there will be
many small claims. For many insureds, the annual gross premium for
it will exceed $60 (in and out of hospital both).

(5) The 20% coinsurance should be paid on a reasonable and cus-

tomary basis, after the first $60 per year. If the gap between R&C
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and Medicare "allowable'" charge levels becomes too great, this per-
centage can be increased. The fixed percentage approach speeds up
claim settlement, since there is no need to hear from Medicare.
Also, it leaves a small gap in the charges so that the insured re-
mains interested in expense levels. An out-of-pocket maximum can
be used to keep this gap from becoming a hardship.

(6) Medicare did not find it feasible to cover these items; in-
surers may come to the same conclusion. Prescription drugs are
high frequency, low cost items. Special systems are required for
management control. Since this item is seldom covered in M/s plans,
its inclusion is likely to result in selection against the insurer,
at least experience shows this to happen. This is a problem that
even relatively high deductibles cannot solve. Leave it out.

Private duty nursing is a high cost, low frequency item, just the

opposite of drugs. Aged persons who need this level of care are
likely to be hospitalized. If they are ambulatory, home health
visits are available. The benefit is little used, but may be in-
cluded if the stress is on catastrophe care. Custodial care is un-

insurable. Outpatient psychiatric care can be covered 50%-50% as

done by Medicare, out to $1,000 without much problem, if this is

desired. Medicare pays half of the first $500 only.

One other benefit may be considered for the over age 65 market:
a daily hospital benefit for the first 60 days in a spell of ill-
ness. Since Medicare covers this period fully (except for the de-
ductible), this benefit should be sold as an income benefit. It

may be offered where the agent find a comprehensive M/s plan al-
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ready in place, if the agent's own M/s plan is not superior. The
use of this benefit in combination with an M/s plan may be neces-
sary to comply with minimum standards tested by equivalency rules.
This happens if the insurer prefers not to cover the Part B $60 de-
ductible. The hospital income benefit for days 1-60 will provide
the extra points.15

Specific plan design features are detailed in the regulations
of Massachusetts, Michigan, Minnesota, and Wisconsin {and others,
no doubt). Massachusetts rules mandate very comprehensive minimum
benefits, including drugs, although deductibles are allowed. Michi-
gan rules require full coverage of all gaps, no exclusions except
those for Medicare, and no limits on pre-existing conditions. Min-
nesota defines a qualified plan and applies an equivalency test to
deviations from it. The Wisconsin rule outlines four plan types;
at least one other state may follow this pattern. In other states,
the general rule for a plan to be sold as a Medicare supplement is
that it must provide the same scope of benefits as Medicare; it
need not go beyond this, it may have like exclusions.

Premium structure, renewability, and reserve requirements have
not been unusually affected by state regulation. But premium levels
have been hit by loss ratic tests. The NAIC filing guidelines call
for 60% as the target, as do a number of states. Several states
require a 65% loss ratio; Congress talks of a 70% requirement.

Premium structure may be very simple: one premium, unisex basis,
same for all ages. Or it may be complex: male and female rates in

five-year age groupings. Premiums are almost always level, based
15

Minnesota test of actuarial equivalence,
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on original issue age, but with automatic changes as Medicare pro-
visions change. Policies are usually guaranteed renewable for life
(sometimes mandatory), Level-premium, G.R. policies require addi-
tional reserves. Statutory minimum standards have not yet been
adopted, although the 1974 Medical Expense Tables have been pro-
poser.l.16 Unfortunately, these tables do not provide factors for
comprehensive Part B benefits, making their applicability limited.
Also, they appear not to have been tested against actual Medicare
experience. The most practical approach under the circumstances is
to base additional reserves on the expected morbidity assumed in
the premium calculation (ultimate basis), as would be done for a
major medical plan.

Butlbenefits change each year. One way to cope with changing
Part A amounts is to adjust reserves annually, using a dual calcu-
lation. Those benefits subject to change may be valued per $4 of
Part A deductible; all other benefits would be grouped and valued
per policy. Both valuations would use original issue ages, This
approach is convenient and not overly conservative. At least one
state applies its loss ratio test ignoring the increase in addi-
tional reserves.l7 No state has yet specified a required method of
reserve strengthening, either for M/s plans (subject to benefit

changes) or for major medical plans (subject to inflation), beyond

16Anthony J. Houghton and Ronald M. Wolf, '"Development of the 1974

Medical Expense Tables." Transactions, Society of Actuaries
30: 9-69; discussion, 71-123.

17Colorado; see 10-8-101(1).
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the general Tequirement of adequacy. In this connection, note that

although a state may require automatic benefit increases as Medicare
changes, the corresponding adjustment to premiums may require a de-

monstration that target loss ratios are being met. If they are not,
the rule may call for a rate reduction.18

Loss ratio regulation limits methods of distribution. The mas-
ter GA arrangement, with gross allowances of 80% first year and 25%
in renewals years, may be a thing of the past in most states. To
achieve a loss ratio of 65%, agent compensation must be reduced to
about 40% first year, 10% thereafter. A direct marketing insurer,
paying no commissions, may be able to operate within a 75% expec-
ted loss ratio level. However, the product may not be the answer
to everyone's needs, or it may not be obtainable.

Initial underwriting of applicants for M/s policies has taken
two common forms: (1) accept or reject, simplified app, single
rate table; {2) substandard approach, standard app, up to four ra-
ting tables. Probably about the same number of rejections occur
in both systems. It is likely that agents will not submit apps if
they anticipate a rejection; but the general idea is to avoid the
“sure claim.™ State regulations have allowed both approaches. An
exception is Michigan which allows no restrictions unless the ap-
plicant was without group or individual medical expense insurance

(reimbursement type) throughout the five-year period just prior to

18Colorado Rule 78-1 requires 60% loss ratio; 10-8-102.5(2) pro-
vides for rate reductions if this test is not met. Michigan
has required such justifications for a number of years, not
just for M/s plans, however.

- 93 -



the date of application. In such case, there may be a 6-month wait
on pre-existing conditions.

Most contracts normally include such a waiting period; commonly
it is six months. Then pre-existing conditions are defined as those
for which treatment has been received in the 6-month period just
prior to the policy's effective date. Waits of three, five, and 12
months have been used, with corresponding variations in the defini-
tion of pre-existing conditions.

In summary, the likely choice for the Medicare supplement plan
will be one which provides relatively comprehensive benefits in a
single package. The anticipated loss ratio will be 60% to 65%.
Acquisition and maintenance expenses, along with profit and contin-
gency margins will be limited by the required loss ratio. The plan
will be guaranteed renewable for life and will require additional
reserves. A hospital income policy and/or rider will be available
as a companion product for this market. Underwriting will be on an
"accept or reject" basis, the goal being to avoid the sure claim
situation. A single premium scale {one class) will be used, with
unisex rates and five-year age groups. Careful compliance with dis-

closure rules will be emphasized throughout the marketing program.

IV. THE RANGE OF REGULATORY ATTITUDES
FUTURE TRENDS

Most insurers who market individual health insurance coverages are

aware of the widely differing regulatory attitudes among the states.

In this context "attitude'” means something like what "competitive
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stance' means for an insurer. It reflects the perceived commi tment
of the regulatory agency to the carrying out of its mission. This
parallels the insurer's commitment to meet the health insurance
needs of its market. Just as holds true for the company, the com-
mitment of an insurance department to a regulatory program can be
measured by the resources allocated to the job, in terms of money,
time, and personnel. A certain priority among regulatory programs
can probably also be observed.

One actuary has divided the states into three categories, based
on policy filing results for his company (which writes in all states
but New Jersey and New York). Some are found to be 'reasonable,"
others tend always to find objections, and the rest lack a uniform
response pattern.19 This response distribution has already been
illustrated in the above discussions of two common supplemental
health insurance products.

For the cancer care policy: some states prohibit its sale en-
tirely; other states require that it be sold with all-cause basic
coverages or not at all; still others control its use through loss
ratio requirements and minimum benefit standards. Most states do
not prohibit its sale,

For the Medicare supplement policy: one state requires its
sale on a guaranteed-issue basis even if the insurer has never had
this kind of policy; another state requires that it be available in

a "qualified" plan that meets minimum requirements; still other

19See [12}, page 736.
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states require that any plan labeled ''Medicare Supplement Policy"
must provide minimum benefits and must be sold following specified
procedures, primaril; disclosure rules. Most states currently per-
mit the sale of the M/s policy with relatively few restrictions.

Insurance department prohibitions of certain products exemplify

the ultimate regulatory solution. For instance, is cancer-only
coverage undesirable per se? The need for it continues to grow.
If "only"” 1 out of 4 persons is afflicted by cancer, does that make
the plan a "bad buy"--just because the other three never collect???
Improved treatment techniques will undoubtedly lead to more survi-
vals and the need for more hospital and medical care,

The prohibition of premium refund riders involves a similar
judgment of undesirability. It has been demonstrated that profits
for this benefit flow from withdrawals without value (tontine ef-
fect). HWhy not require a cash value consistent with reserve re-
quirements? The real problem with the ROP rider is that premiums
have proven to be inadequate and reserves have been based on favor-
able expectations that have not materialized, especially as to per-
sistency and claims offsets. The regulatory alternative to prohi-
bition of the ROP rider lies in insistence on its proper pricing
and reserving. The market will do the rest.

Other examples may be found of regulations that need a "course
correction."” The diversity of regulatory response raises a number

of questions, whose answers generate still more questions.

1. 1Is uniformity of state regulation necessary or desirable? If

20See [20].
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it is, and it cannot be achieved under the status quo, what alter-
natives a}e there? Conditions vary from state to state, as do
population characteristics. Some consumer groups may want or need
greater protection than others. There have always been differences
among the states. The same kinds of variations that we see among
the states may be found among the countries who are joined in the
European Economic Community.21 Both here and there, it may be
noted, some of the matters in contention appear to represent tri-
vial differences in the way of doing things. So far, the alter-
natives to state regulation have not been considered practicable
or desirable.

2. More specifically, shall premium rates vary by state according

to differences in loss ratio requirements? Shall commissions vary?
If not, such differences may lead to subsidizations that are diffi-
cult to rationalize. Many states now require that claim experience
for their residents be reported by itself in addition to aggregate
data. How may the insurer best cope with rules that lean towards
one-way protectionism?

3. If a state fails to create a '"proper'" regulatory environment --

that is, one deemed sufficiently responsive to consumer interests--
shall its authority be pre-empted by Federal rules? Recent events
seem to point towards such a result. However, it should be kept in
mind that state regulation involves considerable extra-territorial-
ity. The marketing program of an insurer operating in many states

(rather than in just a few) will be influenced by the rules of

21See f71.
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those with the greatest reasonable commitment, with a "spillover"
effect into the less active states. Ffor instance, competition is
now tending to increase target loss ratios above the required mini-
mums in some states, due to this spillover effect. An M/s plan with
a 75% loss ratio will appear more attractive than one with a 60%
loss ratio, if both are equally accessible and provide comparable
benefits. As long as enough of the states are active, Federal in-
tervention in the regulation of insurance will be hard to justify.

4. At what point should insurers challenge state regulations? Do

we need a set of guidelines within which the regulators must confine
their activities, or is the U. S. Constitution enough? There are
signs that regulatory activity is reaching a plateau (see list be-
low). Insurers have been exhorted to '"act and not react." Where
are they to begin? Insurers and regulators cannot operate at arm's
length; both need to appreciate the goals of the other. Regulators
must be concerned about insurance company risks and profits; insur-
ers must be concerned about benefit returns and policyholder rights.

Beyond the current plateau lies a mutual educational effort.

As answers are sought for these questions, the underlying one
remains: What has happened to individual health insurance markets
as a consequence of regulatory activity? The answer here will pro-
vide the basis for insurer planning and activity.

It appears that the market for individual health insurance has

eroded over the past decade. There are at least two reasons for
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this: (1) expanded government programs of health care and income
protection in direct competition to private insurance programs;
(2) expanded regulatory activity at both state and Federal levels,
touching different aspects of the marketing process. As one Con-
gressman has concluded:

Our government has closed off opportunity, discouraged
entrepreneurs, limited productivity and stifled freedom.

Yet the government's moral attitude is that it's doing

just the opposite.22

The level of regulation and the level of insurer response to it
may have reached plateaus. Insurer responses in this recent regu-
latory growth period have included:
State strategies: This makes the marketing scene something
like entering the presidential primaries, win some, lose some,
but hope to end up with the nomination; or like playing the
23

new Monopoly game, tailor-made to each metropolitan area.

Avoidance of regulation: A different vehicle, such as a trust

or quasi-group arrangement, or self-insurance, removes the pro-
duct from control of the regulators; re-design of the benefit
structures may accomplish the same purpose.

Cessation of marketing: The insurer ceases marketing, at least

directly, opting out of the coercive environment, and contract-
ing its premium base rather than ignore insurance principles

or endure forced or inflexible marketing constraints.

22Newt Gingrich, letter to Wall Street Journal, December 10, 1979.

23ustack Block," @1978 John F. Majors (J.F.M. Games Co. Seattle WA)
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The tide may be turning. A number of events foreshadow changes

in regulatory emphasis. Here is a sample:

--An apparently successful challenge has been made to the
Minnesota Comprehensive Health Insurance Act of 1976;

--The New York Department has "exhibited concern that indivi-
dual accident and health insurance availability is greatly
diminished since the enactment of the maternity law" there;

--The Massachusetts Minimum Standards Regulation is to be
challenged, especially as to the prohibition of cancer-only
coverage; an injunction will be sought to bar enforcement;

--The trend to deregulation has taken hold in Canadaza; per-
haés the fallout will be felt in the United States;

--Mandated health insurance benefits may encounter greater re-
sistance, and require a new rationale for justificationzs;

--Congress appears more inclined to take action to reduce

FTC rule-making activity.

The trend exemplified in the development of the Wisconsin rule
(Ins. 3.39) on Medicare supplement marketing may be expected to in-
fluence regulatory activity in the 1980's. Other states are look-
ing at this approach, no doubt because so far it seems to have
successfully balanced the interests of the concerned parties.

The essence of this trend is education of the consumer and pre-

servation of the market place.z6

2

Hgee [12], page 739. Ssee [12], page 740.

25See [10].
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The vehicle of this educational thrust will be manifold, It

will involve the schools and the media. If it succeeds, we may all

begin to agree on the following:

10.

That the price for a retail product is greater than that
for a wholesale product.

That the loss ratio test is not a measure of product suit-
ability in given circumstances.

That agents deserve adequate and proper compensation for
services performed for both the insured and the insurer.
That consumers deserve an insurance product that does what
they think it will do, while giving them this protection
at a fair price.

That '"insurance" is not defined as protection provided to
"those who need it the most."

That government-sponsored or self-insured health programs
operate under the same basic principles as do private
health insurance programs.

That the appointment of experienced and knowledgeable in-
surance persons to state insurance departments will not
compromise the regulatory mission.

That tegulation should foster competition.

That product availability is inversely proportional to the
coercion index of the regulation that governs it.

That insurance companies are private business enterprises
serving public needs, but are not public utilities and are

not consumer co-ops.
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Other learnings may result, but general acceptance of these
serve to better balance the critical interests of all parties.
acceptance will also allow market forces to resume their proper

in benefit design and pricing of health insurance products

V. LIST OF READINGS

A. General

will

Such

role

[1] Anderson, William R., "Is the Supreme Court Narrowing the Scope

of State Regulation?" Life Association News 74 (September,
1979): 151-154.

Discusses case of medical malpractice insurance in Rhode Is-
land; 3 of 4 insurers dropped it, the fourth shifted to claims

made basis. Result: complaint of conspiracy, boycott, etc.

[2] Doherty, Neville, and Crakes, Gary, "The Impact of a Change in

Regulations on Costs in an Experimental Program." Inquiry 16
(Summer, 1979): 154-157.
Discusses "nominal' and “opportunity" cost aspects of re-

quirement of informed consent, on a program in progress. In-

teresting study, although limited.

[3] Gold, Melvin, "Improving State Insurance Supervision." Best's
Review (L/H) 80 (July, 1979):24-25.
Author appears to support radical changes in procedures.
[4] Habeck, Charles, "Coping with Minimm Loss Ratio Regulation."

Best's Review (L/H) 79 (May, 1978): 19+.
Discusses varying state requirements and definitions of
"loss ratio," including marketing § actuarial implications.

[S] Kafka, Franz, The Castle. Modern Library, New York, 1969.
Also available in Schocken Books series.
Allegorical treatment of problems encountered in dealing
with a bureaucracy.

(6

Kristol, Irving, "The 'New Class' Revisited." Wall Street
Journal, May 31, 1979 (editorial page).

New Class has "little use for our commercial civilization
or its market economy,”" seeks power through public and non-

profit sectors, including media. Creates a convenient stereo-
type, but more applicable to & few consumer advocates than to

most regulators.

[7] Kronholz, June, "Consumerism European-Style." Wall Street
Journal, November 20, 1979 (editorial page).
"Competition" in consumer programs results in uneven
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[8

[o

—

(10]

(1)

12}

[13]

[14]

(15]

effects on members of European Economic Community.

Pharr, Joe B., "The Individual Accident and Health Loss-Ratio
Dilemma." Transactions, Society of Actuaries 31 (1979).

Discusses problems related to loss ratios for individual
health insurance. Suggests adjustments to allow more mean-
ingful analysis of results.

Warsh, David, "The Great Hamburger Paradox.” Forbes 120 (Sep-
tember 15, 1977): 166+.

Investigates cost elements of a finished product, including
requirements of public sector and other institutions.

""Mandated Extra Coverage May Violate Constitution.'" Article
in The National Underwriter, December 9, 1978.

Reports on speech of ACLI counsel; Preston says retroactive
changes in existing contracts violate 14th Amendment.

"The Evolving Regulatory Eavironment for Health Care." Record,
Society of Actuaries 3 (October, 1977, Boston): 835-854.

"Effects of Consumerism & Regulation on the Health Insurance
Industry in Canada and the United States.' Record, Society
of Actuaries 5 (June, 1979, Banff): 725-747.

Various aspects of regulation, including Federal v. state,
Mr. Wood's remarks on deregulation and breadth of responsi-
bility are pertinent.

"The Extent of Federal Insurance Activities.' Best's Review
(P/C) 80 (August, 1979): 18+.
Some items under FTC duplicate areas of state concern.

"'"'Competition in Health Planning Enacted in Amendments to Law."
Health Services Information 6 (October 9, 1979).

Sees health planning amendments as shift to planning through
competition, moving away from planning by regulation.

"Michigan Revamping Plans." Health Lawyers News Report 7
(November, 1979): 7+,

To slow costs, legislature will revamp Blues (they 'cover
58% of people); may limit plans reserves. Goal is to change
Blues to consumer organization or co-op.

B. Cancer

[16]

Benson, E. F., "Caterpillars," in Great Tales of Terror and
the Supernatural, ed. by Herbert A. Wise and Phyllis Fraser.
Modern Library, New York, 1972, 760-768.

Illustrates element of fear connected with cancer.
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{17]

(18]

(19]

{20]

[21]

{22]

[23]

[24]

Epstein, Samuel S., The Politics of Cancer. Sierra Club Books,
San Francisco, 1978.
Reviews chemical industry resistance to regulation.

McMennamin, Breeze, '"A Heck of a Sales Force.'" Forbes 119
(March 1, 1977} : 53+,

Traces progress of American Family Life Assurance under
John B. Amos; marketing techniques; foreign markets.

Schwartz, Harry, "A Look at the Cancer Figures." Wall Street
Journal, November 15, 1979.

Rational discussion of cancer statistics, with age adjust-
ments. No cause for alarm, unless you smoke. Dr. Epstein re-
sponds in letter to WSJ of December 10, 1979, page 23. Says
"burgeoning cancer toll' now affects one out of four.

"Why Cancer Insurance Is a Bad Buy." Changing Times 33 (De-
cember, 1979): 15-17.

Details good; conclusions doubtful. For instance: since only
1 in 4 Americans gets cancer, other 75% do not and won't get
any benefits, making insurance a ''bad buy." Compares loss
ratios for dissimilar marketing situations.

"NALC Urges Ingram Not to Ban Cancer Insurance.” The National
Underwriter, June 16, 1979, page 21.
NALC says fear of cancer exists apart from insurer activity.

Three articles from Scientific American:

0ld, Lloyd J., “Cancer lmmunology." Scientific American 236
(May, 1977): 62-79.

How do cancer cells evade the immune systems of the body?
Croce, Carlo M. and Koprowski, Hilary, “The Genetics of Human
Cancer." Scientific American 238 (February, 1978): 117-125.

Shows how to identify chromosome involved in transformation
of a normal cell into a tumor cell.

Nicolson, Garth L., "Cancer Metastasis.' Scientific American
240 (March, 1979): 66-76.

Investigates types of tumor cells that can travel through
the body and what they have in common.

[Cancer research goes on and on and on.]
California regulation: CAC 10 Chapter 5 Subchapter 2 Arti-

cle 1.5 Section 2220.24.
Outlines minimum benefits of Type A plan.

New York: Regulation 52.16

Bans sale of cancer-only coverage without all-cause basic
coverage. Allows 6-month waiting period.
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C. Medicare Supplement

[25] Gornick, Marian, "Medicare Patients: Geographic Differences in
Hospital Discharge Rates and Multiple Stays." Social Security
Bulletin 40 (June, 1977): 22-41.

The data on re-entries are valuable; these, together with re-
sults by region, affect cost of Part A deductible.

[26] Hoecker, James J., "Section Ins. 3.39, Wisconsin Administrative
Code: The Origins and Development of a Medicare Supplement In-
surance Regulation." The Insurance Law Journal 673 (February,
1979} : 73-101.

Valuable account of rule-making procedures, including indus-
try participation. Thorough documentation.

[27] Montgomery, Jim, '"Predators Find Elderly Are Often Easy Prey
for Array of Rip-Offs.' Kall Street Journal, November 9, 1979,
front page.

Lists scams perpetrated on elderly. Notes that Medicare pays
38% of total health costs, supplementary plans pay 5%. Mul-
tiple sales cited.

(28] "What Medicare Will (and Won't) Do For You." Changing Times 33
(January, 1979): 39-42.
Concentrates on explaining how Medicare works, with stress
on its complexities and limitations.

[29] "Medicare Supplement Probe Hears Regulators.'" The National Un-
derwriter, December 9, 1978.
House Select Committee on Aging hears views of commissioners
from four states; views differ on need for Federal activity
and its degree.

[30] "Pledges Solution to Medigap Abuses.' The National Underwriter,
March 31, 1979.

HIAA President Robert Froehlke pledges effort at state and
company levels to solve problems of abuse. Cites multiple
sales, undesirable sales methods, inadequate coverage, and
high rates.

The following items are available to the public on request:

[31] "What You Should Know About Health Insurance When You Retire,™
Health Insurance Institute, 1850 K Street, N.W., Washington,
D.C. 20006. 18 pages.
Describes Medicare program, ways of closing 'gaps." Suggests
health emergency fund for anticipated out of pocket expenses.

[32] "Advice on Health Insurance for Senior Citizens in [llinois."

Illinois Department of Insurance, Springfield, Illinois,
62767. Free; send self-addressed mailing label.
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[33)

{34}

(35}

"When Medicare Is Not Enough.'' Albany, New York, 1979. Send
67¢ in stamps to Medigap, New York State Consumer Protection
Board, 99 Washington Avenue, Albany, N.Y. 12210.

This source describes Medicare program, ranks supplementary
programs. A discussion of this guide, including industry re-
sponses, appears in the following article:

Herman, Tom, "More on Medicare Supplementary Insurance." Wall
Street Journal, August 20, 1979, page 28.

Four other reports on the subject are listed at the end of
this article.

"Health Insurance Advice for Senior Citizens.'" Prepared by
State of Wisconsin, Office of the Commissioner of Insurance,
123 West Washington Avenue, Madison, WI, 53702. Revised each
year.

Outlines benefits in Wisconsin-approved plan types. Dis-
cusses "limited" policies; warns about nursing home plans.

“Approved Medicare Supplement Policies.'" Available from same
address as for Item [34].

This chart, updated often, shows all approved Medicare Sup-
plement plans in Wisconsin. Company, policy form, plan type,
age 65 premium rate, underwriting, pre-existing condition 1i-
mitations, commission scale, and expected loss ratios are all
shown. Available on request.

Two problems: a single plan type can encompass range of
benefits; marketing methods are not distinguished.
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IMPACTS OF STATE REGULATION ON THE MARKETING AND
PRICING OF INDIVIDUAL HEALTH INSURANCE

by CHARLES HABECK

reviewed by ROBERT SCHULER

Mr. Habeck's timely article presents a clear view of the
impact of regulation on individual health insurance practices and
policies which has heightened in recent years as a result of
perceived and/or imagined shortcomings in the industry by consumer
groups, legislators and regulators. The author's discussion of
the fnstruments -- mandated benefits, minimum loss ratios, policy
readability, reserve requirements and risk classification -~ used
by government regulators provides the reader, if he or she has not
already experienced it, a sense of the pervasiveness of government
rules and regulations, 1In fact, in a recent book by Murray L.

Weidenbaum, The Future of Business Regulation, Mr. Weidenbaunm

notes "At times it seems that each and every move that business
makes is studied with almost obsessive attention by one or more
regulatory agencies, far out of proportion to the inherent need
for government attention.”(l) Yet, in spite of the regulator's
growing omnipresence there is still considerable room for private

initiative and action.

(1) Weidenbaum, Murray L. The Future of Business Regulation.
Amacom, New York, 1979,

- 107 -



In the opening paragraph of the paper, Mr., Habeck raises the
issue of relative effect or importance of "market forces" versus
“"regulation"” in benefit design and pricing of individual health
contracts, It 1is doubtful as contended by the author that reg-
ulation has become the '"dominant objective' in benefit design and
pricing of individual health contracts. Rather, the rules for
playing real life monopoly -- old and new -- have become more
cumbersome and pervasive thus requiring the players to spend more
time studying the rules before playing the game. The '"market
forces' or the "game' remains -- to provide the challenge of
obtaining a fair market share while meeting the company's objective
in underwriting results, Certainly, at one time or another, we
all have probably agreed with the author on the "regulation
dominance.' However, in our more rational moments we usually
accept some govermment regulation as necessary and work to limit
its scope and influence to only those activities that provide
goverument ''oversight" or "review'" and restrict or eliminate
government design or structure of policy benefits., For example,
minimum loss ratlio requirements appear to speak to the results
of marketing products and hence provide govermment oversight or
review opportunities, In contrast, minimum standard legislation
encroaches on an insurer's benefit design practices, 1In this

respect, Timothy B. Clark writing in a recent article in the
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National Journal(z), notes that new approaches to regulation are
needed. Certainly the insurance industry would welcome some
innovation in this area.
Following are some observations on the various causes of the
increases in regulations and wechanisms used by regulators,
Mandated Benefits
Much of the mandated benefit pressure comes, indirectly,
from special interest groups which in some cases are
sponsored by providers of care. EEOC and women's rights
groups have also been influential. It seems that the
concept of "insurable hazard'" is gradually being replaced
by "planned, budgetable expense' concept. This phenomens
seems to be spreading from the group insurance market to
the individual health insurance market.

Statement of Contract Terms

The intent of the regulators on this aspect is laud-
able. However, the "Fleach Test" criterion used in some
states is not the answer. The October, 1979 issue of the
Actuary, the monthly newsletter of the Society of Actuaries,
glives a superb example which would pass though few readers
would understand the mathematical proof, and a rather

prurient passage which is readily comprehensive, but

(2) Clark, Timothy B., "New Approaches to Regulatory Reform --
Letting the Market Do The Job". National Journal, August 11,
1979,
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would not pass, Expanded use by the Industry of com-
munication and legal experts in the drafting of policies
would seem to offer a more desirable route.
Minimum Loss Ratio

While regulators have found these useful compar-
ative tools, the author's point that more thought should
go into the drafting of the regulations is well taken,
especially in such matters as statutory reserve, agency
compensation, aad retura on stockholder equity.

Classification of Risks

Even though some classifications of risk have been
under attack by regulators, insurers have been generally
successful in wmaintaining proper classification systems.
A real danger exists that regulatory actions could result
in serious antiselection and could result in citizens of
some states being denfed access to needed insurance
protection,

Sales Materials, Product Names, etc.

In many instances, the restrictions here are generally
desirable and for the public good, Too often sales mate-
rial - by the were policy name - implies broader coverage
than the policy actually provides.

In the author's concluding comment on these regulatory forces,

he sums up one of the most serious impacts of state regulation when
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he notes, '"The consumer will be paying for the enlarged regulatory
staff as well as for the enlarged compliance staffs needed by

insurers," Certainly, with these costs increasing daily, it is in
the public interest for regulators to look for 'new approaches"
and "innovation" in their actjions as called for by Timothy B, Clark,

Mr. Habeck's discussion of the market, underwriting, and reg-
ulatory considerations needed in designing and underwriting a cancer
care policy and a2 Medicare supplement policy clearly ifllustrates
the importance that regulatory tequirement's now play in benefit
design. However, it should again be pointed out that regulatory
requirements remain secondary to the carrier's dual requirements
of meeting the market demands of policyholders and its underwriting
practices and objectives,

¥hile 1 have had limited experience in the cancer care policy,
1 can understand its popularity and equally the controversy about
such policies. Cancer spells fear and emotional reaction. Con-
sequently, there is no doubt a certain segment of the industry is
using this to their financial benefit. Unfortunately, they have
given the more responsible insurers in this market a bad image and
hurt the marketing of this useful product. I personally believe
that responsibly set minimm loss ratio will bring a respectability
to this type coverage and help its future availability.

The author provides a good overview of the Medicare program
and the reasons for insurers becoming interested in the Medicare

supplement, However, the author seems to imply that rate adjustments
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for the supplemental policies are somewhat automatic, It should
be noted that several company's success in obtaining necessary
rate relief has been relatively poor, even when the Insurance
Department actuaries stipulated the actuarial soundness of such
requests, While these companies are still in the market, they
have chosen to limit efforts for market expansfon until a reso-
lution of philosophical and political issues is reached - social
goals versus sound underwriting practices. .

The author's observation that Medical supplement plans
supplementing Part B (SMI) are not impacted by inflation to the
extent "of a typical Major Medical plan sold under age 65" does
not coincide with this writer's experience., We have found the
claim trend factors for Medical supplement plans and the typical
Major Medical plans to be comparable,

Despite the difficulties experienced by some insurers in
obtaining rate approvals, Medicare supplement is a viable market
for an insurer to pursue, Level premiums for elther Medicare
Part A or Part B supplemental policies have built-in pricing
difficulties and marketing advantages of implied - but not
guaranteed ~ future premium outlay, An alternative utilized ex-
tensively by A & H insurers, including Blue Cross and Blue Shield
Plans and the govermment for Medicare Part B, is one-year term
pricing. This pricing strategy can be coupled with age and/or

sex differentials, or a single 'average rate'" may be employed.
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The advantages include not having to establish statutory reserves
and the ability to react quickly to changes in the pattern of
utilization and to cost trends, The major disadvantage - frequent
rate increases - is shared by the so-called level premium plans

as they respond to the constantly changing benefits supplementing
Medicare.

The author's suggested design of a Medicare supplement bene-
fit package 1s generally good. One conclusion I do not share,
though. With proper administrative controls, prescription drugs
can be a worthwhile inclusion in a Medicare supplement policy.

My company's most widely held Medicare supplement offering inciudes
a post-discharge drug benefit which pays 80 per cent of a pharmacy's
usual charge after the insured has met a $20 deductible. Three
factors are at play here to keep the cost of claims and -adminis-
tration reasonable, First, the benefit is available only for six
months following a covered inpatient stay. Secondly, the deductible
eliminates the '"nickel and dime" claims for patients who require
short-term medication iumediately following discharge. Finally,
since record keeping and claim submission is the insured's
responsibility, substantial underreporting can be expected, With
these three factors in place, preseription drugs account for less
than ten per cent of total claims cost for this Medicare supplement

policy,
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The author concludes the paper with a discussion of the range
of regulatory attitudes and future trends which sets forth a per-
ceptive analysis of the various regulatory viewpoints and the
crucial interdependency of the insurer and the regulator objectives.
He also raises the question of the appropriate amount of govermment
regulation,

It is doubtful that very few individual health insurance
practitioners would quarrel with the author's observation that the
individual health insurance market has eroded over the past decade
due to expansion of govermment health care and income protection
programs and expanded regulatory activity, Perhaps of equal
importance if not more significant is the ever expanding role of
group health insurance. 1In addition to increase in the number of
people covered by group policies, the scope and level of benefits
have exploded over the past decade, The following table summarizes

recent experience for insurance companies.
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Insurance Company Statistics
Group and Individual Health Insurance
Number of Persons Covered (000)

Type of Individual and
Coverage Group Family Policies
% %
1977 1967 Inc. 1977 1967 Inc.

Hospital 89,219 71,454 25 28,687 24,619 17
Surgical 91,904 72,038 28 14,409 17,603 (18)
Physician 88,818 61,028 46 10,964 8,541 28
Major

Medical 101,925 67,394 5t 6,101 4,552 34
Disabilicy .

Short Term 28,176 24,805 14 14,302 13,188 8

Long Term 12,481 3,722 235 6,883 3,056 125
Dental 32,216 2,330 1383 ——— ———- -

Source: Source Book of Health Insurance Data 1978-79
Health Insurance Institute

In conclusion, Mr. Habeck's exceilent paper with a well docu-
mented List of Readings brings in focus the expanding influence of
governmental regulation on designing, underwriting, and marketing
individual health insurance. His concluding observation of the
importance of greater policyholder awareness and education is perhaps
one of the best weapons against further govermnment encroachment into

the individual health insurance market,
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I. Introduction

An important fact brought inco sharp focus by the papers submitted
to last year's program is that a healthy insurance enterprise not
only must produce adequate earnings but must do so steadily and
predictably. That is to say: che risks that confront the enter-
prise must be tightly controlled. Management must Steer a course
nindful not only of reasonable expectacions but also of unforeseen
deviations therefrom. This is true of the insurance encerprise

in particular because of the urgent character of its obligations

to policyholders who have suffered insured losses.

Last year's contributors also made clear that the risks inhereat
in the operation of the insurance enterprise cannot be isolated
or sequestered: every source of financial uncertainty either in the
environment or internal to the enterprise inevicably impinges on
1ts abilicy to make that essential transaction - the loss payment.
One of the most consplcuous areas where control of financial risk
is essenctial is in che pricing of che business. It is misleading
to think - let alone say - thar the actuary can exert detailed
control of the pricing process by prescribing and enforcing a
static, cost-plus formula. The keyword here is "process'.
Pricing is a dialectical process engaging the potential insurer
and insured within cthe market environment. Neither participant
in the process can count on having complete control. Much that

passes under the name of "pricing" is what engineers call "costing”
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and provides the insurer with the indispensable knowledge of the
region in which to break off negotiacion: between the economist's

"break-even'" and "shutdown" points. Successful pricing involves
using the results of the costing formulas with art and judgment
to anticipate the condition of the marker. This is the first
source of risk which the enterprise must face: that of misjudging

the market and rushing in at a price at which too litrle (or too

much) can be sold.

A second source of risk is that involved {n estimating the aggre-
gate cost of benefits which have been purchased in the market.
Minimizing this risk is the chief endeavor of the pricing accuary.
His chief ally is the law of large numbers; his chief foe is the
pagssage of time: the time it takes for data to reach him and the
time that elapses between his calculation and the losses it

purports to forecast.

A third source of risk arises from a unique characteristic of

insurance: the true ultimate meaning of the insurer's contractual
obligation is as varied as the insureds themselves: no two alike.
This is the joint domain of actuary and underwriter and this risk
of inhomogeneiry within the aggregate is artacked by such devices
as classification ratemaking and experience rating, and, after all

other bolts are shot, underwriting Judgment. Since the underwricing
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decision is essentially yes/mo, it is less risky to the extent

that the actuary can propose a price that is graduated to be
appropriate to the individual applicant. That is to say, as we

all know, the underwriter is on the razor's edge and needs all

the help he can get in deciding whether or not to expose the
insurer's assets to risk. It is on this problem of resolving the
inhomogeneity of the actuarial aggregare, in a way that minimizes
the insurer's financial risk, that we shall concentrate in this
paper: the problem of credibility. We have been careful in setting
the stage because we shall follow che same course mathematically

as we have conceptually: we shall define the problem in a way that
leaves it distincr, as much as possible, from the other grear
problems of market strategy and aggregate valuation and forecasting.
On the other hand we shall argue strenuously that credibiliry in
classificarion ratemaking and credibility in individual risk racing
are essentially the same problem on different scales, differing
only in the relative importance of small sample corrections, and
are not discinct fields of sctudy as tradirional actuarial practice

would lead us to suppose.

This program will not lead us to present new work oa credibilicy
or even the most advanced. Our emphasis will be on simplicities
rather than complexities, on the robust rather than the ethereal.

For example it will be emphasized chat it is more important for a
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credibilicy scheme to be well tuned -~ adjusted to minimize
practical risk - than that it should embody a sophiscticated
model with the most general assumptrions. And we shall spend
significant space discussing the estimation problem for the
parameters of the credibility model. Further we shall restrict
ourselves to quadratic risk: that is, we shall consistently
characterize risk in terms of the second moments of the
financial variables. This is time-honored practice in risk
theory, and we adopt it here on the premise that it is better to
have a primitive definition that one can work with than to waste

time and effort refining it to something unworkable.

We shall attempt to focus attention on the conceptual streams
which feed into current practical work on credibility, particularly
that going forward at I.S.0. These two converging streams are

that iniriaced by Biilhmann and Straub in their landmark 1972

paper (1), which established the requirements for practical appli-
cation of Bayesian Credibility, and that began by Charles Stein

in his work on estimates with minimal quadracic loss (2).

In a concluding section we shall examine the benefits which flow
from a credibility program tuned and managed for optimal risk
control. In particular we shall see the Llmplications for markert

strategy, soclal responsibility, and financial management.
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Finally, in a series of technical appendices, we review a number
of simple stochastic models for the loss ratios of a class of
individual risks (or a group of classes). We show how these
models all lead to a simple model for the covariance structure
of the loss ratios over time and how this covariance model leads
naturally to the familiar credibility formula as a predictor of
future loss ratios. A final appendix shows an applicacion of a

simplified model to numerical data.
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I1I. Decomposing che Chain of Risks
In che introduction we identified the scurces of risk in the
pricing process and declared that these can be dealt with
geparately. This is a declaration of hope because these risks
are dealt with separately in practice. Indeed, the structure
of the pricing process makes such separate treatment almost a
practical necessity. Market risk is dealt with at the executive
levels of underwriting, marketing, and financlal management using
as input knowledge of market conditions, aggregate loss costs,
and administrative expenses. These deliberations can be knocked

badly askew if aggregate loss cost projections are inaccurate.

These projections, in turn, are of diminished utility {f the means
of dealing with inhomogeneity in the aggregates are inadequate.
This is particularly true in a competitive environment where :he.
insurer's competitors are using accurate class rates and experience
rating plans to reach pricing and underwriting decisions. 1In such
a situation a company with a crude pricing apparatus will find

that its aggregates are in fact unstable, with better business

leaving and worse business coming in.

Thus we sea that each level of the pricing process depends on the
adequacy of risk control at the next, more detailed level. The
question confronting us on the technical plane is whether or not

these levels can be modeled independently:
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Can the computation and trending of the aggregate be carried
out without regard to its composition in terms of clagsses and
in such a way that classification relativities can be defined

free of secular trend?

Can the rate for a particular classification be further split
by an individual experience model utilizing only information

pertaining to that classificarion?

The first question can be answered in the affirmacive if we give
due consideration to two issues: firsc, the obvious problem
encountered in tracking any aggregate chrough time, that of shifrs
in the makeup of the insured population by class; second, the
rather more arcane problem that arises because the aggregate from
which we split the classification relarivities is not exactly

known but is subject to sampling uncertainties.

The problem of shifting risk populations can be dealt with by a
method familiar to demographics: define or project a standard

risk population and restate historical aggregates in terms of irt.
Once this is done, there is an extensive repertoire of trending
models that can be applied to the adjusted numbers - pure premiums
are the most likely candidates for such treatment. Not to get too
far from our main thrust, we should remark that the ubiquitous
least squares trend line 1s neither the simplest nor - it is likely

- the most robust of these models. The process has twin but
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complemenctary goals: to achieve an accurate projection of aggregate
rate level and to allow classification relativities to be treated
as a bundle of stationary time series, that is, to allow the
problem of assigning relativities to be detached from that of

projecring secular movements.

The more arcane problem; that the relativities will be based on
aggregate numbers which are themselves uncertain, will be addressed

in succeeding seccions.

The second question, whether individual risk relativities can be
split reasonably from the classification relativities, is somewhat
more subtle and elusive. Classification rates are dependent on
objective characteristics of the individual risks. The information
used is limited to what can be recorded economicaliy and more or
less reliably. The most efficient use of this information is a
matter beyond the scope of this paper. But there can be no dispute
that, no macter how efficiently classification variables are
utilized, a residuum of useful information will remain in the form
of individual risk experience records. It has long been

recognized that this information can be ucilized to refine the
pricing of individual contracts. How to do thig most efficiently
and, indeed, how to define efficiency in this situation is one of
our principal topics. Some difficult problems make this task less
than straighrforward. One of the hardest is how to define and
establish the identity of an individual risk whose characteristics

- 124 -



may be changing over time. We shall have more to say about this

later.

We have advanced about as far as we can using words only. In the

next section we shall invoke a particular stochastic model to

illustrate our previous remarks.
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III. A Stochastic Model for Credibility

Without attempting to sertle all the quescions raised in the last
section, we shall propose here a simple and plausible covariance
model for the behavior of individual risk relativities within a
given class. Assuming stationaricy and a stable covariance struc-
ture, we shall arrive at a best linear unbiased estimator for the
individual relativity, in terms of past experience, presuming a
known aggregate value. The model has a classification structure
also. and the best method for computing class rates and assigning

credibility emerge from the model as well.

A. Variables and Notations

For the sake of concreteness we shall couch the model in terms
of loss ratios. This allows closer comparison with the
pioneering work of Buhlmann and Straub. The loss ratio is
also a recognized index of equity, and the goal of most
experience rating plans is to equalize loss ratios - properly

defined - across all insureds, insofar as possible.

The variable of interest, thenm, we shall denote as
-~
PRI

the loss ratio for the a-th risk in class, A, during period,

t. The superposed tilde denotes treatment as a random
variable. For convenience, the time label, t, will be

reckoned backwards, and we shall atrempt to forecast experience

in period, O.
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The only assumptions we shall need to chqracterize the variable
for our purposes apply to the first two moments:
E[ Zpte)] = £, w

E[ (Ent-E) Fu0 )] S [+ 2] )
The first condition is the global expectation, without reference
to class membership or individual experience records. The
notation, é&i , 13 the Kronecker delta which is unity if the
indices mactch, zero otherwise. The parameter, K, measures the
homogeneity of the entire aggregate; f(g measures the homo-
geneity of the particular class, A. The quancity, UVQ‘(f) ’
measures the relative statistical weight of individual risk
experience, thus characterizing the size of the risk. For
practical purposes, we may take it to be the individual risk
premium computed at the aggregate rare before classificacion
and experience rating. Statistical research with coplous and
accurate data might yield a better choice, but experience
teaches not to hold one's breath but to proceed as best one

can.

Credibility Estimator

The next step in our conceptual process is to propose an Ansatz
for the form of the best estimator for predicting individual
risk experience in time period, zero. This estimator should
be:

1) 1linear in the aggregate and experience variables,

2) confined to experience within the class (since we

have assumed a fixed, known aggregate),
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3) unbiased, as our method of comstruction will ensure.

These requirements lead to the Ansatz,

R l0-F = ZA:'(»&)(&M(U—'E) + El0), &
»

where é;.(b) is a random variable expressing the residual
variation after our attempt ac predicrion. It is this
variation that we wish to minimize in some sense by seeking
an optimal form of the coefficients, A.
How best to go about this requires some thought. We might
follow Mayerson's approach in his famous paper on B;yesian
credibility (3) and minimize E[ gﬂn(o)’ﬂ . This
optimizes individual equity. More imporctant than individual
equity, however, 1s the insurer's aggregate risk in this
class of business since the security of all policyholders
depends in part on the control of this risk. This would lead
us to seek a solution minimizing E[@ W4£°)E,£°))7. If there
were indeed a conflict,we should have to choose the lacter.
The marvelous fact is that no conflict exlsts: the individual
equity solution also minimizes the aggregate risk, as we shall

demonstrate in Appendix B.

Let us now compute the expectation of the squared individual

risk residual. In our abbreviated notation am asterisk denotes
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summation on the indicated index.

SN 4)
Rae HEL G ] = & 4L 45 (

- 2 ~ 2 Al L ()« )
+ G v A 22 (4l Z""?‘)) #2214, (Alter-ZA0)

The extra terms with Lagrangian coefficients, ﬂ and My
are added to enforce the sum constraints while treating che
starred objects as independent variables. This model is

solved in Appendix B. Here we merely gtate the solution:

. ) _kndult)
A = 8 Zu9 + (-20) 5,

where Z (’é) = ——Pl‘:—(—é)— . (g-)
As K + W 8
This leads to the prediction,

D o) =(/—ZM(-)){ (1- —=22— Ko La®) Z+ M

K +Ka Zgu™) Ktkn Z, .(J)

+ T 20T + Enle) (¢)

The above is a beautiful result whkich should gladden the hearts
of a1l actuaries. What it tells us is chat, in the contexc
of our covariance model, credibilities can be nested at
different levels of aggregation, providing only that the

aggregation is carried out properly.
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Within this bristling expression, ve may identify:

the parcial credibili:ies.z:‘@j)applying to the

experience of risk, Aa, in period, t,

their complement, {/~ Zp.(0 )’ applying to the

class aggregate,

the experience estimate of the class aggregate,

Aa ”~
AR

Za?') &,z
Ka Ly, (%)
and {ts credibilivy, _—ﬁ_ﬁ'_.—) relative to the
K41y 2, (%)

global aggregate,

All this falls out of the model and a simple Ansatz with

no need for approximation.

This nested structure, with its easy identificacion and
separation of individual and aggregate elements, is the
structure that has always been assumed in actuarial practice.
It is gratifying to know that it also has an appealing
axiomatic justificacion in the context of risk and estimation
theory. One loose end remains, however: the parameters K

and Kp, one for che aggregate, one for each classificacion

in the scheme. These must be estimated from the data available
and this considerable problem will occupy us in the next
section. Before embarking on this project, however, let us

consider some stralghtforward extensions of our model.
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Extensions of the basic Model
It is fairly easy to compute the consequences of relaxing the
assumption that the aggregate loss ratio, E , 1s known and

fixed. Doing so, we are led to the predictive relationship,
Aa ~ -4
Haulo) = Z Ry () 2, () + Zn.(”)/
et
with the bias constraint,
Aa
C4 _
A =1
Note that rhe sum now extends outside the class, A, Also,
the global mean, F/ does not appear: the model tells us how
to compute it from the experience data. The resulc is iden-
tical to equation (6), except that where Z appears in (6)

we have now

T )

T 5%
L e ke T
S ik Zon®

Another natural extension of che model is to take into account
the problem raised in the last section: that cthe identiey of
an individual risk changes as time elapses and that the rele-
vance of experience decays with age. Let us suppose that
this decay is exponential in time. The indicated covariance

model becomes

See “Alt-+]
E[R -2 -] - Sl £ +5.05 * i)}

a>o0.
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This model is much more difficult to solve (and to apply iIn
practice) than the model of equacion (l). At this wricing,
the general solution 1s not available. We can, however,
exhibit the partial credibilities in a simple, one-class model

using two periods of data:

oy - WO 520-8)]
A+WO[1+ %2045 + W)

L{)= 6*W(2)
A W(/)f/ + %’(/—y)} +Weay

where

L-e".

This form is less than appealing, but not out of the question
in a computerized experience rating system. The form becomes
progressively more complex as more periods of data are intro-
duced. It is seen rthat, as L-’]_ these expressions approach

the more familiar partial credibilities defined with equation

().
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IV. Estimation
As we have remarked, our basic model, with the linear Ansarz,
prescribes the form of the credibilities at all levels of
aggregation and even tells us how to compute the most efficient
linear estimaces of the aggregates at each level. (Our results
apply to a simple, cellular scheme of classificarion. More
complex schemes, involving several class differentials, require
separate study.) We have, however, to estimate the homogeneity
paramecters, and our preferred forms make thar task singularly
awkward. Regardless of difficulries, this task of estimation
cannot be bypassed. Reliance on judgment produces an untuned
credibility scheme that can do more harm than good. The admin-
istration of an experience rating plan is two expensive and time
consuming to leave its risk-control aspect out of reckoning since

it is just chis chat justifies the trouble and expense.

In this section we shall discuss several aspects of the estimation
problem, starting with the algebraic estimation scheme of

Bihlmann and Straub. We shall then discuss a more elementary
approach: that of non-linear estimation by searching on the param
eter space. We shall then conclude with some brief remarks on
alternative estimation schemes associated with che name of the

statistician, Charles Stein.

A. Algebraic Estimation

We use the term algebraic estimation to denote the use of

statistics which can be computed directly and combined te
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vield a solurion for the parameter in question. Following
the mecthod of Buhlmann and Straub in their 1972 paper (1),
we may define the statistiecs, for our model defined in equa-

tion (1) of Seccrion II,

S0 = Z W) Faet) - X1

and . _ N
Z Wauld) [ Zaelt) = ¥ ]
with
X, = W, )%, &)
/KM(’) = [/V‘“(J) ez Az Aa )
d ~
- gl = Z 0a [6) Zaa(4),

(-')
for each class, A, and the global statistics,

-T‘“) = Z gf) ’
T S W@ Taut) -Tu)]
Aat
Using the defining equacion of the model, we find,
EISP) = o M -2 + 2 (W) 3
E [ S;l? J & Jr Was =) ZT/ :EE ( “Ja-?;L> ;]

Wae () \2
+UA1(’) -2 4 2( w:.(r))

E[T"] - S e[,
E[T] - {22 - 36GER)
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The important thing to noctice about this system of expressions
is that ic can be solved for the K4'S and K in terms of che
expectations and the exposures and risk counts (the N's).
Replacing the expectations by the actual sums of squares then
gives asymptotically unbiased estimators for che parameters,

K and K g , (all A).

For ease of computation, these estimators are unmarched.

Thev do, however, possess some drawbacks. First, estimarion

of the K's involves taking ratios of sums of squares, and
small sample bias may be substantial. This problem can be
circumvented only by introducing a hypochesis for the detailed
form of cthe distributions - something we would rather avoid.
Second, the estimation scheme involves computing the aggregates
in a way we have already seen to be suboptimal. Third, and
most important from a practical viewpoint, the solution for

the K's involves taking the difference of sums of squares with

appropriate (positive) coefficients. This can, and sometimes

ot c*
does, lead to a negative estimate for TET. ovr TE:— , as

should never be since these are components of variances and
must be positive to make sense. One recourse, in such a sic-
uation is just to set 7?f to zero (K=~» o©), a solution
corresponding to perfect homogeneity. Considering the extreme
ease of computation in this scheme, along with the counter-
vailing drawbacks, it seems sensible, in the age of the
electronic computing machine, to use these estimates as

starting values in a more accurate iterative scheme. This
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brings us to our next topic.

Non-linear Estimation

On chis subject, there 1is always much less to be said than

to be done. This is the brute force method for estimatring
non-linear models when short cuts prove unacceptable. Given

a model for the individual risk residuals, the method is
applied in two stages: first define a loss funccrion, usually

a linear combination of the squared residuals, which we wish
to minimize: second, vary the paramerers of the model,
folloving an efficient search algorichm, until no furcther
improvement in the loss function can be achieved. Both stages
are fraught wich difficulcy, and a discussion of search
algorithms is entirely beyond the scope of this paper. Although
refinements are possible, and perhaps desirable, a choice for

the loss function of the form,

Z = St E, (10

~
will usually serve. (Here K refers to estimated values of K
and all che K, , one for each class.) For the purpose of

-~

evaluating the efficiency of the model, 2{ may be compared

t Z = 2 Wat) (T -2

-
where E 1s the assumed aggregate value or the estimated

value defined in Section ITII-C. The efficiency can be defined

i £= /—/v—:/-/ %),
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where N is the number of risks and n is the number of classes.
Small sample corrections have been applied to account for the
number of parameters (K's) that must be estimated. If the

A
estimated value, Z'}is used, it is preferable to minimize

Z/2,

If there are many classes in the model, it may be desirable

to minimize in stages, guessing at the aggregates, optimizing
K 4 within each class, combining these results to find a
value of K, recomputing the azgregaces, and iterating uncil
the loss funcrion ceases to improve. Such an approach was
suggested by Morris and Van Slyke in their recent paper. It
is impossible to specify more detail outside a practical
situation, but a simplified treatment using data from Bihimann

and Straub's 1972 paper is described in Appendix C.

Stein Estimarors and Small Sample Corrections

In recent years, some very lnteresting developments have

taken place in the staristical community which have an
important bearing on actuarial credibility concepts. We refer
to work in estimation theory initiated by Charles Stein ( 2 ).
There is not space for thorough discussion, but the basis of
these estimation techniques lies in shrinking the individually
estimated means for an inhomogeneous ensemble toward some prior
estimate or guess at the true means. The shrinkage factor
varies according to the expected variance of the individual

member and is chosen to minimize a quadratic loss function
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summarizing the deviations of the entire ensemble.

If all this sounds familiar, it is no wonder. If the center

of the shrinkage is taken to be an estimate of the common
aggregate mean, the procedure satisfies the definition of an
actuarial credibillty technique. Further the explicic goal

of the estimation, minimization of quadratic loss, is identical
to the goals of Bayesian credibility analysis. TIndeed, a
recent paper under review by the adventurous and innovative
Subcommittee on Credibility at ISO, treats a scheme nearly
identical to that proposed in Section III of the present work.
The paper is that of Morris and Van Slyke (4), and their

formal results are identical to ours except that the indlvidual

risk credibility turns out to have the form,
n-3 K
;Z?’n = / - 15 K+Wa_

where n is the number of risks in the sample. As n becomes

large, this approaches the usual Bayesian result. The disturb-
ing point is that the small-sample correction is not detivable

from their formalism, but must be Introduced freehand, mainly to
compensate bias introduced due to the use of maximum likelihood

estimation assuming normal distributions.

It is interesting to compare with the Bayes-Mayerson formula-
tion that we used in Section I11. 1In this paper we let the
minimal risk condition dictate the computation of aggregates,
and the small-sample corrections did not appear. 1If, on the

other hand, we had used straight premium weighting, as in the
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Buhlmann Straub procedure, the model would have bristled with
small-sample corrections of the clumsiest sort. Thesc corrections
are eliminated because they are built into the aggrecgates which
are not fixed but slide around as the homogeneity parameters

are varied. Since Morris and Van Slyke compute their aggregates
in the same way, their small-sample correction must arise
entirely from the method of estimation. Their method of
maximum likelihood assuming normal distributions imposes a

level of hypothesis which one would like to avoid in insurance
statistics, if at all possible. It seems that a quest is in
order for a method of estimation which does not have these
drawbacks. We propose the method advanced carlier in this

section as a possible candidate, deserving more study.
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V. Conclusion
In conclusion, we shall review our main points, remark on some
connections with financial theory, and close with a brief discussion

on the systematics of practical use of these ideas.

Some of the lessons we have learned deserve underlining:

- A credibility scheme for pricing that is well-tuned for
risk control can have significant impact on the marketing,
underwricing, and financial aspects of an insurance busi-
ness, on marketing through improved individual equity, on
underwriting by allowing greater flexibility in the choice
of insured and more rational review of individual risk
experience, on financial by decreasing uncertainty in
underwriting resulcs consequently allowing more lucrative

employment of the investment portfolio.

- An uncuned credibilicy scheme cannot be expecred to do any
of these things optimally, or even reliably. In particular,
the "classical” clalw count credibiliry used in classifica-
tion racemaking is very rigid and difficult to tune and

poorly adapted to risk control requirements.

- A credibility scheme cannot be expected to follow trends
accurately, nor to prescribe the most efficient system of
classification. These must be treated separately, though
the credibility scheme may produce technical corrections

to the global and class aggregates.
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- Our proposed model, extended to estimate the overall aggre-
gate corrections, dictatesthe splitting out of relativicies
from the top to the bottom of the process, including class
credibilities, and has the convenient nested structure

always assumed in class and experience rating.

- Although the question of estimation is far from sectled.
The recent work of Morris and Van Slyke shows that it is
possible, by an iteracive scheme, to go beyond the limita-
tions of the Buhlmann-Straub estimators. Extensive lore
on non-linear estimation techniques is available as a gulde

in such work.

- A greac deal of credit is due to the ISO Subcommittee for

bringing these ideas close to practical applicacion.

It is perhaps enlightening to examine our results in the light of
some aspects of financial theory which came to the fore in last
year's call paper program. In his prize-winning paper, (5), Robert
Butsic brought forward the distinction between systematic and
non-systematic risk: non-systemacic risk is subject to the law

of large numbers and can be reduced, relatively, by increasing
the book of business; systematic risk camnnot. The significance

of this distinction to pricing is that an insurer can load its
rates to cushion against systematic risk since it affects

companies of all sizes in the same way. In a market with efficient

- 141 -



price comperition, however, ir is not possible to load rates
against non-systematic risk since smaller companies will price
themselves out of the market. Inspection of the covariance
assumptions of our model shows that it combines both elements:
inhomogeneity i1s a key element of systematic risk, and credibili-
ty theory {s aimed directly at controlling it. The lesson is
clear: well-tuned pricing credibilities can give a company a

real market advantage by allowing it to run gafely on slimmer
marging. The result is a more financially efficient operarion

from which all parties benefit.

Some final clarificarions are due on how such ideas can be put
intc practice. We shall draw a broad outline, omitting - unfor-
tunately but necessarily - some important questions of detail

regarding data consistency and other matters.

First, tuning a credibility scheme requires data; where are they
to come from? The answer 1s that companies and bureaus are awash
in such data. The main problem is that they throw it away too
soon - before rhe feedback loop is complete. A proper credibili-
ty scheme for ratemaking and individual risk pricing must be an

information system and not just a set of assumptions, however apt.

A complete feedback loop implies correlation of premium and loss
data oun the individual risk level. This 1s done in the gperation

of all experience rating plans. However, these data must also be
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kept around for tuning the model for the next rating cycle and
testing the stability of the optimal parameter values. Such
tuning will yield aggregate corrections, class relativicies, and
a simple experience rating formula, using the K, tabulated for
each class, A, in which all complications are kept behind the

scenes and away from the rating clerk's desk.

I wish to thank my colleague Glenn evers for keepine me up to
date on happenings ar ISO and developments in the literature.

Special thanks go to Barbara Dudman for typing the manuscript.
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Appendix

A: Detailed Stochastic Models

Bayeslian models are usually presented in terms of underlying

variables, which can be
inference. We have not
leads to the covariance
and there is no need to
illustrate this we show

plicative which lead to

1. Additive Model

observed only indirectly through Bayesian
done so here because a variety of models
structure which determines the credibilicies,
comeit oneself to a particular model. To
two simple models, one additive, one multi-

the same structure.

Let %‘.(f) = E + ?‘ + qu‘ + i‘;.({:) , where

-f is the aggregate

mean;

~
E“ 1s the systematic departure of class A's experience from

the aggregate.

~
'14. is the departure of risk a's experience frum the mean

of class, A.

KA‘(é) is the random fluctuation producing risk a's actual

experience in period, .

The random variables | E} ij} j’ N have unconditional

mean, zero, and are mutually independent. Their covariance

struccure is

E[ ?A 2;,]" %’-Sﬂs) E[’Ee.?&s =%l&ggal.,

E[ jﬂ‘(ﬂ j:BA(“

G—!
D=3y Swbabe.
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These assumptions lead to
~ 2 —_— _'_ ,EE!—-
€ I._(xhn “"ZX":L’“)'Z’)] = GS“B [ K * g“l’ ( Kn ¢ Wn(q> y

our model from Section III.

Multiplicarive Model

Let us apply exactly the same symbols and assumptions to a

different model,
%ac (t) = FUAE)(47a)(1+ T,,0)
The same covariance for this model is
2 ! SN &ty Sta
N (I-o-—-— —-+( ——)_.
o £ g’*"{ K AN )[Ka e W]/
This has the same algebrailc structure as the additive model

and, after redefinition of the parameters, will lead to the

same credibility formula.
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Appendix B: Solution of Least-Squares Conditions
Our purpose here is co record calculations too involved to include
in the main text: the derivacion of our chief result, equations
(5, 6) of Section III and the proof of our assertion of harmony

between individual equity and aggregate risk control.

1. Derivation of Credibility Formula

Requiring the risk function, Rpa » of Secrion III, equation
(4) to be stationmary to variations of the coefficients, A,

leads to the equationms,

-%'/q:.(”)—-—'l(- -‘-ﬂzol (')
LA Sw A+ =0,  G)
Ka Ka

I

(3)
W,,({)A - - .

Solutrion:
B)— ALw® = puWald)
C)LB)—> AYw = S +Ka (A1) = ps War(¥) ;

whence _ S:!L /(4 q
M = Ko+ Vaa(® Ka+Wott)

and

At = 8., Z, 0 + K2 Zu@), (1)

where Mq(t) .
Zalt) = W)

(1) & (4)—> ,q ‘“y = /= #A4 = Za. (,)4.(4/?2;,.()
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whence j

H

[
! - *) ——<—7
( Znﬁ G 4/4/(42,,,(*).
which on substitution into (&) gives

2= 5 Zea (0 4 (1-Z0.) 22

KKy 2,07 -

This is equation (5) of Section III, which, wich equation (3)

of that section gives equation (6), the desired resulr.

Harmony of Equity and Aggregate Risk Conmtrol

Our assertion in the main text was that
~’ 2 .
[E-[j(:gg V\AQA (0) EiAa (02) :]

is minimized by the same solution which minimizes
~ 1
Ef &™)
7
so that there is no conflict between the two. This would be
obvious except that these model residuals involve the same

individual risk records thraugh the classification aggregpates

and are not manifestly independent.

To proceed, we first define .
ﬁ:(*) = S W, (DA, ('l’),
so that the aggregate residual is
Z W 8O = 7 N e(303)
* RS- HOIE MLE )

and the expectation of its square {s
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6'":{ L Waa @+ L Was () + Wy (0) = W, IR - EZ VA
— 2 = A A2
“g Ay L F A Zak Al
+ 2A (Al - SAI)
)
+ 22M (AN ~ZAw),

giving the equations,

Al = M, Wa®)
Altx) = ng o) + Kaln—m,)
Al = W) — kA

These can be solved by the same steps used earlier in this

appendix, using the sum constraints; the resulr is

q KaZ,
Al(e) = Was O Z,08) + Z WaI(1-Z9) zz;';—'},) ,

which is easily recognized as

LA

where the A is the solution derived earlier for the individual

risk problem.
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Appendix C: Estimation of Single Class Model with Data
It is desirable to test our model against data; however, data are
hard to come by. We shall content ourselves by working with the
tabulation presented i{n (l). This is a set of reinsurance data,
gross premiums and excess logs ratios on a uniform, 'as~if' basis.

We present these in the following table:

Treaty/Year: 4 3 2 1 0

1 w= 5. 6. 8. 10. 12.
x= 0.0 0.0 4.2 0.0 7.7

2 w= 14, 14. 13. 11. 10.
x= 11.3 25.0 18.5 14.3 30.0

3 w= 18. 20. 23. 25. 27.
x= 8.0 1.9 7.0 3.1 5.2

4 w= 20. 22. 25. 29. 35.
x= 5.4 5.9 7.1 3.1 5.2

5 w= 21. 24. 28. 34, 42.
x= 9.7 8.9 6.7 10.3 1.1

6 w= 43. 47. 53. 61. 70.
x= 9.7 14.5 10.8 12.0 13.1

7 w= 0. 77. 85. 92. 100.
x= 9.0 9.6 8.7 11.7 7.C

In the above table, w srands for the premium and is used as a

statistical weight, while x stands for excess loss ratio (in percents).

We have used the data from years 4 through 1 to predict experience
in year zero. The collective consists of a single class and our

wodel 1is

L) = 2 ZJORw + (-2 F+ B0,

tm
AO) . . S
Z.(*) = e [~Zu) = KW, 7

A ‘ vy
= = ROPA
7 Z’M?ZWZ() ).
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The asterisk denotes summation on treaty, a=i, 7, or on year,
t =1, 4.
The model has a single parameter, K. Its structure, however,
A
involving the aggregate estimator, E , 1is too complex for the
non-linear fitting modules of most statistical software packages.
In this instance, though, ir was a simple matter to construct a
Fortran program to scan across prescribed parameter values and
wricte out the value of the loss function,
A~ ~ 2
L= W
Ae17

and other sctatistics.

The results are shown in Exhibit 1 and are somewhat surprising.
Buhlmann and S$traub, using their algebraic estimators, arrived at
a value, Kpg = /7.3 . Optimizing the loss funccion in our wmodel
gives a value, A= 0./, or, essentially, zero. This is the same
as saying that the members of the collective are so diverse that
the aggregate information 13 of no use, and each Insured is rate
should be determined from his experience alone. Statistically,
the Bihlmann-Straub result is not much different £rom this since
17.3 18 a good deal smaller than the cumulative premium on any
one treaty. Unfortunately, the collective is very small, and any

estimate will be highly uncertain.
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Exhibic 1

Ficcing of Single Class Model

Parameter, Loss Sliding
K Funcrion Mean

- 10.0 3631.13 -

- 1.0 3334.86 --

- 0.1 3332.94 -
0.0 3332.89 8.644
0.1 3332.87 3.646
1.0 3334.00 8.663
10.0 3425.40 8.787
oo 6431.49 9.496

Fitting Residuals
Ireaty K =0.0 K= 00 Weight

1 6.54 -1.80 12.

2 12.58 20.50 10.

3 0.31 -4.30 27.

4 1.80 -1.20 35.

5 2.17 1.60 42.

6 1.32 3.60 70

7 -2.83 -2.50 100.

Average 0.59 0.32 296.
Root Mean 3.36 4.66
Square
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CREDIBILITY AND SOLVENCY
by PHILIP HECKMAN

Reviewed by JANET FAGAN

Much work has been done in the past few years on the
applications of Bayesian credibility to insurance pricing.
This work has been born of necessity due to the failure
of "classical" credibility theories. Recent work by
Bihlman and Straub as well as Morris & Van Slyke
incorporate the Bayesian concept of utilizing as much
information available from historical data as possible

in predicting behavior for a segment of a population.

The Bithlman-Straub work develops a method for individual
risk rating using a credibility scheme for each risk
based on historical data of the risk and the total
population. The work by Mr. Heckmen is an attempt at
extending this approach to the problem of individual

risk rating within the classification ratemaking exercise.
In so doing he emphasizes the point that individual risk
credibility can be approached in the same way as class
credibility and he derives a very neat nested credibility
structure. A second point which is driven home by this
paper is the extent of work which remains to be done in
investigation of suitable and workable estimation

schemes.

- 153 -



The Model

Mr. Heckman begins his work by defining a model which
assumes a certain structure for the first and second
moments of the loss ratio distribution function as
follows:

E (%pt0) = §

7/

Seu
E [(‘ZAL-S) (;KES\-} = SABO-" [:|_K t gﬂ-&(JK; * \A)A,{U)] '

This model structure assumes a global mean, though
this is later shown to be an unnecessary assumption.
The covariance can be given the following verbal
interpretation. Classes are assumed to be independently
distributed.  Thus, there is no contribution to the
covariance unless the two risks belong to the same
class, thereforé K is a measure of the homogeneity

of the class, Similarly, KA is a measure of the
correlation of an individual risks' experience over
time under the assumption that one risks' experience
is independent of anothers (ie: no contribution to
covariance between two risks). The W,,(t) represents

+

a random component of the model and [ is a

constant.

- 154 -



By defining \0\ -3 = Z-Ab (e ( L(\—S\ + E“(o)
where b€ A, a risk function can be defined as c.., E(l’. '))
It is this function which is to be minimized to arrive

at the optimal set of coefficients A.ﬁa(f.). Mr. Heckman
asserts that the solution which minimizes the individual
risk also minimizes the global risk. Unfortunately,

this result flows directly from this covariance model
structure and is not true in general, The resulting

nested credibility structure is very neat.

The credibility for a risk at time t is calculated
to be \'Jﬁa. ()
KA'\'\\)QA ()

and the class aggregate is a credibility weighted average
of class experience with credibility

\<+KA2M(*)

This workup is quite similar to the Buhlman-Straub

methodelogy and the major obstacle now becomes the

estimation of the parameters K and KA.

Estimation of Parameters

A reasonable estimation procedure is presented by
Mr. Heckman but nothing is said regarding the speed

at which such an iteration converges, nor is it
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clear that it must converge in all cases. Somehow
building a theoretical model witn all its niceties
and then having to resort to a trial and error
approximation routine seems less than perfect.

It is in the area I would like to see some work

done.

Mr. Heckman refers to the small sample corrections
introduced in the Morris & Van Slyke work as being
"gratuitously introduced". At this point I must
take exception, the correction term is required due
to the estimation procedures used. 1t is true that
the current work does not require such correction
factors but this is due to alternative, not superior,

mathematics.

Implementation

At the end ot the paper, Mr. Heckman asserts that the K
and KA values can be updated on a regular basis by
bureaus who are "awash in" in the required data. While
it is true that the operation of an experience rating
plan is based on the correlation of premium and loss
data for an individual risk, only Workers' Compensation
experience rating modifications are computed from

bureau data. The Statistical Plan for this line is
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specifically designed so that the unit report data

is on a policy basis. For other lines (ie: ISO lines)
this level of detail is not possible nor is it
necessarily desirable., Data for these lines is not
compiled on & policy basis and cannot be retrieved

on such a basis from bureau files.

Returning to Workers' Compensation, the only line where
such a scheme may apply, the experience rating plan
generates a single modification. The proposed scheme
would generate separate credibilities by class for
each risk thus adding a great deal more complexity

to the plan. I suspect it would also add alot more
variability to an individual risks' modification.

Whether this is desirable is open to question.

All credibility work I have seen done by the Bayesian
method in the last few years has concentrated on a
one way class scheme, We are nearing the point of
workable credibility methodology using this approach
and it is time for thinking about the much more.
difficult problem of 2-way schemes. Hopefully

more work will be done this year and next on

both problems.
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The Detcrminetion of a Frofitable Rate level

The exercise of determining a rate level for some future
period usually tekes place within the context of an already
existing rate level. Scme amount of experience is usually avail-
able under the currenrt rates ernd under other older rate levels
which can te adjusted to current levels through a mathematical
rrocess which is femiliar to us all. In any event, deta is
usually availeble for at least a somewhat credible determination
of the andequacy of the current rates. Go crdinarily the ratemaking
rrocess is actually & rate review process as the results of the
analysis are usually expressed in terms of changes to the present
retes. When the process 1s considered as a review of current rates,
najor sieps in that process naturelly follow. They are:

1. Determination of the adequacy {or excessiveness)

of the present rates f{cr the present time.l

2. Identificaticn of the perceived differences

between the present time and the future time and
quentificaticn of those diffcrences.

3. Trenslation cof the results of steps 1 and 2 into

changes to tlie current rates to create adequate
but not excescive rates for some future reriod.

Step 1 requires that experience period premiums and losces te
adjusted t¢ reflect the current levels of premium collecticns ard

loss incurmments.© This step requires Judgments as to, among others,

lPossibly it would be more precise first to speek of the edequacy
of current rates for the time represented by the exrerience. tut
that woulid just slow us dewn without addirg significantly to the
discussion.

®The rceder is advised not to attempt to find “incurrments” in ary
standard Inplish c¢ictionary. 1Instead let us define by analogy:
vay ie to peyments as incur is to incurroents.
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c¢aten cufficiency and accuracy. This type of Judgment deuls with
scmewhat known quantities end events of the past and present
ratlier thun vith predictions of future conditions or events. Such
Juégrents are usually susectable to a rather objective ceductive
tyre cof reasconing. Let us refer to such Judgments as deductive
Judgments.

In step 2 we compare the present with the future and there-
fore we must meke Judgments alout events that have not yet occurred
and conditions that may nct yet exist. The usual procedure fer
dcing this irvolves the exemination of phenomena of the recent pasi
such as inflaticn rates and frequency trends and extracticn froml
those phencmene of inferences about the future. Let us therefore call
those types of Judgments inferentiml judgments. Inferential
Judgments uruelly weig.: quite heavily ir the amount of trend that
will be used to bridge the gap between thre present and future periods.

Step 3 involves the application of trends and other perceived
differences between the present and future reriods to the current
rate level, with adjustrent for the current iradequacy or redundency,
to derive the required ratc level for the future period. We now
huve the tesis for a new gset of rates which, 1f our reasening,
assumptione and inferences are good, will bring us to within epsilon
(defined by chance veriation, the law of large numbers and luck) of
e profitable position in the future period.

But let us lcck at step 2 once more. 'I'he_re we identified the
differences between the current and future reriods. Eowever, there

are differences that could not poesitly have been evaluated at thet
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time; they are the differences caused by the change in rate level
itself determined in step 3. These differences could include the
change in the company's competitive position with other companies
writing iu the same market place, changes to the types and amounts
of coversges purchased by present and prospective insureds prompted
by the noverert in rates, and the emount and kind of new business
thet will bte generatcd by the new rate level. We make both
deductive snd inferential judgments many times along the vay te
arriving et & rate level. Now we see that some additional Judg-
ments are necessery. We must decide whether the rate level that

is a precduct of our mssumptions and Judgrentis is compatible with
those assumptions and Judgments. This final judgment is an
inferenlial one in thot it involves prediction cf the future rather
1han ceductions atout the past or present. or examvtle, we may

have ecsured in step 2 that our own bock of business wculd experience
a frequency trend which does not differ from that of the rest cf the
induétry, i.e. that the relative cuality of our book cf business will
not chuenge retween the rresent and future periods. But given the
rete level charge derived in step 3, can we expect to be able to
eitruact risks that are as gocd as the oncs we have been attracting
with the current rate level? 1If the rate change indicatien ic lor

a substantial increase, that assunption could he questioned,
esreciolly if the competition is nct expected to take similer rate
action. Or suppose the data indicate a subtstartial decrease in rate

level. The resulting ‘mprovement in cempetitive position cculd te
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cnouph to cause a significant increase in the number of new risks.
This influx of nev business with its usually higher loss ratios nay
contradict our assumptions about the new/renewal split ir the future
end could create an inadequacy in the indicated rate level. A small
Judgmentel reduction in the indicated decrease could bring that rate
level inlo equilibrium with its underlying assumptions.3

o we sec that both deductive and inferential judgments are an
aypropriate and recessary part of the rate review process and that
inferentiel judgrents must be made toth during the process end in the
evaluation of the corpatibility of the results with the underlyirg
ascuzptions. Co rate level is both cause and cffect. It is the
effect of » certain level of losses tut it elso is, in a sense, a
cause of those losses since the rate level determines the iype and
quelity of risk that will be writter.

For exemple, suppose ve are io determine the rate level for
Company A in a very competitive end price conscious environment such

as privuate passenger automobile. The current rate level situation is:

Rete jevel as 7 of
% of Ccmpeny A Level Total Market
Corpany ‘B 95% 20%
Ccmpany A 100% hg
Corparies C, D, F 105% 255
Others 120% L5g
Involuptery 150% &8

3 The guestjon cf Whetrer un nssumed change inthe new/rerewal
distritution should be reflected in the rate level ot all is
en interesting end important ore and the enswer is not at all
clear. tut neither is it pertinent to thic discussion.
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Now csuppese our rate level indication is for a 2%% increase in
rates. Guch an increase would iotelly chenge the competitive picture
Tor Ccupeny A. Instead of being in e peosition to attract scue o
the test riske, Company A would have the highest rates in thre
voluntary merket. The indication for +25% assumes the abllity tc
attruct the Yetter risks, for that was implied by the competitive
positiorn during the experience period which produced that indicetion.
But clearly that assumption is incompatable with our taking that
increase. Yet we need the higher rate level to support the level of
lesses that we expect. What should we do?

Look at the tetle of rete levels again. { we, os Company &,
need a £5% increase in rate level, then either we are doing something
very wrcng or Companies B, C, D and E will also need large increases
in the neer future. Assuning the latter, we should increase rates by
10% or so and rlan to increase agaln later after the olher companies
have changed. 1In this way we have preserved as nearly as we can the
equilibrium between our determined rate level and the assumptions
urderlying it.

This dynamic relationship between rate level decision and actual
rete level needs is a strong argurent for making the actuary s part
of the decision making process instead of merely a provider of infor-
ration. Let us now explore further the role the actuary might play in
compeny decicion making. Specifically let us examine corpany geals as
they relate to the ectuary or decision maker.

GOALS AND INFERENTIAL JUDGMERTS

The first question to be addrecsed by the actuary vith regard to
company goals might be: Hovw does achievement ¢f the stated goal in

some future pericd change the rate level need for that perioa? An
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eguelly impcrtant question but one which may not be as obviously
within the strict demain of the ectuary is: How can the product
be priced to give the stated goal the best possible chance to Le
achieved with the greatest positive implications for profitability?
A slightly more irmediate question which should also be of interest
to the actuary is: What information that the actuary is most cualified
to obtain and interpret wculd be most useful in making final pricing
decisions in light of the stated goals? Let us examine these
questions through a model. Suppose a nationwide insurer of private
rassenger automobile is considering s growth goal for itself that
translates into a 100% countrywide increase in rew business writings
for the coming year. That growth goal need not translate into a
doubling of the new writings in each state; only the countrywide goal
1s ipportent to the ccmpany. The company enjoys a renewal ratié ef
90% and is currently in a no growth (in exposures) situation anc is
eerning a 2% underwriting profit on premdums. If en effective annuel
investment rate (that is, considering the amount of time for which
policyholders' funds are held for investment) of 3% on premiums is earned
anc BY is earned on invested surplus, then the current overall rate of
return on surplus given a @ to 1 premium to surplus ratio is:
2(2.0% + 3.08) + 8.0% = 18.0%

The overall return of JBZh is considered adequate but is generally
not sufficient to attract significant emounts of new capital. If new
business geperates loss ratios vhich are 20% above those for renewal

business, the premium dollar may have components like the following:

4 Let us simplify by ignoring texes mnd other peripheral nuisances.
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rew {10%) Renewal (90% Combined

Losses 12.0% 60.0% 61.2%
Exp<—3nst.=::5 36.8 36.8 36.8
Frofit - 8.8 3.2 z.0
Total 100.0% 100.0% 100.0%

A doubling of new business spread equelly among the states

woul? result in e ccmbined loss ratio of ebout £2.2% as follows:

Hew (2C) Renewal (90) Total
Losses 72.0% €0.0% €a. 2%
Fxyperses 36.8 36.8 36.8
Profit - 8.8% 3.2 1.0
100.0% 100.0% 100.0%

The returr on surplus would then be:
2.2 (1.0% + 3.03) + 8.0% = 16.8%
We have given up some current earrings for growth which we
hope will irenslate into future higher earnings. But suppose
the insurers domain consists of only twe states each with one

half the total prerium volume and with experience as follows:

Stete A State B
Hew Renewal New Renewal
(5) (b5) (5) (bs) Total
Lossges 66.0% 55.0% 16.0% 69.04% 61.2%
Expenses ° 36.8 36.8 36.8 36.8- 36.8
Profit - 2.8 8.2 - 14.8 . - 1.8 2.0
Total 100.0% 100.0% 100.0% 100. 0% 100.0%

5 Of course new btusiness expenses are higher but that isn't needed
here; the point is that the profit is negative.
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Yow if our growth goal countrywide cen be achieved by vriting
all our extra new business in State A, the profit picture would te
quite different. The countrywide loss ratioc would be 61.6%, the
urderwritirg profit would only be reduced to 1.6% and the rate of
return vould‘be:

2.2 (1.6% + 3.0%) + 8.0% = 16.1%
a higher current ratc of return on surplus with echievement of our
growth goal, the best of both worlds. But notice that the level of
new business writings would have to triple in State A to achieve
this result. Such a level of new production may go beyond the
efficient limits imposed by elther internal manpover constraints
(such £s the number of underwriters femiliar with that state) or
the evnilebility of such a large nunter of new and acceptuble
risks in the state. It is probably more reasoneble to assure
that the loss ratio, the expense ratio or both wouléd increase
for new btusiness in State A as we do the things, such as adver-
tising or locsening of underwriting standards, which are recessary
to atiract large numters of new risks. The result would prcbably
reduce the rate of return to a figure below the 187 ro growth rate.
Tre model could te teken further to include such factors; but let
ues ingtead return to the three questions of interest to the uétuary
and atterpt to answer them within the context of the ncdel.

The first question was: How does echievement of "the goal in
the fufure vericd change the rate level need’ for that period?

The cuesticn could te eddressed each time a state's rates are

reviewed, bul we have slready seen that it is better from a
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profitability standpoint to concentrate growth in the profitable
states within certain limitations. To eddress the question state
by state 1s to give an incomplete and unsatisfactory answer. How
then should we proceed? We must answer the question on a country-
wide basis Tty developing a state by state plan of growth that

adds up to the countrywide objective. Each state's pert in the
overall goal can then become a fa.c':\t‘or in the inferential

Judgments used to develop the "goal oriented" rate level indica-
tions for that state. But this cannot reasornably be done without
reference to thre second question of interest to the actuary: How
can the product be priced to give the stated gcal the best
possible chence for achievement with the greatest positive
implications for profitability? Ior example, suppose the stated
goel is moderate growth with no reduction to the overall rate of
return. Most probably the influx of unprofitable new business
would have to be offset by an increase in the general rate level
so that the seme overall rate of return is achieved. DBut if we
went, t¢ concentrate our growth in the profitatle states, those
states would require a substantially higher growth rate prompting
sn egually substantial offsetting rise in the overall rate level.
This rice in rate level may not be possible without compromising
the competitive pesition in the state and destroying the possibility
for tke desired growth, a "Catch 22" situation. The solution may be

tc concentrate the growth in the profitable states but spread the
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needed rote level increase among all states so the effects on

competitive position will be negligable.6

THE NEED KR A FRICIIG POLICY

The detanils of the particular problem of growth and
profitability teing discussed here are rot important. What is
important is the generalization that springs from the exercise.
The best wey tc achieve the overall corporate goal in this case
is to rlan & strategy for each state so that the sum of the
states' obJectives equals the countrywide objective. DBut ell
states' goals must be set at the sare time to insure that the
whole will equal the sum cf its parts. But the nature of the
tusk will rot allow all stutes’® rates to be reviewed at the same
time. Therefore, it is imperative that the corporate objective
be transleted into a state ty state pricing strategy which can
te referenced as each state's rates are reviewed. It can be
argued that if tkre role of the actuary, or more precisely the
functicn of the pricing nrea of the company's actuarial department.
is to derive the best possible estimate of the future rate level
nceds in ezch state, then the corperate goels need not be trans-~
lated into a pricing policy at all; tkey need only be reccgnized
bty menagement sc it makes state by state rate level decisions
(as cortrasted with the calculation of rate level needs). Then
the decisior maker wculd receive two scparate inputs:. the overall

corporate goals on the one hand and the state by state "'no goals"

6 Such action chould not ordinarily cause regulatory concern since
the retes state by stete are usually et such e point within the
range of reasonableness that small increases would not produce
excessive rete levels.
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rate level indications on the other. The decicion maker’'s task
then would be to synthesize the two to determine the rate ievel
that will actuelly be used in thke future. No doubt corporate
goels cculd be addressed in this way but the method needlessly
cbscures the racifications for the overall goal of the individual
state decisions. The decision meker is left in the position of
havirg to make an inferential Judgment with practically ro guidance.
for exemple, he may have a rete change need of +102 in a particular
state in vhich he wishes tc generate substantial growth. le nay
estimate thet, with growth, the rate level need would be +12% so
that growth has virtually eliminated the £% profit in the state.
This is & rathter subjective foundetionless inference.

licw remember the third question of interest to the mctuary:
What information that the actuary is most qualified to obtein and inter-
pret would be rost useful in making final pricing deecisicns in light
of the stated goals? The answer here is that if ccrporate goals
are translated into pricing stretegy which is then communicated
c¢own tc the level at which the rates are actuelly reviewed, then
"no geal" rate level needs and "corporate objective" rate level
needs can boih be calculated and compared. The decision maker
can then sec rrecisely what the goal is costing in profitability
and competitive position. lie can also see the ramifications fer
the countrywide geal of chossing the "nc goal" rate indication rer
a particuler stete. In this way the decision maker can coustantly

reeveluate the goasl itself ir terms of its profitability cost and
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alsc track the ctate by state progress toward the goel s&s each
stete is reviewed. The cecision naker can co sl1 this because
the actunry, eware of corporate geals and armed with a pricing
pclicy based on them, hes providec a precise calculation of the
relationship between those goals ard Lhe otherwise applicable

raute neecds for each state. The need for inferential Jucgrents

has not beer elirinated, but a vehicle has been provided by which
those Judgrents can be made within the rate review process itself.
That vehicle is o pricing policy based on oversll corporate
otjectives. Ve have replaced the 12% vs. 10% crude judguent of
the decision maker ebove with the mathematical evaluation by the
actuary based on statistical knowledge of the relationship tetween
new gnd renewal loss ratios.

Let us surmarize in just & few sentences. Pate level incica-
tions are not stetic irputs into the decision meking process, rather
they form & dynemie interrelated system with decisions,either rate
level or growth decisions, sc that indicated rate level needs
deterrine end are determined by those decisions. This realization
does two thirgs. First it argues persuasively for including the
actuary ir the decision reking process. GSecond it demonstrates the
need for a direct link between corporate goals ard the rate level
celeuvlation (e pricing policy) so the actuery can celculate rete
levels in a manrer consistent with those geals and provide other

inforpatior of value in the decislon making process.
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PRICING FOR CORPORATE QBJECTIVES
by Frank Karlinski

Review by Robert A. Anker

My initiel impression of Mr. Karlinski's paper was that it is a
sales plece aimed toward fuller utilization of the actuary's training
and skills in the pricing decision process. Subsequent readings con-
firm thet impression.

The premises of the argument Mr, Karlinski espouses go like this:

1. Often the ratemaking/rate review process performed by the

actuary is a pro forma data aralysis function. (Mr. Karlinski

later refers to this as "no goals" ratemaking.)

2. The nature of the insurance pricing/undervriting/mark:ting
process 1s such that each of these components are interdepen-

dent with each other and with profitability.

3. The quality of decisions made is directly related to the
quantity and quality of information available at the decisien

point.

Mr. Karlinski first argues that, where the first premise applies,
it represents underuvtilization of the actuary's skills and that, at a
minimum, the relevant interdependence inherent in "no goals" ratemaking

should be valued and fed into the decision process. This would repre-
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sent, ag a first step, an enhanced utilization of the actuary's skills,
some recognition of interdependence, and some improvement in the informa-
tion available at the decision point.

Without an explicit identification, Mr. Karlinski then points out
that the corporate goals tend to be marketing and profitability oriented
and get independently of pricing/underwriting considerations and, often,
independently of each other. To provide the link among all variables,
he identifies the need for pricing policy. In discussing the pricing
policy, he often refers to it as a pricing strategy, The term strategy
1s highly preferred, both because it is more descriptive and because it
is the more commonly used term in the literature on corporate planning
vhich is, to a large extent, what this paper is about.

Once the strategy lirk is included, ccmplete with all 1its necessary
feedback loops, the pricing/underwriting/marketing/profitability inter~
dependencies have been recognized and can be valued. The valuation pro-
vides the vehicle for maximizing the quality and quantity of information
to the decision maker. The actuary becomes key to the process because
he is most qualified to accompiish and Interpret the valuations to the
decision maker(s).

Thus, to the extent that each of the premises indiceted a deficiency
in existing processes or an opportunity for improvement, corrective
mechanisms have been identified.

There are companies who have achieved the processes for which Mr.
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Karlinskl argues, and some that have gone beyond them. Where the full
loop exists, the actuary is intimately involved in the goal setting pro-
cess itself. It is the actuvary who provides the analytic guidance on all
past and prospective goal interdependencies within the context of the
corporate mission and long range plans and strategies.
I agree with Mr. Karlinski's premises and his conclusions. However,
there are a few deficiencies or unrecognized opportunities that might
be noted:
1. Coverage and underwriting standards are as equally a part of
the interdependent structure as rate and market position.
They also need to be recognized in the process and, by that

recognition, can afford additional flexibility to the process.

2. There are also opportunities to affect the balance of the
varlous items through chenges in the expense portion of

premiun dollar.

3. The same arguments for strategizing from corporate goals to
a state-by-state level are valid for strategizing the rate-
making within a state. 1Indeed, this is probably the key place
for an actuary to start demonstrating the skills that can apply

at a higher level.

4, In ettacking the problem of sacrificing some profitability in

a glven state in order to gein market position, it is more
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proper tc use surplus funds for that expansion and require that
the necessary return be gained over time from the specific state.
This 18 both a better business basis for decision making end

an approach less open to possible regulatory criticism.

Finally, speaking as both an actuary and & corporate planner, I
feel that the questions Mr. Karlinski articulates as needing to be ad-

dressed by the actuary are "right on." But, even more importantly, they
are questions that must te asked by management in order to realize optimum

use of corporate resources,
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INTRODUCTION

As with any other line of insurance, the ratemaker's goal is to
develop rates that will cover losses and expenses (including under—~
writing profit) arising from policies in force during a specified
future period. In orderlto accomplish this goal, a proper match
between premiums (or exposures) and losses plus expenses must be
established. This is particularly important when starting from an
experience period which may reflect conditions which have changed or
vhich are expected to change prior to or during the period for which

rates are being made.

The ratemaker must know what coverage was and will be provided. Has
the insurance policy itself changed? Has the legislature, insurance
regulator or court changed the interpretation of the policy resulting
in a de facto change in losses? Has the term of the policy been

wodified? Has there been a shift in insureds by deductible?

The ratemaker must know vho was and will be insured. Has there been
a change in the company's marketing or underwriting policy? Has

there been a change in the involuntary market mechanism? Has there
been a change in cancellation or nonrenewal laws? Has there been a

shift in insureda by class or territory?
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The ratemaker must estimate what effects changes in economic and
other conditions will have on insurance costs. What is the change in
the cost of goods and services for which insurance pays? What is the

change in claim frequencies?

The ratemaker must know wvhat the rating system itself was and wiil
be. Has a rating variable, e.g. damageability-repairability, been
modified, introduced or eliminated? Has the overall rate level been

revised?

All of the above factors and their interaction should be considered
in making rates. The following sections of this paper will concen-
trate on them, particularly those most important ot unique to

ratemaking for the peraonal automobile physical damage coverages.

DEDUCTIBLES

A significant shift in the distribution of insureds by deductible
during the experience period may lead to an improper matching of
premiums and losses. For example, if there were a significant shift
of insureds from the $100 deductible to the $200 deductible, the
distribution of premiums and losses might be comparable to Table 1
for a given calendar year. If precise payments and reserves were
known immediately with no effects from prior calendar years, then the
actual incurred losses and the actual incurred loss ratio would

be those in columns (2) and (3), respectively.
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TABLE 1 (premiums and losses in thousands)
(1) (2) (3) 4)
Earned Actual Incurred Actual Loss Calendar Year (C.Y.)
Deduct ible Premiums Losses Ratio(2)/(1) Paid Losses
$100 $1,200 § 840 702 $1,250
200 800 560 70 200
Total $2,000 $1,400 70 $1,450
(s) (6) (7)
‘C.Y. Loss Accident Year (A.Y.) A.Y. Loss
Deductible Ratio(4)/(1) Paid Losses as of (12 mos.) Ratio{6)/(l)
$100 1042 800 67%
200 25 400 50
Total 73 $1,200 60

It is clear that the calendar year paid loss ratios in colummn (5),
which differ from the actual incurred loss ratios in column (3),
would produce improper matchings of losses and premiums due to the

lag in reporting, processing and paying of claims.

The accident year paid losses as of 12 months in column (6) have to
be developed to an ultimate level. Unless the overall loss develop~
ment factor (or factors by deductible) reflects the shift in deducti-
bles (more development on the growing $200 deductible than the

declining $100 deductible), a difficult task, the losses will not

precigely match the premiums.

As almost all physical damage claims are paid within 60 to 90 days of
occurrence, few (if any) companies establish individual case basis

reserves.
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Consequently, as of the end of the experience year the actual incurred
losses will not be precisely known. As of !5 months (three months
after the end of the calendar year) the accident year paid losses

should have developed to the actual incurred losses, and the distor-

tion would have been eliminated.

Another way of correcting for the distortions in the data as of 12

months, particularly if calendar year paid losses arec used, is to

ad just the data to a common deductibie basis as set forth in Table 2.

TABLE 2 (premiums and losses in thousands)
(e8] (2) 3) %)
Earned Relacivity Premiums Calendar
Premiums at to $200 on 5200 Level Year Paid
Deduct ible  Current Levels Deductible (1) X i.00/(2) Losses
$100 $1,200 1.25 $ 960 $1,250
200 800 1.00 800 200
Total $2,000 $1,760 $1,450
(5) (6) ) (8)
L.E.R. 1.0 -~ L.E.R. losaca on AMj. loss
to $200 to $200 Level $200 Level Ratio
Deductible Level 1.0 - (5) (4) X (6) (1)/(3)
$100 202 .80 $1,000 1042
200 0 1.00 200 25
Total $1,200 68
9) (10) an (12)
Number C.E.R. 1.0 - C.E.R. Claims on
of Paid to $200 to $200 Level $200 Level
Deductible Claims Level 1.0 - (10) (9) x (11)
$100 2,500 102 .90 2,250
200 500 0 1.00 500
Total 3,000 2,750

- 179 -



Generally this ad justment is to the higher deductible because the
long term shift is to higher deductibles. Premiuma, losses and
claims should be known by deductible in order to do this properly.
(Depending on the trend procedure, claims may not be nceded. See the
section on trend.) The $100 deductible premiums are adjusted to the
$200 deductible level by multiplying by the ratio of the $200 to $100

rate relativity as shown in columns (1) through (3).

The $100 deductible losses and claims are adjusted to the $200 level
by loss and claim elimination ratios (L.E.R.'s and C.E.R.'s), respec-
tively, as illustrated in columns (4) through (12). L.E.R.'s and
C.E.R.'s are developed from a distribution of losses and claims by
size and reflect the dollars of losses and numbers of claims elimi~
nated by switching from a lower to a higher deductible. These ratios
should reflect loss levels and distributions comparable to the
experience period. The total loss ratio of 68% in column (8) of
Table 2 does not equal the actual incurred ratio of 70Z in column (3)
of Table 1 because the former is on a paid basis and the latter is on
an incurred basia. Because of the inherent lag in paid data the paid
losses in colum (7) of Table 2 have an average date of accident two
or three wonths earlier than the actual incurred losses and conse-
quently reflect earlier loss levels. The paid losses can be adjusted
to an incurred basis by multiplying by a ratio of incurred losses to

paid losses (generally about 102% for a sample of companies).
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In Tables | and 2 it was assumed that earned premiums and actual
incurred losses were in equal proportions by deductible, i.e.,
deductible rate relativities were appropriate during the experience
period. If this were not the case, then distortions might be shrouded
as illustrated in Table 3. Though the losses and total premiums are
the same as in Table 2, the premiums by deluctible in column (1) have
been changed to reflect the inapproprinte relativities asaumed in

column (2).

TABLE 3 (premiums and losses in thousands)

1) (2) (&)} (4)
Earned Premiums Relativity Premiums on Actual
at to $200 $200 Level Incurred
Deductible Current Levels Deductible (1) X 1.00/(2) Losses
$100 §1,400 1.40 $1,000 $ 840
200 600 1.00 600 560
Total $2,000 S1,600 $1,400
(5) (6) (7
Actual Calendar Paid Loss
Losa Ratio Year Paid Ratio
Deductible (4)/(1) losses (6)/(1)
$100 60X $1,250 892
200 93 200 33
Total "70 31,450 73
(8) (9) (10) (1)
L.E.R. 1.0 - L.E.R. Losses on Adj. Loss
to $200 to $200 $200 Level Ratio
Deductible Level Level (6) X (9) (10)/(3)
$100 207 .80 $1,000 100X
200 0 1.00 200 33
Total $1,200 75
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While the overall calendar year paid loss ratio and the overall
actual incurred loss ratio equal those in Table 1, the overall
adjusted loss ratio of 752 in column (11) is much greater than the
overall ad justed loss ratio of 68 in column (8) of Table 2. The
actual rate level need is much greater than a superficial review of
the overall data would indicate. Consequently it is essential to
rate each deductible appropriately, This can be accomplished by
developing rates independently for cach deductible having a credible
volume of data. However, problems may result from this type of an
approach. A smaller deductible might indicate a lower rate than a
larger deductible. A smaller deductible might cost unreasonably more
than a larger deductible. These problems can be rectified by
requiring reasonable relationships between rates of different

deductibles.

Another way of pricing the deductibles appropriately is to adjust the
data to a common deductible basis as discussed previously. This will
result in a proper pricing of this key deductible. Rates for the
other deductibles will then be established by relativity to the key

deductible.

Regardless of whether or not the deductibles were rated appropriately
in the past, it is necessary that they be reevaluated for the
future. This can be accomplished by recalculating L.E.R.'s after the
distribution of losses and claims by size has been ad justed to future
loss levels. Each L.E.R. would equal the rate discount to shift from
the lower to the higher deductible (assuming that expenses are

treated separately).
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It should be noted that the deductible rates developed by the above
procedures are appropriate for the average insured. If certain
deductibles are generally purchased by atypical insureds, then the
results for those deductibles will be atypical. Rate relativities
should be adjusted to reflect such atypical distributions. &n
example of such a situation would be the very high deductibles, e.g.,
$1,000. Such a deductible is generally purchased by an insured who
has a car valued much greater than that of an average inaured. The
expected percentage loss savings for such an insured with a $1,000
deductible would undoubtedly be significantly less than the size of
loss distribution for the average insured would indicate due to the
greater value of the car. The rate relativity should be adjusted to

reflect this.

In the foregoing paragraphs the proper matching of premiums and
lc':ssea was discussed as it pertained to the experience period and the
future rate relativities between deductibles. The shift in distribu-
tion by deductible may also impact trend data. If comprehensive or
collision data were examined for all deductibles combined, e.g., Fast
Track data, the trend for the underlying experience period would be
understated due to a shift to higher deductibles. In Table 4 an
extremely simple example illustrates how a shift to higher deductibles
would result in an apparent downward "trend" in losses when in

fact there were no trends in the loss components.
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TABLE &

) ) 3) 4) (5) 6)

Claim Claim Loss

Year Exposures Claims . Losses Cost Frequency Cost
x 10,000 1,000 $1,000,000 $1,000 102 $100-
x+1 10,000 900 800,000 889 92 80
Change from x to x + | 0z -102 =202 -11z -10% -202

Asgumptions: 1. All coverage in year x and x + 1 was $100 and $200
deductible, respectively.

2., The L.E.R. to go from $100 to $200 deductible was 80X.

3. The C.E.R. to go from $100 to $200 deductible was 90X%.

4. There were no other differences in conditions from
year x to year x + 1, i.e,, no change in claim cost

or claim frequency by deductible.

5. (4)=(3)/(2); (5)=€2)/(1); (6)=(3)/(1)=(4)X(5).

The problem of shifting distributions by deductible can be reduced by
examining trend data separately by deductible. Nevertheless the

innate lag in the payment of claims might create an improper match
between paid loss and exposure data used in determining claim frequency

and loss cost (pure premium) trends.

Substantial shifts in the distribution of insureds by collision
deductible might even impact property damage liability (P.D.L.) loss
data. For example, if insured A had 5100 deductible collision
coverage and incurred $180 worth of collision damage, then insured A
could collect $80 from his own company. If insured B caused the

accident, then insured A's company could collect $180 from insured
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B's company and should return the $100 deduct ible to insured A.

The total P.D.L. loss would be $180 for that claim. To simplify the
example it is assumed that exactly the same situation occurred one
year later except that insured A had a $200 deductible. With a $200
deductidble insured A could not collect from his own insurance company.
Insured A would have to seek recovery of his loss on his own.
Collecting on a liability claim requires aubstantially more effort
than collecting under first party coverage. If insured A did not
seek recovery, there would be a reduction of one claim and $180 in
losses for P.D.L. This would result in a reduction in P,D.L.

claim frequency and loas cost. As the average claim cost for P.D.L.
has been greater than $180, the average claim cost would actually
increase due to the elimination of a small claim. It should be noted
that such a situation would only be expected to affect a small number
of P.D.L.claims, and therefore, the effect on P.D.L. trend data would

be much less than on collision trend data.

THE INSURED

Physical damage insurance is not compulsory, but it may be required
for the life of the loan if the car is financed. Ar the car ages
many insureds drop collision and possibly comprchensive coverage.
Thus there is a gradually shifting mix of insureds in the data over
time. While paid loss data is not as current as premium data in
calendar year ratemaking, the match of premiums and losses is only
minimally affected. To make rates for a somewhat different group of
ineureds in the future, it is necessary to develop proper class and
territory rate relativities between risks so that a change in distri-

bution will not result in changes in overall loss ratios.
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The shifting mix over time of insureds purchasing coverage might
impact physical damage trend data. On the other hand the mix of
insureds would be relatively consistent in P.D.L. trend data because
the need for coverage is not a function of the insured's car.
However, there are overall demographic shifts which might have some
impact on trends for both P.D.L. and physical damage coverages.

There has been a gradual population movement from urban to suburban
and rural areas. This shift has largely been to areas with lower
loss levels and lower rate levels. With the shift to more rural
areas has come an increase in multi-car families. Multi-car insureds
receive a multi-car discount on each car becausc of lower losses per
car than single car insureds. Both of these shifts may not continue
in the future. There has also been a pradual increase in the average
age in the general American population. This has resulted in a
decreasing percentage of youthfull operators and an increasing percent-
age of adult and "over 65" operators. This gradual shift has been to
insureds with lower loss and rate levels. All of these shifts have
resulted in a small declining effect on average rates and on loss

trends for all coverages.

ECONOMIC & OTHER CONDITIONS

Recent inflationary trends of over 102 a year in automobile damage
repair costs have exceeded the cost increases in the overall economy.
These large repair cost increases were primarily due to the rise in
crash parts prices resulting from the increasing cost to produce such

parts and prabably from the monopolistic nature of crash parts
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production. Consideration of inflation as the most important economic
factor impacting insurance costs must recognize that inflationary
rates have been volatile, and therefore, past trends may not be the

best indicator of future conditions.

Inflation also causes increases in the cost of both new and used
cars. As insurance rates for the physical damage coverages reflect
the price of the car when new (symbol), they increase with the price
of the car. In recent years auto manufacturers have increased the
prices of their new cars during the model year as well as at the
beginning of the model year. As symbols have been sssigned to a car
at the inception of the model year, these subsequent auto price
increases have not resulted in any additional premium revenue which
was needed to offset the increased loss potential. While used cars
generally decrease in value as they age, inflation generally hélpa to
reduce the magnitude of this decrease and thereby lessen the decrease
in losses on these cars. Thus losses remain high through the life of

the car and losses on new cars are larger then losses on old cars.

A recession or a severe slowdown in economic growth generally includes
a decrease in new car sales. This results in a short term reduction
in premium levels from what would otherwise have been expected. In
the past new car sales have rebounded s¢ that in the year(s) following
the recession a large number of new cars would be sold. In the long
run the distribution of cars by age has remained relatively constant.
To make rates for a different mix of insured cars by age (and symbol
too) in the future, it is necessary to develop age (and symbol) rate

relativities between cars as precisely as possible.
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In the past reduced economic growth had meant a reduction in the
inflation rate. Recently stagflation, reduced economic growth with a
cont inuing high rate of inflation, has resulted in continued large
cost increases with no premium increascs, or even decreases, due to

the decline in the sale of new cars.

In recent years the exchange rate for American dollars has vacillated
and has generally decreased for most countries exporting cars

to the United States. While resulting increases in the cost of
foreign cars have led to higher rates and losses for them, increases
in the cost of foreign car parts have only led to higher losses.
These higher losses have been in addition to the increased loases

due to inflation. Repairs of foreign cars have also been more costly
because of the limited availability of replacement parts and repair
services. Also foreign cars have been increasing their share of the

market steadily through the 1970's.

One of the reasona for the increased popularity of foreign cars is
their greater fuel efficiency. Only in the late 1970's did domestic
auto manufacturers seriously begin to develop fuel efficient cars in
response to increased consumer demand and federal regulation. Fuel
efficiency has become an important consideration because of the

uncertain availability and cost of gasoline.

The gasoline shortage in 1973-4 resutted in fewer miles driven and
reduced claim frequencies. Aa the reduction in mileage driven
exceeded the decrease in claim frequencies, it is likely that the

mileage eliminated was of a lower frequency nature. The recent and
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continued shift to more fuel efficient cars should reduce the need
for gasoline from what it otherwise would have been. Thua a decline
in gasoline usage would not necessarily translate into an equal
decline in claim frequencies. This would be particularly true for
comprehensive claim frequency which inctudes many perils largely

unaffected by gasoline usage.

For a ratemaking experience period refiecting reduced claim frequencies
due to a temporary gasoline shortage, e.g. 1973-4, it is necessary

to adjust claim frequencies to expected levels as if no gasoliane
shortage occurred. Such an adjustment should probably vary by region
as the claim frequency reductions probably varied by region. In
addition, this atypical experience might cause distortions in both
collision and P.D.L. trend data untess adjustments arc made to remove

the effecta of the temporary gasoline shortage.

Of fsetting to at least some degree any claim [requency reductions due
to reduced gasoline usage has been the increase in claim costs due to
bigher energy costs. In addition, more fuel efficient (smaller) cars
have also been shown to have worse loss experience than larger

cars.

If claim frequencies might be reduced in the future because of the
uncertainty of reduced gasoline usage, there would undoubtedly be
public pressure to reduce rates or expected rate level needs.

I1f claim frequencies did not decline as anticipated or they rebounded
to past levels, then rate increases would be nended, and nceded

immediately, sooner than they could be implemented,
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While the prior paragraphs dealt with uncertain reductions in gasoline
supplies, it is possible rhat the federal government could ration or
otherwise substantially limit gasoline supplies for an extended

period of time. Under such conditions consideration should be given
to reducing expected claim frequencies in the ratemaking formula. At
the same time premium income would probably be reduced because of a
reduct ion in the number of cars driven and a shift to lower rated
classes. The reduction in gasoline supplies is one example of an

economic factor which could impact both premium and loss data.

Comprehensive data can be distorted by a catastrophe or a series of
catastrophes. To make adequate and stable rates, losses from such an
occurrence(s) should be excluded from the experience period. A
provigion based on s long-term average of such losses should be

included in the rates even if no catastrophe onccurred.

TREND

While the prior section discussed changes in economic and other
conditions in general terms, this section will concentrate on the

wore specific reflection of these changes through trend data,

Experience period losses can be trended to future levels by use of
physical damage data, property damage lisbility data, econometric
indices or some combination of these items. Of course, physical
damage data most closely reflects all past changes in physical damage

losses. It is also distorted by the change in the distribution of
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insureds by deductible. As discuseed in the section on deductibles
this distortion can be reduced, but not eliminated, by examining
trend data by deductible. The alternate approach of adjusting trend
data to a common deductible basis requires modification of at least
some points of trend data which might distort the resulting trend
factors. If individual size of loss distributions are not available
for each point to be adjusted, then the adjustment factors themselves
have to be estimated further increasing thc liketihood of inaccurate

results.

Because comprehensive provides coverage for losses due to catastrophes,
storms and other irregular occurrences, the use of comprehensive data
for trend may require additional judgmental adjustments. Changes in
the distribution of losses -by peril can be due to unique conditions

or continuing long term trends. While the latter should be reflected
in the trend data, the former should not be reflected. Thus trend
factors based on comprehensive data may be even less accurate than

trend factors based on collision data.

Like collision data property damage liability (P.D.L.) data reflectsa
damage to primarily automotive parts. Damage to non-automotive parts
and the third party nature of P.D,L. losses may cause some small
distortion in using P.D.L. trend data to measure trends in collision
losses. As P.D.L. claims require longer time to settle, P.D.L. trend
data is not as current as physical damage trend data. As noted in
the section on deductibles, P.D.L. data is only minimally impacted by

the change in distribution of insureds by deductible.
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P.D.L. coverage pays claims from the first dollar of loss whereas
physical damage coverages are generally subject to a deductible. The
trend in physical damage deductible losses, therefore, exceeds the
trend in P.D.L. losses. The trend in physical damage deductible
losses is analogous to the trend in excess losses explained by Mr. J.
T. Lange in his paper “The Interpretation of Liability Increased
Limite Statistica™, PCAS LVI, 1969. For cxample, if the inflation
rate applicable to automobile damage is 10%, then a $400 P.D.L. claim
will be $440 in the following year, If the exact same occurrence
were paid under & physical damage coverage with $200 deductible, the
loss would be $200 one year and $240 in the following yeer, or 20X
higher, The use of a P,D.L. claim cost factor of only 10X to trend
physical damage losses would obviously understate the increase in
physical damage losses. To adjust for this understatement in
expected physical damage losses, the dcductible can be added back on
each claim, then the P.D.L. trend factor can be applied to the total
damage amount, a;d finally the deductible can be removed from each

claim as shown in Table 5.

TABLE 5 (Losses in Thousands)

) (2) 3 (4)

$200 Deductible P.D.L. Trended $200 Deductible Losses
Losses Claims Trend {(1)+(2)x5200]X[1.0+(3)])-{(2)Xx3200]
$1,600 . 2,000 102 $1,800

The calculated trend in $200 physical damage losses ia +12.52

($1,800/$1,600-1.0) in this example.
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As the mix of parts damaged in comprehensive losses differs from that
in P.D.L. and collision losses, there may be a difference in trends
for these lossea, As noted earlier in this section, apparent trends
in comprehensive losses may even be caused by shifts in the distribu-
tion of leosses by peril, Any long term trends in comprehensive
logses due to such shifts would not be reflected in P.D.L. trend

data, although they should be.

Inflation leads to an increase in physical damage claim frequencies
by causing previously uninsured (small) accidents to exceed the
deductible level and thereby become collectible. Thus, the applica-
tion of a P.D,L., claim frequency trend factor to physical damage
losses would understate future levels of physical damage claim
frequencies. As P,D.L. claim frequency has been decreasing about 22
or )X per year, no change in collision clnim frequency has generally
been assumed. Because no congistent patteran in comprehensgive claim
frequency has been identified and comprehensive covers perils differ-
ent than P.D.L, and collision, no change in comprehensive claim

frequency has generally been asaumed.

By definition insurance data reflects historical facts, and therefore,
may not be reaponsive to current and future conditions. Economic
indices may provide leading indicators of changes in physical damage
losses. Furthermore, econometric mondels may cventually succced in
predicting future physical damage losses, or at least future claim
costa. Of course, such models must provide an acceptable fit to
actual physical damage 1oss trends which are affected by many

different economic and other conditions.
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As discussed in the section on economic conditions, the increase in
the cost of new cars has resulted in a gradual increase in symbol
{based on cost new), and therefore, rates for new cars. This increase
has been partially offaet by the shift from larger to smaller less
expensive cars. The resulting increase in symbol can be measured by
the change in the average symbol insured separately for comprehensive
and collision coverages. As a car ages it generally has decreased in
value, and therefore, its rates have gradually decreased in relation-
ship to new car (age 1) rates. To reflect changes in the volume of
new cars purchased as well as their increase in price, the average
age and symbol factor can be examined separately for comprehensive
and collision coverages, Average symbol and average age and symbol
relativities must be examined separately by coverage and deductible
because of different rate relativities by coverage and distributional

differences by coverage and deductible.

As discussed in the section on the insured, there has been a gradual
population movement from urban to suburban and rural areas with an
increase in multi-car insureds. There has also been a gradual
decrease in the percentage of youthful operators. Both of these
factors, which result in a small gradual decrease in average rates,
can be measured by examining the change in average rates on the

current rate level after excluding any age and symbol changes.

Reviewing average class plan or average age and symbol relativities
over some experience period may be difficult. When such relativities
have been revised during the experience period, the change in the

average relativity may be distorted. To adjust for this distortion,
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one set of relativities (preferably the current one) can be substi-
tuted for any other set of relativities in effect during the experi-
ence period. Because of the extensive degree of detailed data
needed, it may not be possible to make this adjustment by class or
age and symbol group. In such a situation approximate adjustments

could be made,

To thie point discussion of premium and loss trends has concentrated
on historical data. This may not be the best indicator of future,

or even current conditions. All factors impacting premium or loss
trends must be considered. To ensure the responsiveness of trend
factors to current and future conditions judgmental wmodifications
should be made as necessary. Trend factors could be selected to be
higher or lower than past trends., If trend factors vary by region or
state, minimum and maximum trend factors could be used to ensure the

reasonableness of individual trend factors.

RATING SYSTEM

In addition to the typical rating variables of class and territory,
physical damage rates have traditionally varied by age and symbol of
car. As illustrated in Table 6, cach symhol has represented a dollar
range to which each make and model of car in the new model year has
been assigned based on its cost when new. As more expensive cars
have generally cost more to repair or replace than less expensive
cars, rates for more expensive cars (higher symbols) have been

greater than rates for less expensive cars (lower symbols).
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TABLE 6

Price New Symbol Comprehensive Rate Collision Rate
$0 - 1,000 1 $ 90 $ 180
1,001 - 2,000 2 90 180
2,001 - 3,000 k] 90 180
3,001 - 4,000 4 100 200
4,001 - 5,000 5 110 220
6

5,001 - 6,500 155 250

In the 1970's many insurance companies began to collect data by make
and model of car. This was accomplished by recording data by auto
manufacturer vehicle identification number (V.I.N.)}. Analysis of

this data indicated that cars of similar value could have substantially
different experience. This has led to the modification of aymbols by
make and model of car, or vehicle series rating (V.S.R.) as it is

frequently called.

After a symbol has been assigned to each make and model of car

(vehicle series) for a new model year based on price new at the
beginning of the model year, an experience modification is made to

it. The experience modification is based on the latest available
combined comprehensive and collision data by V.I.N. for the predecessor
of that vehicle series. Loss ratios are examined so that differences-

in distribution of insureds by class, territory and deductible are
reflected, For example, a vehicle series that is driven by a dispropor-
tionate number of higher rated operators would be expected to have higher
than average losses as its rate would also be higher than average.

The loss ratio for each vehicle series is then compared to the loss
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ratio for all vehicle series combined for that model year. The
resulting relativity indicates how much better or worse that vehicle
series has been than the average. As both comprehensive and collision
rates will increase or decrease significantly due to a change in
symbol, 2 threshold wmust be exceeded before a symbol is increased or
decreased. The threshold can be established in several ways. One
amount, e.g. 20% better or worse than the average, can be used. A
decision rule which requires an indicated change greater than the
resulting change in combined comprehensive and collision rates is

more precise but also more complex (see examples in Table 7.)

TABLE 7
Symbol Indicated Indicated
Based On Change Required Change Required
Price New to Upsymbol to Downsywbol
4 +10% -10%
5 +252 -10%
6 +252 -20%

In both of these approaches a maximum change of one symbol at a time

has been permitted, but greater changes might be indicated and could

be implemented.

Reviewing data for every vehicle series poses obvious credibility
problems. The Highway Loss Data Institute (H.L.D.I.) has been
collecting the loss and exposure data by V.1.N. of many large auto
insurers and publishing results by make and model. H.L.D.I. collects
data separately by deductible and separately for youthful and non-youth-

ful operators so that results by make and model can be normalized,
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i.e., adjusted to a common distribution by deductible and age
category of operator. This removes most distortion due to a dispropor-
tionate distribution of youthful insureds by deductible or make and

model.

Even with H.L.D.I. data many vehicle serics have only a small volume
of data. To produce meaningful results for every vehicle series a
credibility procedure is required. This can be accomplished by
credibility weighting the indication of the vehicle series with the

indication of a similar group of vehicle series.

When an entirely new vehicle series is introduced, there is no data
on which to base an experience modification. A similar situation
occurs when a vehicle series is changed so that experience of past
model years is substantially different from the expected experience
of the new model year. 1In both cases, it can be assumed that the new
model year of the vehicle series will have experience comparable to a

agimilar group of vehicle series.

In addition to evaluating symbols for the new model year, symbols
(including previous modifications) can be annually reevaluated on
earlier model years (resymboled). By the second resymboling the
review of symbols for a model year can be based on the data for that
model year. Modifying a symbol on a new model year vehicle series
has no impact on a company's policy issuing system because the new
car is being covered on the policy for the first time. On the other
hand, modifying a symbol on older model years requires the ability
(by hand or automatedly) to rerate policies by V.I.N. The size and
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complexity of accomplishing this task automatedly cause a substantial
impact on a company's policy issuing system as V.I.N. data must

be accurate and accessible.

Rating cars by make and model as describerld above has little impact on
overall premium levels, However, it does provide for more accurate
rates by vehicle series. In the long term it may help to coatrol
increases in losses by encouraging auto manufacturers to build less
damageable and more repairable cars. While the above approach
modifies cost new symbols based on insurance experience, it is
possible that future developments will comprise of more sophisticated
rating by make and model including the modification of experience
indications based on engineering analysis to reflect substantial
changes in vehicle design which are expected to impact insurance

losses.

Physical damage rates have also traditionally varied by age of car,
Older cars cost less to insure than newer cars; cars generally
decrease in value as they age. Through the early 1970's the long
term inflation rate was less than 5% per year. The increased cost of
partial losses due to inflation combined with the decreasing value of
total losses due to depreciation resulted in decreasing losses as a
car aged as illustrated in Graph I. Thus it was appropriate to
charge less for a car as it aged. This was accomplished by applying

increasing discounts to the new car rates (age 1).
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Inflation

Net Cost

GRAPH I

Depreciation

Age 1 2 3 4 5 6

Since 1973 the high inflation rate has rapidly increased the cost of
partial losses. It has also caused cars to depreciate more slowly.
Consequently the net effect of inflation and depreciation has b.een
no change or an increase in losses as a car aged as illustrated

in Graph II.

Inflation

GRAPH 1I Net Cost

Depreciation

Age 1 2 3 4 5 6
In reality insureds did not receive lower rates because rate revisions
for subatantial increases had to be implemented to overcome the
inappropriate age discounts. The combination of age discounts and
rate increases frequentiy caused rates to fluctuate as a car aged as

shown on Graph III.

Age
Rate

GRAFH IIT

Age 1 2 3 4 5 6
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While Graph 1I1 assumed modest annual rate revisions and age discounts
in alternate years (ages 2,4,6), Graph IV illustrates a less stable

situation with infrequent rate revisions for large increases (ages 3,

5).

Age
Rate

GRAPH 1V

Rate Increase = R

Age 1 2 3 4 5 [

Model year rating (M.Y.R.) is reducing these problems by assigning a
rate to a car based on'its model year. The model year rate generally
stays the same until an overall rate revision is implemented. Thus

M.Y.R. more closely matches rates and costs than age rating as illus~

trated on Graph V.

Net Cost

Model Year Rate

GRAPH V

Age 1 2 3 4 5 6
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As new cars continue to cost more to insure than old cars, rates for
newer model years continued to be higher than rates for older model
years. As each new model year is introduced, it is rated a percentage,
e.g. 5%, higher than the preceding model year to reflect the higher

insurance cost of new cars.

The absence of age discounts and the shift in distribution to newer,
higher rated model years results in more stable rates and a significant
growth in premium income under M.Y.R. as illustrated in Table 8.

This growth translates into a comparable reduction in overall rate
level need from vhat would otherwise have been indicated. The
combination of premium growth due to M.Y.R. and reduced rate level

need resulte in approximately the same indicated rates as under

age rating.

TASLE 8
Comprehensive Collision
(1) (2) (3) @) 5) (6)
Model Rate Dist, in  Dist. in  Rate Dist. in  Dist, in
Year Rel. Year X Year X+1  Rel. Year X Year X+1
x+1 1.05 - 92 1.05 - 102
x 1.00 92 11 1.00 102 12
x-1 94 11 11 .92 12 12
x-2 .88 11 1 .85 12 12
x-3 .83 11 1 .78 12 12
x=4 .78 11 11 .72 12 12
x~5 .73 11 11 .66 12 12
x=6 .69 11 11 .60 12 10
x-7 .65 25 14 .55 18 8
Comprehensive Collision

(7) Average rate relacivity in year x: .786 743
(8) Average rate relativity in year x+I: .829 801
(9) Change in rate relativity: +5.5 + 71.82
(10) Approximate effect on rate level

indication: 1.0/[1.0 + (9)] - 1.0 -5.22 - 7.22
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While the same distribution of cars by age has been a reasomable
assumption in the long term, the distribution has varied in the short
term, However, a substantial change in distribution would be needed
to significantly impact the effect on rate level line (10) of Table
8. The future distributions used to weight the relativities must be
estimated. Consequently, exposures are generally used although

premiums would be more precise.

Model year rate relativities must be reviewed frequently to ensure
their continued appropriateness. Rates by model year allow responsive-
ness to better or worse experience between model years, which was not

feasible under the age rating system.

STATISTICAL IMPLICATIONS

After rat ing and ratemaking requirements have been identified, all

statistical implications must be determined. This is not to say that
statistical implications are secondary. On the contrary, before any
rating or ratemaking change is implemented, its statistical implica-

tions should be considered.

All data must have sufficiently high quality to have positive value
in rating or ratemaking. Inaccurate data can lead to inadequate or
excessive rates thereby damaging a company's fiscal or market position,

not to mention its credibility when errors are discovered.
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To develop quality data the coding of information should be logical
end simple. Instructions should be provided with examples as necessary.
Training should be & prerequisite for all new coders and for all

coders when there is a major statistical change.

As information needed to rate risks is usually recorded more carefully
than other data, code as rated is generally a good rule to follow.
However, if the rating acheme is too complicated, a significant
number of both rating and coding errors will result. In certain
situations it may be important to collect data in greater detail than
is used for rating. Review of such data should comsider its possible

lowet quality because it is not used in rating.

When the statistical implications of a change in rating or ratemaking
have been determined, then the cost of all facets of the change can
be weighed against all benefits of the change. This may lead to a
simplification of the rating system. While it may be necessary to
make a change in the rating system, the decision may be made to

forego the coding of less significant items of information. Detail
desired for ratemaking may have to be modified. For example, collect-
ing ratemaking data in complete detail by deductible, age and symbol,

V.I.N., etc. may not be feasible for a company.

Whatever data is collected can be edited to enhance its quality.
Field edits check the validity of certain columns of data: is a
particular class code valid? Relationship edits check the validity

of certain columns of data relative to other information about the
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insured: is a particular class code valid in a given state? Distri-
butional edits compare suvmmarized data of many insureds to determine
if the distribution by a particular category is atypical: is there a

disproportionate number of insureds in a particular class?

A similar problem to collecting data is that of summarizing the data
in the detail that is required to produce needed reports. The cost
of designing and implementing a particular rcport may exceed the

benefits of the report.

Once the decision has been made on what data to collect and what

reports to produce, methods of estimating required, unavailable data
may have to be developed. In addition, other affected areas within
the company must be informed of the limited availability of data in

certain detail as this may impact their operations.

The final review of the data rests with the ratemaker. Knowledge of
economic conditions and other factors affecting data during the
experience period allow the ratcmaker to determine the overall
reasonablenesa of the data. For example, the presence of a large
catastrophe may make comprehensive losses look overstated relative to
years without a catastrophe. The ratemaker would recognize the
effect of the catastrophe on the data and would be able to make the
appropriate adjustments to the data as discussed in the section on

economic and related conditions.
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CONCLUSION

After rates are developed by the ratemaker, they are subject to
management review. As the rates were devaeloped on the basis of
certain key assumptions about coverage, insureds, economic conditions
and the rating system, these assumptions should be considered in the
management review. If the rates are changed by management (or later
by a regulatory body), the original assumptions should be modified to
reflect the changes in rates. Whatever the final rates the modified
asgumptions underlying them should be transmitted to all involved

in the selling of insurance.

As actual economic conditions can vary substantially from the expecta-
tions underlying the revised rates, the ratcmaker should be continuing
to monitor available sources, e.g. Fast Track data, so that management
can be informed of changes -in the appropriateness of the rates. This
would allow the rate users in the company to adjust their assumptions
about the appropriateness of the existing rates even before revised
rates can be developed and implemented. The importance of good
communications within a company is another aspect of properly matching

premiums and losses to ensure appropriate rates.

As mentioned at the beginning of this section, the final formula
rates should be evaluated for overall reascnableness and responsive-
ness to current and expected conditions, The formula is a tool for
establishing such rates and not an end in itself. Therefore, it
should be modified as necessary to reflect changing conditions...for

today's formulas are tomorrow's antiquities,
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RATEMAKING FOR THE PERSONAL AUTOMOBILE

PHYSICAL DAMAGE COVERAGES
by JOHN J. KOLLAR
Reviewed by GALEN BARNES

Introduction

When I was asked to participate in the call paper program by re-
viewing a paper, I approached the idea with some apprehension.

I have never been involved in this side of the Society's endeavors.
Rather, I have been a benefactor of the quality submissions of my
colleagues and thelr reviewers in the past. That is not to say
that I have not had the opportunity to study in fine detail some

of the worthier papers as a student and examiner, but I have until

now kept counsel only with myself.

My compliments go to John Kollar for the careful deliberation given
and the time spent in the active role of providing us with a paper
for discussion. 1In all honesty, however, I expected a paper much
different in scope. When I was asked to review this paper 1 expected
to receive a recipe guide for a beginning student in my office to

use and read before he or she began asking the imponderable questions

that I will never be able to answer.

Given that I am not reviewing the paper I expected to review, does
that detract from my opinion of its value? Absolutely not. The
paper will, I believe, foster the type of discussion for which

this call paper program is intended. 1In addition, I believe it

is particularly significant that John represents a rating organiza-

tion and the reviewer an independent direct writer for automobile
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insurance. With different perspectives, surely the author and
reviewer will identify some diverging opinions that will increase

the level of discussion.

Deductibles

The paper is divided into various sections which I will abide by

for ease of presentation. The first section addresses deductibles,

The theme of this section is that a significant shift in the ex-
posure distribution by deductible during the experience period
under review may lead to an improper matching of premiums and
losses. An improper marriage will result in an inappropriate

base upon which projections to the future are applied, (e.g. trend)

for statewide rate indications, etc.

The distortion is to be eliminated by use of accident year results
as of 15 months or the use of 12 months of presumably calendar year
results adjusted to a common deductible. But we are to be wary
if the premium conversion relativities and the loss elimination

relativities are out of synchronization.

In this case it is stated that the actual rate level need may be
much greater than a superficial review of the overall data would
indicate. I believe that this statement needs to be made more

precise as I feel that what has been shown is that the rate level

for the higher deductible is relatively more imadequate than the
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lower deductible. When both deductibles are considered together,
the overall rate level for the two combined may indeed be equivalent
to the example when loss elimination ratios and premium relativities

are more appropriately aligned.

For several years the reviewer has used a calendar year incurred
loes approach for all deductibles combined and until recently this
approach has worked reasonably well. With the advent of deductible
roll-ups other approaches such as those suggested by the author
have become more important. They have not, however, replaced the

use of calendar year ratemaking based on incurred loss estimates.

Calendar year incurred losses are equivalent to accident year
losses 1f required and carried reserves are the same. The usually
small size of physical damage loss reserves relative to paid losses
will generally ensure only small distortion of results if the re-
quired and carried reserves are not exactly the same. But periodic
checking of loss reserve developments to assure reasonable accuracy

is advised. *

The use of total collision results will avoid some of the problems
of exactly determining the price for each deductible if financial
health is one of the wain objectives and a balance of experience
indications and reasonability is needed to price some of the
infrequently used deductibles. The reviewer agrees with the author
that it 1s essential to rate each deductible appropriately particu-

larly if there is a shift occurring.
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In addition to the methods for accomplishing appropriate deductible
rating suggested by the author, the reviewer has used the technique
of reviewing the trend in loss elimination ratios for judgmental

selection purpeses. For example, an LER for calendar year n of .12
and an LER for calendar year n +1 of .09 will produce an intuitive

feeling if a judgmental selection is appropriate.

The deductible section of the author's paper also speaks briefly
to the impact of deductible shifts on trend. The reviewer will
speak to this igsue in the section on trend. One facetious
parenthetical comment is in order, however, in regard to the
comments about the impact of deductible shifts on property damage
liability. An actuary working for only one independent company
always assumes that third party claimants will pursue claims,

if only for $5.

The Insured

The theme of this section 1s that demographic shifts of insureds
and changing vehicle population characteristics may impact trend

and possibly the matching of premiums and losses.

The author has pinpointed some of the socfetal effects that may
have an impact on both trends and the experience base. There
are other socirtal, demographic, and vehicle changes that also

come to mind which are likely impacting these actuarial measures.

- 210 -



While the list is not exhaustive, it includes the following:
a) Greater metropolitan density on average. While there
are more suburbanites, they are clogging the urban
streete and to a greater extent than in the past,

the suburban streets.

b) Greater claims consciousness fueled by the perceived

decline of affordability.

c) More damageable and expensive to repair vehicles than

existed in the past.

d) More small cars being hit by big cars.

The reviewer agrees that the societal changes considered by the
author will likely result in a small declining effect on average
rates and loss trend for all coverages. There are other factors

though that conceivably have a counterbalancing effect

Trend

The theme of this section is to describe the strengths and weak-
nesses of various bases for selection of trends for physical damage
coverages, Distortions caused by deductible shifts; comprehensive
catastrophes; the use of first dollar PDL severity trends; and the
use of PDL frequency trends to estimate physical damage frequency
trends are explored among other considerations. Also considerations

of premium trends are addressed.
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This section of the author's paper is filled with items for
discussion and thought. But to add emphasis to the author's
remarks or rather to put them in perspective I attach Exhibits 1
and 2 which are rough calculations of the effect of deductible
shifts on comprehensive and collision trends. The deductible
shift effect on comprehensive is seen to be negligible on
frequency, severity and pure premiums. For collision the effect
18 negligible on severity but noteworthy on frequency and pure

premiums.

The point of these exhibits is to caution that the valuable
information to be gained from reviewing physical damage trend
data should not be ignored to the exclusive use of PDL data.
Comprehensive and collision trends are subject to distortions
as 1s the PDL data but as John states "all factors impacting
prenium or loss trends must be considered...judgmental modifi-

cations should be made as necessary."

Informed judgment 1s the actuary's best tool and I believe this

is particularly true in the choice of trends.

_Rating System

The theme of this section is to describe a new rating system to
reflect vehicle series and model year rating. The new system is

a clear example of the continued improvement in actuarial technology
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and the ability to handle complex information systems. The author's
description is concise, well done, and highly recommended to those

who have not been living with VIN for the past several years.

The only comments that I feel are in order are as follows:
1) It is my hope that we soon can support a differentiation
in symbols for comprehensive and collision to reflect the
likely expected loss difference between the twa coverages

by vehicle series.

2) 1 also hope that first party injury coverage differences

by vehicle serjies can be reviewed.

3) I can testify to the large task of obtaining accurate VINs

in computer records for resymboling needs.

Statistical Implications

The theme of this section is that statistical implications of
rating plans or changes thereto should be considered. The author
has identified several points to bear in mind as the ratemaker

designs statistical plans and formats reports.

The reviewer would only add that in order for information to be
valuable in managing a company that it must be understandable and
significant to non-actuaries. Data that produces actions is the

key and not actuarial full employment.
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Summary

John's paper is a well written exposition on some of the perplexing
problems to be faced by a ratemaker for personal automobile physical

damage insurance.

While my perspective as an actuary for an independent company differs
somewhat from John's, I believe that we both agree that the ﬁerplexing
problems must be dealt with. Furthermore, I believe we also agree
that actuarial judgment continues to be very important and that

various ways of approaching the problems must be considered.

John deserves commendation for his excellent treatment of the
subject. My review hopefully does not detract from the significance
of the paper for it is meant only to facilitate open discussion.

As a result the differences of opinion are highlighted rather

than the agreements, The agreements far outweigh the differences

but they have not been emphasized.
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$100

$150
$200
$250

$500

Company: ABC Insurance Company
State: X
Loss Elimination Study
Collision

$§ 50 Deductible Size of Loss Situdy

Exhibit 1
Sheet 2

Amount of No. of Total Total Losses
Settlement claims Settlement Eliminated
$1 - 50 121 3,748 3,748
over 50 1,714 1,028,917 85,700
Total 1,835 1,032,665 89,448

$100 Deductible Size of loss Study
$1 - 50 403 12,201 12,201
over 50 7,705 5,819,138 385,250
Total 8,108 5,831,339 397,451
$1 - 100 1,052 61,962 61,962
Over 100 7,056 5,769,377 705,600
Total 8,108 5,831,339 767,562
$1 - 150 1,673 139,522 139,522
Over 150 6,435 5,691,817 965,250
Total 8,108 5,831,339 1,104,772
$1 - 400 3,952 738,235 738,235
Over 400 4,156 5,093,104 1,662,400
Total 8,108 5,831,339 2,400,635

- 216 -



Company: ABC Inaurance Company
Statear X
Comprehensive
Effact of Deductible Shift

@) @ ) (£ 2] {5) (6) [£4] (8} (9) (10}
Calendar Year 1975 1975 1978 1975 1978
Bxposure Distribation Zstimated Claims Statistics Col. 2 x Col. I x Col. 2 x Col. ) x
peductidle gal, ¥r. ;3 Cal, yr. 78 Severity Irequency Pure Premium Col. § Col. § Col. 6 Col. 6
roll 9,920 9,860 (321 072 £§10.37 714.2¢ 709.92 $102,870 $102,248
s 50 a0 130 157 .056 8.79 4.48 7.28 703 1,143
100 - 10 187 .041 7.67 - .41 - 77
Total 10,000 10,000 718.72 717.61 103,573 103,468
Yotes, (1) Beverity Pull Coverage: Calandar Year 1975 actual average incurred cost (AIC)
# 50 Ded.: Full Coverage AIC x 50 Ded. LER = 144 x [(2310689 - 342747) + (7525 ~ 1611) % (2310689 + 752
100 pad,: Full Coverage AIC x 100 Ded. LER = 144 x 310689 - 596055) ¥+ (7525 - 3236) % (2310689 ¥+ 752
(2) Prequency Pull Coverage: Calendar Year 1975 actual frequency
$ 50 Ded.: Full Coverage Frequency x 50 Ded. LER = 072 x Es:s - 1631) % (7525
100 pad.: Pull Covarage Prequency x 100 Ded. LER = .072 x ({7525 - 3236) 4 (7525}
Conolusionss a.) Prequancy Based on 1975 Distribution = .071%
Based an 1978 Distribution = .0718 0718 # .0719 = .999 99917 & 1.000
b.) Beverity Based on 1975 Distribution = §l44.11
Basod cn 1978 Distribution = 144.18 8144.18 § §144.11 = 1.000
@.) Pure Fremium Based on 1975 Distridution = § 10,36 173
Based on 1978 Distridupion = 10.38 $10.35 ¢ $10.36 = .999 (.999) 4 l.000
'
N
R
~
1

T 3s8ys

Z 3ITqryxy



s B
\n
g |

$100

s250

$500

Exhibit 2

Sheet 2
Company: ABC Insurance Company
State: X
Loss Elimination Study
Comprehensive
Full Coverage Size of Loss Study
(1) (2) (3) (4)
Total
Amt. of No. of Total Losses
_ Settlement Claims Settlement Eliminated
$1 - 50 1,631 48,047 48,047
over $50 5,894 2,262,642 294,700
Total 7,525 2,310,689 342,747
51 - 100 3,236 167,155 167,155
Over $100 4,289 2,143,534 428,900
Total 7,525 2,310,689 596,055
$1 - 250 5,864 566,295 566,295
Over §250 1,661 1,744,394 415,250
Total 7,525 2,310,689 981,545
$1 - 500 6,576 818,350 818,350
Over §500 949 1,492,339 474,500
Total 7,525 2,310,689 1,292,850
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A fundamental problem of pricing insurance is:
When all is known about claims from an accident-or
policy-year, that year is too old to be relevant for
next year's coverage. Thus, our ancestors began using
aggregate historical patterns to estimate how incurred
costs of recent periods would mature to full ultimate
value.

The common accident-year model will be referred to
as a representative of these development methods. The
cost of claims from an accident year can be estimated at
each of several points of time. The estimate at one
time divided by the estimate at the previous time is an
observed development ratio, Development stages are
defined by a series of evenly-spaced time intervals
measured from the beginning of each accident year. The
latest observed ratios for each stage are usually
averaged to estimate how a recent accident year yet to
reach that stage will develop when it does pass through.
The compound product of develcpment ratios over all
stages after a certain stage until the end of time - or
to some prudent horizon - is a development factor for an
accident year which has reached that stage.

The costs used in the process are usually the

estimated incurred costs of claims reported to date.
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The assumption that this statistic will follow historic
patterns rests on a belief that claim personnel who
establish reserves are both consistent and uneducable.
Using paid costs instead of incurred costs is more
objective, but disregards all information about open
reported claims. There is a tradeoff of advantages to
be considered.

Pricing insurance is like predicting adult traits
of the next unborn generation of a species. Offspring
are born and then grow teeth, hair, claws or fins and
learn to walk, swim, hunt or fly and grow to adult size
and strength. We can observe how youngsters of past
generations have passed through stages to become adults
and so can predict how todays children and adolescents
will ripen. This is even called "development”.

But in predicting the next and future generations,
we must allow for evolution. 1In times of rapid
evolution, many previous patterns of development into
adults may not be accurate because the adults will be
different. It becomes necessary to zxamine the very
latest information about members of the species at
every stage,. ,

Evolution is called "trend" by an actuary. Trend

factors are calculated across accident years much as
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development factors are calculated across stages of
maturity. So, the costs of a future accident year is

estimated by essentially this formula:

Cost of

a recent times development times trend
accident factor factor
year

This paper compares the common accident-year model with
the uncommon closure-year model. Whereas an accident
year includes all accidents or incidents occurring in a
year, a closure year includes all claims reaching

final disposition during a year regardless of when the
incidents occurred.

Closed claim data offer the most recent objective
information about final costs of insured risks. In
times of uncertainty, this can be tremendously important-
particularly when new methods of claim management or
other aspects of claim disposition are significantly
affecting costs independently from circumstances of true
original incidents.

Closure-year models are uncommon because they do
not represent an insurance product. Accident and policy
years are more natural. Closed claim data is not
temporally aligned with claims arising from, reported

in, or covered by policies issued in a recent period.
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Closure-year models are difficuit to assemble.
Ideally, you should have closure data for claims
arising from all prior occurrence periods within a
conservative horizon. Relying upon open claim
reserves to represent early periods can cloud important
distinctions between risks. Furthermore, unless the
insured population is stable and your data source is
universal, you must have exposure indices for each
occurrence period. For application to a future coverage
year, each occurrence period component of a closure
year must be separately trended in the traditicnal
algebraic model. Pure premium trends are the most
natural, or they may be split into frequency and claim
size portions. The use of external cost indices and
trend residuals is not recommended without considerable
study into how claim costs are determined by occurrence-
period, closure-period, and intermediate-period influences.
The simplest conception of a closure-year model for

representing an accident year is
M

Accident Year (T+1)_ Accident Year (T-3j+1) Trend
cost per unit EE Claims Closed in Year T Factor
Accident Year (T-3j+1) to Year
J=1 exposures T+1 from
(T=9+1)

where M is the number of years required for all claims
to be closed. More interesting and useful models will

be presented in later sections.
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The most serious conceptual problems with
closure-year models relate to the passage of time
over long horizons. We toil and spin in a multi-
variate world of infinite dimension in which relations
between finite sets of factors do not remain constant.
Significant changes over only a few years, however,
mean important variables have not been included. The
inability to recognize and usefully measure important
influences is the true conceptual difficulty in any
model. Other time-related problems will be discussed
later.

Another criticism of closure-year models is that
they ignore information offered by open claims. They
resemble an extreme of payment development models.
This criticism, however, leads us to see the value of
closed claim data as fully-developed factual information
about claims now reaching final disposition. During
any times of changing claim management approaches or
disposition methods which may affect costs, closed
claim data should at least be used to supplement an
accident-year model. The algebraic construction of
closure-year models suggests closed claim trends
correspond to accident-year development factors and

certainly can explain and guide their selection.
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Tllustrations.in this paper will mostly be drawn
from the medical malpractice claims study of the
National Association of Insurance Commissioners,
which is the most extensive closed claim research
effort in the public domain.

AN ALGEBRAIC MODEL

The model described hereafter relies on the work
of Archer McWhorter (2), with some important variation.
Let us define M to be the number of years required
for all claims to be closed, or at least a reasonable
horizon where remaining claims may be aggregated with

little loss of precision, and

N(t) = the ultimate number of claims for occurrence
year t,
n{t,u) = the number of claims from occurrence year t

closed during closure-year u,

g(j) = the fraction of occurrence-year claims closed
in the j-th year, j=1 through M,

r(t) = the claim frequency trend in year t, or
N(t)/N(t-1)

We can first use the number of claims closed in
year T to estimate N (T+1) by a set of M equations:
n(T'j+l:T) = —————
T riT-k+2)
k=1

or, if the claim frequency trend is reasonably constant,

n(T-j+1,T) = N{(T+1) * g(3) * r~J
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The following table illustrates the estimation of

N(1979) and the set of gs for various assumptions of

a constant frequency trend. Claims closed in 1978 in

the jth year from date of occurrence were equally

divided between the jth and (j+1l)th years preceding

1979. The sensitivity of the projected claim volume to

the assumed frequency trend is readily apparent.

Estimated closing pattern for
1979 occurrence year:

Paid Claims

i Closed in 1978 r= 1.00
1 441 .059
2 916 .123
3 998 .134
4 1,194 .160
) 1,308 .175
6 1,047 .140
7 676 .090
8 388 .052
g9 200 .027

10 112 .015

11 57 .008

12 35 .005

13 24 .003

14 18 .002

15+ 61 .008

Projected number of
claims arising from
1979 occurrences 7475

1.05

-049

.106
121
.152
.175
. 147
.100
.060
.033
.019
.010
. 007
. 005
.004
.013

9537

1.10
.040
.091
.109
.143
172
.152
.108
.068
.039
.024
.013
.009
.007
.006
.021

12,221

1.15
.032
.077
.096
.133
167
.154
.114
.075
. 045
.029
.017
.012
.009
.008
.032

15,743

Source: NAIC Malpractice Claims, Vol. 2, No. 2 (1980).
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Once the rs have been specified, the above M expressions
give us M+l unknowns. Since the sum of the gs equals
1.000, solutions can be found for N(T+1l) and each g(j).
3=1,2,...,M,

Now we divide the range of claim sizes into L
intervals using a sequence d4(0), 4(1), d4(2), ..., d(L)
where d(0) = 0 and d(L) is a coverage limit or else
d(l-1) is some practical bound and d(L) is infinity.
then we define:

C(k) = average claim cost between d(k-1) and d{k),
P(kIj)=probabi1ity of a claim closed in the jth year
having a cost between d(k-1) and d(k),
P(j)=probability of a claim closing in the jth year,

Y{t)=total claim costs for occurrence year t.
S(t)=claim size trend in year t.

A straight forward algebraic construction of

Y (T+1) is
L M
Y(T+l)= N(TH1) S Clk) E: P(klj) - P{§).
k=1 J=1
Ordinarily, P(j) = g(j). Evaluating each P(k|j) and

C(k) from closed claim data would begin by examining the
distribution of claims closed in year T for each of the
latest M occurrence years. This subset of claims for

each occurrence year may be more homogeneous then the
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whole and more likely to follow a theoretical pattern
such as a log-normal distribution.

If a density function can be found to describe
the size of claims closed in year T for occurrence
year T-j+1, then P(klj) can be evaluated by the
definite integral from a{k-1) to a{k), where

a(k) = d(k)
3
1_r s (T~k+2)

k=1

of, if the sizé trend is reasonably constant,

a(k) = da(kx) - 573

A first approximation for C (k) may be the average
of closed claim amounts between d(k-1) and d(k). 1If
L is large, then that may be sufficiently precise.
Otherwise the effect on the average in each interval
from a translation of the density functions could be
determined using modern programmable calculators.

Those who think continucusly may readily observe
that if the density functions can be generalized to a
joint function of both claim size and year j, then

Y(T+l)=N(‘I‘+l)2 dg“‘) x £(xs™3, §) dxdj

o o

If the size of a claim is independent of the interval

from incident to disposition, then

£(x,3) = £(x[3)9(3) = £(x)3(5) and so
Y(T+l) = N(T+1) %“ dgL) x £(x5"3)g(3) dxdj.
(o] o}
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A great many other algebraic models may be devised
which rely on a knowledge of trends and claim size
patterns.
Trending Methods

Some closed claim studies {1 and 6) have used
trending methods to attempt to reduce the temporal
alignment differences by "adjusting" the size of each
claim to what might be expected for a common occurrence
pericd. There have been two problems with these methods:
(1) They are too simple - relying on elementary curves
with only primative measures of significance or none at
all, and (2) such techniques assume time passage affects
claim costs totally independently of all other factors.
The latter problem will be discussed in later sections.
Some approaches to resolving the first problem appear
here.

Closed claims have been commonly used to indicate
claim size trends. Changes in the distribution of
these claims among accident years, ranked by maturity,
distort the patterns. Better understanding of both
size and frequency trends can be gained by displaying
closed claim data by closure period and maturity
simultaneously. The NAIC publications (3, 4 and 5) give
us good illustrations of how this may be done. Due to

the obstinance of some insurers, however, we are unable
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to observe reliable frequency patterns from this
source.

The NAIC maturity and closure period table
provides ratios of claim sizes from consecutive
closure periods for each maturity range. The measures
of variance also shown allows us to use one-way and
two-way analysis of variance on the array of ratios
to determine if significani patterns are present.
Regression methods may be used across closure periods
within maturity ranges on either ratios or dollar
amounts but only on ratios across maturity ranges within
closure periods.

Interpretation of the horizontal and vertical
patterns requires some premise of whether the closure
period influences costs independently of occurrence
periods and maturity. In the simple trending methods,
this distinction is overlooked because the time spans
for which trend factors make adjustment have the same
width whether measured between occurrence dates or
between closure dates. If closure periods have an
influence, then significant differences observed between
maturity ranges within closure periods could mean
trend factors should differ between maturities. Other-

wise, such differences describe changes in trend ratios
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across occurrence periods. A simple exponential trend
is appropriate only of no significant differences are
observed in the array of ratios. Otherwise, you must
interpret the differences before you can select the
series of trend factors to apply in an algebraic

model such as previously described.

A reasonable way to deterﬁine whether costs are
influenced by the closure period independently of the
other factors is by reviewing correlations between
claim costs and external indices for occurrence and
closure periods. Again, the NAIC (5) has thoughtfully
illustrated how this can be accomplished. Average paid
claim costs are arrayed by closure and occurrence
periods for various severity of injury ranges. Correla-
tions can be tested for medical indexes, price indexes,
and other economic indicators. One tenable theory is
that temporary injuries or losses are compensated at
actual costs in the period of occurrence while
permanent disabilities are compensated with regard to
prices and price changes at the time of disposition.

For a line of insurance like medical malpractice,
precision may be gained by using trending methods to
describe the residual claim cost changes remaining

after adjustment using economic indexes and also by
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separately reviewing trends by type or severity of
loss.

Claim Size Distributions

From the wealth of published material about size
distributions come two principal mathematical prob-
ability functions: the logrithmic normal distribution
and the gamma distribution. The rationale behind using
the log-normal is the central limit theorem from the
depths of probability theory. This theorem says the
_sum of items taken from similarly distributed
populations tends to be normal. The size of a claim
is the product of a great many factors in this multi-
variate world, so the logarithm of claim size is the
sum of many terms. Even if we do not know all the
factors, we can still consider whether observed claim
size patterns are log-normal. The gamma distribution

is a more general one.

Pensit PRt ¥ 2

sttt et ) e _ X!
KT o X ()

Mean: e~ =%/a. F/c

Variance: A “rTea-"_/J )’/c,_
- (1) /e
Skewness: (g"*..g_) Y!"t—l Z/fs,‘

Mode: ¢_"‘ -
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The symbols,u and CV in the log-normal formulas
represent the mean and standard deviation of the
logarithms. The gamma formulas are determined by two
constants, § and €. For a gamma function to be of
interest to us, usually ¥ must be greater than 1.000,
which means that the mean must exceed the standard
deviation. Unfortunately, this condition has ruled
out gamma distributions for most types of insurance
which have been critical problems recently because of
the uncertainty of claim amounts as well as frequency.

A simple way to determine whether observed data
might reasonably be described as log-normal is to see
how well the mean and variance of the logarithms of
observed claims fit the formulas above. The
hypothetical mean and variance of the logarithms can
be found by an iterative process since the sum of the
log-mean and half the log-variance equals the
logarithm of the object mean. The skewness and kurtosis
of the logarithms should each be near zero. Skewness
is a measure of asymetry. Kurtosis is a measure of
non-normality.

Some computational formulas for skewness and

kurtosis are:

Skewness= = (x3)-3 =(x?) (S x)/n + 2 (% x)3/n2

n EI(X‘) - (SX)Z/n]3/2
n=l
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Kurtosis=£(x4)-4z(x3) & x)/n + 62 (x2) lZX)z/nz-3(Sx)4/n3_3

nl:}:i!ﬂ: (£x) Az./_n—‘]_ 2
n-1

If your data has fewer than 1000 paid claims, these

computations may be more easily done on a programmable
calculator than by convincing busy data processing people
to give you sums, sums of squares, sums of cubes, and
sums of fourth powers of both paid claim amounts and
their logarithms with double precision.

Very likely, no theoretical distribution will fit
observed insurance claim size data for several reasons
such as these: 1) A popular premise is that small
claims are overpaid and large claims underpaid. 2) Some
groundless claims are paid for amounts less than probable
defense costs(nuisance claims). 3) Many claims cluster
about certain "target values" due to the need to
approximate uncertain costs. 4) Economic factors operating
over the occurrence, reporting, or closure period will
"blur" the distributions. The latter effect may hinder
analysis of accident-year claims as well as closure-year
claims. Each is likely to be the sum of a continuum of
log-normal distributions which will not be log-normal.
(Products of log-normal distributions may be log-normal,
but not sums.)

These departures from theoretical patterns can be
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simulated on programmable calculators. The log-normal
distribution, for instance, can easily be generated

from standard random normal number generating routines.
Such efforts can be tedious but necessary if the density
function cannot be modified or successfully integrated

to find theoretical means, variances, and skewnesses to
be compared with descriptive statistics from actual data.
The Gini Index

The Gini Index of Concentraéion is another interesting
statistic for comparing distributions. Named.for its
Italian inventor, the Gini index is a tool used in
economics and demographics to measure inequality of
distribution.

The associated Lorenz curve, L(x), in our application,
represents the fraction of total claim costs which relates
to claims closed for $x or less. The Gini index, G, is
the ratio of the area between L({x) and an equal distribu-
tion curve (a 45-degree line when L is plotted against
percentiles) to the total area beneath such curve. If the
range of claim sizes is divided into k intervals by a
sequence 0, d(l), d4(2), ..., d(k) and p(t) is the percentage
of paid claims at d(t) or less, then a standard method

for calculating the Gini index is:

k-1
G=1 - 5 (p(t+l) - p(t)) E(d(tﬂ)) + L(d(tﬂ .
t=o
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Since the indexes are linearly related, very
likely a great many dramatically different distribu-
tions could have the same Gini index (9). Nonetheless,
the Gini index can be appropriately applied to a set
of distributions understood to be substantially similar.
Changes in the coefficient of variance, skewness, kurtosis,
modality, or any feature in the shape of a distribution
will affect the Gini index.

The Gini index comes from a class of statistics
with asymptotically normal d;stributions, known as
"U-statistics". Tests for significance of differences
exist beyond the scope and allowed length of this paper
(8). Multiplying a distribution by a constant does not
change the Gini index, but the index is sensitive to the
number and selection of data points used in its construc-
tion (11). Our application concerns substantially
similar distributions with the same means, so the use of
a static set of data points should not distort comparisons
of Gini indexes.

The following exhibit illustrates a comparison of
claim distributions according to descriptive statistics
and Gini indexes. The pattern shown first is for 421
paid claims closed in the second half of 1977 arising

from occurrences in the first half of 1974 as reported
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COMPARISON OF CLAIM DISTRIBUTIONS

NAIC Malpractice Claims Random generation
from first half of 1974 Random generation from log-normal with
closed during the from a log-normal small claims overpaid and
seccnd_half of 1977 distribution large claims underpaid
Size of Number Amount Number Amount Number Amount
Claim of claims of claims of claims of claims of claims of claims
$ 1l to $1,999 80 $ 74,080 1,571 $ 1,654,718 226 S 211,673
2,000 to 4,999 101 308,656 1,804 6,071,217 191 626,524
5,000 to 9,999 64 427,712 1,785 12,976,943 170 1,230,519
10,000 to 19,999 55 716,925 1,698 24,339,768 157 2,212,814
20,000 to 49,999 59 1,671,057 1,738 55,477,202 141 4,461,099
50,000 to 99,999 32 2,029,632 818 57,184,521 63 4,481,277
100,000 to 199,999 19 2,634,312 378 52,642,581 29 4,199,820
200,000 to 499,999 7 1,690,535 169 49,257,642 12 3,063,956
500,000 to 999,999 3 1,713,312 26 17,331,377 10 7,315,137
1,000,000 and over 1 1,400,000 __3 22,441,297 1 1,251,388
421 $12,666,221 10,000 $299,377,266 1000 $29,054,207
Mean $30,086 $29,938 $29,054
Standard Deviation 92,263 87,727 91,541
Log—-Mean 8.89 9.15 8.84
Log-Standard Deviation 1.64 1.54 1.67
Gini Index .763 .704 .765

- €T -



by the NAIC (5). A log-normal distribution with the
same mean and standard deviation should have a log-mean
of 9.14 and a log-standard deviation of 1.53. a random
generation of 10,000 log-normal numbers with approximately
the same sample mean and standard deviation is shown for
comparison. Several smaller simulations strongly suggest
the differences in these statistics and in the Gini
indexes is more than random.

The higher Gini index for the NAIC data suggests a
greater peakedness which might plausibly be explained
by the hypothesis that small claims are overpaid and
large ones are underpaid. A random generation of 1000
claims from a population with log-mean 8.83 and log-
standard deviation 1.70 produced the third pattern
shown in the exhibit after claim amounts less than
$1000 were amplified by a factor which increased from
1.00 to 2.00 as the amount decreased from $1000 to $0
and the excess portion of claims over $500,000 was
multiplied by .75. The differences between this third
pattern and that of the NAIC data are well within the
bounds of random variation.

DIFFERENCES BETWEEN RISKS
The greatest value of closed claim data is as

factual information on the costs of insuring certain
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risks. If our fears about temporal alignments can be
overcome, we should be anxious to use closed claim data
for determining the attributes or classification schemes
which distinguish individual risks. Recent accident-year
data refined by class or attribute may not disclose
differences, or may display false differences, since
development factors are typically based on aggregated
data.

One way to examine the claims costs effect of a
certain attribute, such as smoking for drivers or
board certification for physicians, would be to construct
separate algebraic models for each data group. But that
would be subject to the weaknesses of all the trending
methods and would be a laborious task, especially if
the attribute has several values.

Multivariate statistical methods can be straight
forward and enable the researcher to either control or
manipulate several variables at once. Hence, if temporal
alignment is feared to be influencing comparative
observations from closed claim data, then a sensible
remedy should be to include time values in a multivariate
analysis. Such methods are able to recognize the inter-

actions of factors, so the earlier criticism of simple
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trending methods which assume time affects costs
independently of other factors becomes less worrysome.
Multivariate statistical methods have an advantage
of precision. The significance of differences observed
for any any variable is measured by comparing those
differences to measures of "error", “unexplained”, or
"random" variance. When other factors are present which
"explain" additional portions of the variance, then the
error variance is reduced. Seen this way, multivariate
methods are indispensible for reviewing closed claim dqta.
In the remaining pages attention is given to analysis
of variance and multiple regression. Thorough and
understandable discussions of these methods can be found
in the references (12 and 14). Brief mention will be
made of more advanced methods and their application.

Analysis of Variance

The NAIC studies (4 and 5) have a great many
illustrations of analysis of variance. The basic
concept is very elementary. Variation between group
or cell means is compared against residual or random
variation "within" groups. For several factors and
several groups, it is analogous to tests using the
standard t-statistic for two group means.

The F-test for significance assumes the populations

are normally distributed. The computation process assumes
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homogeneity of the variances within groups and that the
dependent variable has continuous measure with equal
intervals. The latter assumption is not of concern in
our applications. Non—hbmogeneity of variance increases
the residual variance and makes the F-test more con-
servative. Simulation models with pure premium distri-
butions - products of non-normal frequency and amount
distributions - on a programmable calculator have found
non-normality to also reduce F-ratios. Nevertheless,
the NAIC analysis {4 and 5) have found several large
F-ratios. The conclusion is that analysis of variance
with standard F-tests is very robust. Nonparametric
analysis of variance methods based on rankings may be
used to verify results, but are less powerful for
detecting false hypotheses.

The following tables and calculations illustrate
the concept of analysis of variance with two independent
variables. The illustrated analysis seeks to determine
whether the average cost of physicians' malpractice
claims differs by type of practice and uses the year of
claim disposition as a "control" variable. Occurrence
year may be a more natural control or possibly both

occurrence year and time required for disposition could .
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PHYSICIANS AND SURGEONS
MALPRACTICE CLAIMS BY TYPE OF PRACTICE AND YEAR OF CLAIM DISPOSITION

Type of
Practice Closure Year
1975 1978 1877 1378 Total
Institutional Claims 88 108 86 89 371
Indemnity 1,420,734 1,313,063 1,607,970 2,695,430 7,037,197
Prof. Corp. or Ptnship Claims 873 1,370 1,333 1,585 5,161
Indemnity 18,646,181 27,808,980 33,798,124 54,212,985 134,466,270
Self-Employed Claims 1,775 2,674 2,457 2,730 9,636
Indemnity 37,207,032 60,277,675 57,968,550 89,203,413 244,656,670
Employed Claims 150 201 293 219 863
Indemnity 2,705,521 3,188,934 7,433,108 5,423,285 18,750,848
Resident Claims 3 10 8 13 34
Indemnity 194,333 128,705 116,875 100,411 540,324
Total Claims 2,889 4,363 4,177 4,636 16,065

Indemnity 60,173,801 92,717,357 100,924,627 151,635,524 405,451,309
Total sum of squares of raw amounts: 68,739,329,480,645

Source: NAIC Malpractice Claims, Vol. 2, Number 2 (1980).
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Computations for Analysis of Variance

Correction from raw amounts to _ (405,451,309 2 -
deviations from the mean - 16,065 10,232,851,796,051
Total Sum of Squares = 68,739,329,480,645

-10,232,851,796,051
58,506,477,684,594

Between All Groups Sum of Squares = E E Qnder’.\nitx)2
types years claims

= 10,684,688,432,954
-10,232,851,796,051
451,836,636,903

Between Types of Practice
Sum of Sqguares = E (_Z ingg@nitz)z -c

types Z claims

= 10,264,702,339,317
-10,232,851,796,051
31,850,543,266

Between closure years 2
Sum of Squares = Z (z_i_ndemr.xitxl__ -c
years Z claims

= 10,621,930,858,946
-10,232,851,796,051
389,079,062,895

Interaction Sum of Squares = 451,836,636,903
- 31,850,543,366

-389,079,062,895

30,907,030,742

Residual Sum of Squares = 58,506,477,684,594
- 451,836,636,903
58,054,641,047,691
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Between types

of practice
Between Years
Interaction
Residual
TOTAL

FINAL ANALYSIS OF VARIANCE TABLE

Degrees of

Freedom_ _

Mean
Squares

7,962,635,817

129,693,020,965

2,575,585,895
3,613,959,229
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F-ratio significance
2.203 .066
35.887 .000
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beused in a three-way analysis of variance. Closure
year was selected for ease of illustration.

In the final Analysis of Variance Tatkle, the sums
of squared deviations from the means ("sum of squares"”)
are divided by the statistical degrees of freedom to
achieve "mean squares", which are the estiﬁates of
variance used in this process. Each of these is compared
with the residual mean squares to determine the level of
significance. Note that if closure years had not been
included in the analysis, the residual mean squares would
have been greater, the F-ratio for types of practice would
have been lower, and the level of significance would have
been greater. (The level of significance is the
probability observed differences could occur randomly.)

Multiple Regression

Multiple regression estimates the magnitude of
relations between factors and has more general capability
then analysis of variance. Control variables can be
included more naturally. If the number of observations
in the groups or cells are unequal, multiple regression
is preferred. There is an RZ statistic to describe the
portion of total variance "explained"” by the set of

independent variables and an F-ratio for significance.
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However, the calculations are much more extensive.
Desk calculators are impractical beyond four or five
independent variables.
The desired expression is of the form

y=A +Bf1) X (1) + B(2) x (2) + ... + B(N) X (N)
where Y is the dependent variable, the set of X's is
the set of independent variables, and the coefficients
A and B(l) to B(N) are found to minimize the squared
deviations from the predicted values. The process
requires solution of a set of equations:

r(l,1) b(l) + ... + r{l,N)b(N} = r{y,1)

riN,l)b(l) + ... + r(§,N)b() ='r(y,N)
where r(i,j) is the correlation between X (i) and X(j),
r(y,i) is the correlation between Y and X(i), and b (i)
is the standardized regression coefficient.

The importance of a single factor X(k) is usually
evaluated by the significance of the contribution it
makes to RZ. Multiple regression strategies are a
modern art form, admirably discussed by Cohen and Cohen
(12). For our applications, the preferred strategy
apparently is to first include the necessary control

variables such as time of occurrence, determine an R2
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for this limited set of independent variables, then add
the particular variable of interest such as age, gender,
or marital status, and redetermine Rz.

Because of random fluctuations, any variable added
to the set of independent variables will always increase
Rz. Most researchers prefer to use a corrected or

2 which is a better estimate of the

"shrunken" R
population R2. With k independent variables and sample
size n, the corrected value is:

R2 =1 - (1-R?) Ef_kf_l

In the simple case of two.independent variables,
we can define the simipartial correlation, sr, of Y
and X(2) to be the correlation between Y and X{2) not
related to X(1l). Then,
R%=(r2(y,1)+xr2(y,2)-2r(y, Lir(y,2)r(1,2))

2 l-r2(1,2)2
sré=(r(y,2)-r(y,1)r(1,2))%/(1-r2(1,2))

F(X(2))=sr2(n-3)/(1-R%).

Independent variables must be discrete or nominal
for analysis of variance, but may be continuous for
multiple regression. Continuous variables usually
provide the greatest information value.

Discriminant Analysis

A set of independent variables may be used to

estimate group membership as the dependent variable.
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Most applications discriminate between two groups, but
discriminant analysis can be adapted to three or more
groups. Some natural applications for insurance are
classification of risks and answering claim management
questions: Which claims will be paid? Which claims
will include law suits? What will be the outcome of
arbitration? Which claims will reopen?

Discriminant analysis is becoming recognized as
a highly sophisticated risk management tool. As soon
as any untoward incident occurs, the particulars may
be fed into a discriminant function at a computer
terminal and the likelihood of a compensable event is
rapidly determined. The risk manager can promptly
act to contain the costs. This technology is being
introduced at hospitals in various parts of the
country. The basic data is from closed claims. The
exclusion of incidents which have not produced claims
may not seriously reduce the predictive accuracy in
many instances. Even if extensive incident data is
available, insurance claim costs are clearly necessary
in corresponding detail.

The selection of predictive variables is another
modern art form. Separate discriminant functions

should be constructed for nominal variables such as
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gender, marital status, and medical specialty.
Astonishingly, negative or highly positive correla-
tions between independent variables increases dis-
criminatory power (13).

After discrimant analysis has been used to predict
which claims will result in payment, a natural step is
to use multiple regression to estimate the amount of
payment for each - a loss reserving method.

A genuine time problem may result if such techniques
are based on internal data sources only. For instance,
if a hospital constructed and periodically revised
its discriminant function for compensable events based
on its own data, then its own success at decreasing
costs would also decrease the predictive accuracy of
the predictive variables. Costs would then increase
again until predictive power is reestablished. The
insurance industry has cycles like that.

Factor analysis is an extremely complex computational
methodology for discovering natural dimensions behind
a number of simple quantitative measures. Psychological
tests, for example, measure qualities by asking a great
many questions. Most often researchers are not aware of
the fundamental dimensions and must seek to learn these

from many simple measures.
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This analytic technique may eventually be used
to find comparatively few important complex dimensions
represented by the several hundred variables in closed
claim data collection instruments of recent studies.

DESIGNING CLOSED CLAIM DATA

Underwriting, pricing, loss reserving, claim
management, and loss prevention are only separated by
brief steps and perspectives. The fact that claim
files typically contain only sufficient information to
establish coverage, establish defenses, and compute
payments should not validly prevent us from seeking
information important for other functions.

The data should be designed to answer important
questlions or test important theories. 1If the task is
so well defined, then questions can be easily imagined
relevant to the hypothesis and sample sizes determined
from formulas in the statistics books.

Unfortunately, the examples of closed claim
studies in the public domain have arisen from crises
in various kinds of liability insurance where there
have been low frequencies, phenomenal variances, myriads
of socio-underwriting theories pointing in all directions
and often conflicting, no deadlines for new theories,
unresponsive rating systems, and simplistic ratemaking

methods.
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Because of these situations, few assumptions
could be made about expected patterns or variances
from them and no specific lists of hypothesis could be
prescribed in advance. The first purpose of the closed
claim studies has been to provide an understanding of
the statistical dimensions and to evaluate the importance
of hypotheses as they become expressed. Classical research
designs and statistical analysis have had to come second.

The closed claim data collection instruments have
had to be comprehensive. With no reliable knowledge of
what factors may be importantly related to claim
occurrences or costs, or of the nature of those relations,
or of the variances from such, no sampling techniques
could be intelligently chosen and no data item could be
dismissed. Hence, the forms have been designed to
describe as completely as possible the insured, the
claimant, the relations of the insured and the claimant,
the incident, the relations of the insured and the
claimant to the incident, other persons and factors
related to the incident, the loss endured by the claimant,
the paths taken to final disposition, and the resulting
indemnities and expenses. Then hopes have been expressed
that the forms were not so formal as to preclude other

significant factors from being discovered.
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Actuaries bent on substituting fact for impression
should understand this background and learn from it how
closed claim data can be an imaginative source for
designing responsive rating systems, observing trends,
and answering important questions before c¢risis

situations occur.

- 252 -



REFERENCES

CLOSED CLAIM STUDIES

1. All-Industry Committee, Special Malpractice

Review:

1974 Closed Claim Survey - Technical

Analysis of Survey Results,

Insurance Services

Office,

McWhorter, Archer, Jr.,

3. NAIC Malpractice Claims,
Insurance Commissioners,
NAIC Malpractice Claims,
Insurance Commissioners,
December 1978.
5. NAIC Malpractice Claims,
Insurance Commissioners,
6. Product Liability Closed

New York, November 1976.
"Drawing Inferences from
Medical Malpractice Closed Claim Studies”
of Risk and Insurance, March 1978, pp.

Journal
79 94,
National Association of
Vol. 1, Number 4, May 1977.
National Association of
Vol. 2, Number 1,

National Association of
Vol. 2, MNumber 2, 1980.
Claim Survey: A Technlcal

Analysis of Survey Results,

Tnsurance Services

O0ffice, New York 1977.

GINI INDEX

7. Gastwirth, Joseph L.,
Curve and Gini Index"
Statistics, August 1972

8. Hoeffding, Wassily,

Asymptotically Normal Distribution”,

Mathematical Statistics,
Morrow, James S.,
of Maldistribution:
September 1977, pp.
Paglin, Morton,

10.

Review, Vol. LXV, Number

pp. 598-609.

11. Petersen, Hans-Georg,

on Classified Income Distributions,
and Gini Indices",
Number 1 (January 1979).

Lorenz Curves,
vol. 47,

ANALYTICAL METHODS

12.

"The Estimation of the Lorenz
The Review of Economics and

. pp. 306-3T6.

"A Class of Statistics with

The Annals of

Vol. XIX, 1948, pp. 293-325.

"Toward A More Normative Assessment
The Gini Index",
278-292.

"The Measurement and Trend of
Inequality: A Basic Revision",

Inguiry, Vol. XIv,

4 (September 1975),

The American Economics

"Effects of Growing Incomes

the Derived
Econometrica,

Cohen, Jacob and Patricia Cohen, Applied Multiple

ngre551on/Correlatlon Analysis for the Behavioral

Sciences, John Wiley & Sons, New York, 1375.

- 253 -



13.

14.

Eisenbeis, Robert A., "Pitfalls in the Application
of Discriminant Analysis in Business, Finance, and
Economics", The Journal of Finance, Vol. XXXII,
Number 3 (June 1977), pp. 875-900.

Rerlinger, Fred M., Foundations of Behavioral
Research (Second Edition), Holt, Rinehart, and
Winston, New York, 1873,

- 254 -



USES OF CLOSED CLAIM DATA FOR PRICING
BY R. MICHAEL LAMB

Reviewed by RICHARD S. BIONDI

I looked forward to reviewing this paper because, first, I was intrigued by the
title (I couldn't understand how closed claim survey data could possibly be
used for insurance pricing) and also because I thought I might learn something
about closed claim surveys. It also seemed interesting to review a paper
written by someone from the regulatory ranks since, as a rating organization
employee, I would probably find many areas of healthy disagreement. Anyhow,

here goes:

It seems that the first and most fundamental question about this paper is "how
can ¢losed claim date be used for insurance pricing without exposures?" The
answer, of course, is that it can't, at least not by itself. Nobody has yet
figured out a way to calculate rates without exposures (or at least premiums)
and, even more important and difficult, the earned exposures must correspond to
the same population and to the same time period as the losses. Perhaps it
should be menti(;ned that from a data processing point of view, processing of
exposures data is much more difficult and expensive than processing of losses,

both closed and open, because there are so many more exposure transactions.

Mr. Lamb recognizes that exposures are important on page 223 when he says ...
"unless the insured population is stable and your data source is universal you
must have exposure indices for each ocurrence period". Actually, looking at
things from the viewpoint of my employer, ISO, the population is never com-
pletely "stable" since we rarely have the the entire population and since
some companies affiliate and disaffiliate with 180 each year, it is necessary
to take great pains to make sure that comparable losses and exposures are
p;esent at all times. This is difficult because, for example, health care

facilities may self insure one year and insure with an ISO carrier the next.
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Runoff on losses must be reported long after reporting of premiums has stopped.

All insurers, even doctor owned JUA's, must be made to understand their report-

ing obligations. For reasons such as these, even the NAIC should not blithely

assume they have statistics for the entire population.

Anyhow, closed claim surveys don't capture exposures.

What good are they then for

ratemaking? Mr. Lamb mention several uses which 1 wish to discuss below:

1)

TREND

Data can be used to measure severity trends. For ratemaking, two types of
trend factors required are severity and frequency. Frequency trends can't

be measured with closed claim survey data because no exposures are available.
Severity trend, however can be measured. Some probiems still exist

however.

First, a long time period is required. Three or four years is probably

not enough time to really measure severity trend for malpractice. The
reason is that the malpractice severity for one claim can be represented
mathematically as a random variable having an extremely large variance

and, even if thousands of claims are collected, the variance of the mean

is still rather substantial. Hence, at any given time, the average severity
will fluctuate randomly about the expected value which would result from

an infinite sample. Illustration: In Mr. Lamb's data, the standard devia-

tion of the claim size distribution approximately equals $60,0001. Hence,
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if 5,000 claims are included per year in the trend data, the average
claim cost can be represented as a random variable having a standard
deviation of $60,000/V5,000 = $848.) Several years of data (7 or B)

are required to average out random fluctuations.

Second, closed claim trends can be distorted by changes in settlement
patterus. Assume,for example, that small claims tend to be settled
quickly, and large claims are settled more slowly and that insurers change
their practices so that they fight more large claims rather than settle
quickly. 1If this happens then initially the average closed claim severity
will drop, only to rise back up again several years later. If they decide

to fight more small claims, the same situation will occur in reverse.

Another distortion arises if, for example, the number of incurred claims
suddenly rises appreciably (because of either increasing claim frequency
or just an expanding data base). In this instance, since small claims are
closed first, the closed claim data suddenly shows a temporary large

influx of small claims along with a big drop in average severity.

Finally, the use of total limits data distorts trends since if insureds
purchase higher policy limits over time, average claim costs will rige,
all other factors held constant. To properly take this into account for
ratemaking, it is necessary to know the policy limit corresponding to each

claim.
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2)

On page 221, Mr. Lamb says, "using paid (i.e. closed) costs instead of
incurred cost is more objective, but disregards all information about open
reported claims. There is a tradeoff of advantages to be considered".

I'm sure there is a tradeoff of advantages (there always is) and I also
believe that use of incurred costs to determine ratemaking trends is
better for slow developing lines because information on open claims is
used. I'm not sure that use of paid costs is more "objective", especially
in situations where reserving methods remain unchanged, but where payout
patterns change. 1; would be nice to compare incurred trend data to
closed claim trend data to check whether any of the various possible
distortions are really significant. This has been done in my Attachment 1
where it is found that the two sets of data compare well in spite of the
possible distortions mentioned above as well as the facts that the two
sets of data were collected by two different organizations for different

popultations of claims.
LOSS DEVELOPMENT

Closed claim data can theoretically be used to measure paid loss develop-
ment on either a policy year or accident year basis. Although, this is
possible theoretically, in practice it would be necessary to accumulate
closed claim data for over 10 years ro really obtain loss development
factors since malpractice claims tend to develop over long intervals.
Furthermore, incurred loss development has generally been more valuable
than paid loss development for medical malpractice insurance pricing since

incurred loses develop much more rapidly.
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3)

On page 224 , residual mean s 9

n e b, Te quares = 3,614 x 10’ = varia i
size dlBttLbuElon for an individual class and year. Stﬂ:s:rgfdzlelm.
= V3.614 x 10° = $60,117 viacion

CLASSIFICATION DEFINITIONS

This may be the greatest application of closed claim survey data for
pricing since, in a closed claim survey, much detail is requested that
for cost reasons, is not requested in statistical plans. This additional
detail can be used profitably to define rate classifictions which have
statistically significant differences in experience. The only problem is
that the only data available is severity data, not frequency data. This
is too bad since the ISO srtatistics tend to show that the greatest pure
premium differences between the various medical malpractice rate clas-
sifications tend to be caused by frequency differences, rather than
severity differences. Still, the author carries through an interesting
example in which he tests whether the observed differences in average
severity between four risk classifications could reasonably be due to

random variation.

In the example, begining on page 240, the author reviews data consisting of
losses and claims separately grouped by class within closure year. Five
classes were included differentiating types of practice, i.,e. "Institu-
tional", "Professional Corporation or Partnership'", "Self-Employed",
"Employed” and "Resident'". Four years of data are shown. From the data,
calculations were made of the overall variance of the claim distribution,
and the variances of the class and years groupings (i.e. the variance

"explained" by the classifications versus the "unexplained" variance).
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An F-test was then performed to determine whether the variation in the
data from class to class could reasonably be explained as random or
whether the odds were overwhelming that real differences existed between
the classes. The year to year variation (undoubtedly caused by inflation)
could not possibly be attributed to random fluctuation. The class-to-
class variation could be random, even though the size of the data base was

large, i.e. $405,000,000.

One statement that the author makes on page 245 seemed misleading i.e.
"“Note that if closure years had not been included in the analysis, the
residual mean squares would have been greater, the F-ratio for types of
practice would have been lower and the level of significance (of the

data variation on the classes) would have been greater". Although this
statement is true the effect is negligibly small and in fact, no matter how
the test is performed the classes can't be conclusively shown to be

statistically different based upon the data provided.
CLAIM SIZE DISTRIBUTIONS

Closed claim survey data can be used to obtain claim size distributions
useful for the determination of increased limits factors. As usual,

there are advantages and disadvantages to using closed claim data over
occurrence data for this purpose. If, for example, companies bulk reserve
at all for malpractice claims, the occurrence claim size distribution
would tend to be artificially distorted at the lower claim size intervals.
On the other hand, since large closed claims tend to be very old, much
trending is necessary to adjust closed claim distributions to a present
cost level. Since any trend procedure carries with it many judgemental
assumptions, the claim size distribution, based upon closed claims only,

becomes largely a function of whatever trend assumptions were used.
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The author discusses in depth the use of the long-normal curve as a
best-fit approximation to actual claim size distributions. He finally
concludes that the log-normal curve does not provide a particularly good
fit by using & number of formulas for skewness and kurtosis (whatever
that is) and also by calculating a ''Gini Index of Concentration". One
thing that surprised me about all this was that I think he could have
proved the same thing (perhaps better) by doing a chi~square test on

the data.

The chi-square test is much more widely known and is, in fact, included

in the material which must be mastered to pass the Part 2 CAS exam. I
have attached to chig review (Attachment 2) a chi-square test of the
closed claim data which seems to show that a log-normal curve does not fit
malpractice claim data well. 1If the methods discussed by the author were
actually superior, I would have liked to see a little more explanation of

this.

The author also briefly discusses some of the mathematics underlying
mult iple regression techniques. This is a subject that we have some
experience with at IS0 since we use the multiple regression approach to
develop insurance trend models, making use of forecasts of data indices
external to insurance. The work that IS0 is doing is difficult, not so
much because of the mathematics involved, but because judgement and
experience is required to properly select the external indices (if they
exist at all) and to judiciously interpret the results. The author
doesn't really discuss any specific applications of multiple regression

techniques which relate to insurance pricing.
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Two other mathematical techniques that the author briefly mentions are
Discriminant Analysis and Factor Analysis. I didn't know anything about
either of these before 1 read the paper and don't know much now, other
than that both techniques are "highly sophisticated" and "extremely

complex." Apparently these methods can be used to, for example, evaluate
the likelihood of a claim being paid given many details about the claim
and about other claims paid previously. One statement I found puzzling

was that "the exclusion of incidents which have not produced claims may

not seriously reduce the predictive accuracy in many instances.”

Overall, I found the paper interesting and informative, to some extent
because the author often expresses a point of view different from that
which T normally hear at a rating organization. I certainly share the
author's conclusion that we should strive to find better ways to evaluate
the confusing array of data (all dara including closed claim data) that we

are paid to work with.
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(N
Policy Year
Ended

12/31/70
12/31/71
12/31/72
12/31/73
12/31/74
12/31/75

Explanation:

COMPARISON OF AVERAGE
CLOSED CLAIM SEVERITY DATA WITH

PHYSICIANS, SURGEONS AND DENTISTS

POLICY YEAR AVERAGE INCURRED SEVERITY DATA

(2) (3
Average Incurred Closure
Severity (000's) Year

$16.8
20.8
19.7 1975
22.9 1976
24.2 1977
34.0 1978

Attachment 1

(4)

Average Paid

Severity (000's)

$20.8
21.3
2.2
32.7

Data tn column {2) is IS0 total limits increased severity data for all physicians,

surgeons and dentists classifications reported to ISO.

Losses include all

allocated loss adjustment expenses, are evaluated as of March 3, 1978 and are

developed to 135 months of maturity.

Data in column (4) is taken from page 242 of Mr. Lamb's paper.

losses are

divided by claims for each of the four years shown for all of the classes

combined.
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Attachment 2

DETERMINATION OF WHETHER LOG-NORMAL CURVE
PROVIDES REASONABLE FIT TO CLAIM SIZE DISTRIBUTION DATA
USING CHI - SQUARE TEST

(1) (2) (3) (4) (5) 2
Expected ((3)-(4))
Size of Claim Ln of Size Number of Claims Number of Claims (%)
$ 1to$ 1,999 0to 7.60 80 90.6 1.240
2,000 to 4,999 7.60 to 8.52 10l 81.9 4.454
5,000 to 9,999 8.52 to 9.21 64 70.0 .514
10,000 to 19,999 9.21 to 9.90 55 64.6 1.427
20,000 to 49,999 9.90 to 10.82 59 62.7 .218
50,000 to 99,999 10.82 to 11.51 32 27.1 .886
100,000 to 199,999 11.51 to 12.21 19 14.1 1.703
200,000 and over 12.2]1 and over 10 9.0 A1
10.553

Explanation:

Columns (1) and (3) are taken from the closed claim survey data on page 237 of the paper.
The numbers in column (4) are determined by assuming that the number of claims per unit
log-interval is normally distributed with mean 8.89 and standard deviation 1.64 (taken

from paper). The Chi-square rest simply assumes that:

(a) Within & given interval the actual number of claims in a sample can be re-
presented by a random variable with a Poisson distribution where the expected
number of claims equals the variance. (This should be a good assumption for
malpractice claims where multiple related claims are uncommon). When the
expected number of claims exceeds 10, the distribution essentially becomes

Normal.

(b) The numbers listed in column (5) are each Chi-square distributed, each with
order 1. The sum of the numbers should be Chi-square distributed with order
8-3 = 5. 3 degrees of freedom should be subtracted because the mean and
standard deviation are taken from the data sample and the number of claims
in the 8th interval is automatically determined by subtracting the first 7

from the total.
Conclusion:

The total of column (5) equals 10.5§3. For a Chi-square distribution with 5 degrees

of freedom, the statistic should be less than 9.236 902 of the time. Hence it is
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I. Introduction

In this paper, we propose to discuas the claims-made approach
to pricing Medical/Professional Liability insurance. We will begin
with a brief summary of the historic context which lead the largest
medical malpractice writer in the country (St. Paul Fire and Marine)
to switch its book of business to claimgs-made. Then we will describe
in depth the claims-made concept itself: how it worka, how it dif-
fers from traditional occurrence coverage, what its inherent advan-
tages are, and what special problems it presents and how these might
be resolved. In particular, we will compare the accuracy of claims-
made and occurrence ratemaking under varying assumptions about a
changing claim environment. We will outline special features of
The St. Paul filings which distinguish them from previous claims-~
made filings by other carriers. Finally, we will highlight special
analytic tools which were developed to price claims—made coverages,
and will show how these same tools can aid the actuary in pricing
and reserving occurrence coverage as well. Let us look back at the
time before claims-mede to see how the decision to offer this cov-

erage evolved.
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II. Claims-Made: A Historic Perspective

The 1950's were an era of steady growth and moderate inflation.
Insurance companies generally did well. And "malpractice insurance",
as it was then called, was particularly favorable, although it was
such a small part of most companies' total book of business that they
did not bother to distinguish it from other general (non-automobile)
liability lines. Rates were very low and stable--or even falling--
throughout the period. Suing a doctor was almost unheard of; suing
and winning was even more unusual. Medical Liability insurance was
regarded 'peace of mind" coverage, if it was thought of at all

In the 1960's the situation began to change, as inflation
gradually accelerated throughout the decade. Moreover, "social
inflation'--a term coined to describe the inflation in value of a
tort in the minds of plaintiffs, attorneys, judges and juries--con-
sistently ran at a higher rate than economic inflation, adversely
affecting claim severity in all liability lines. Compounding the
increase in severity was an increase in frequency, brought about in
part by a "psychology of entitlement"--a feeling that an injured
party should be compensated even if negligence had not been proven.
This took the form of the erosion of traditional tort defenses,
especially in the malpractice area. Still, at the end of the decade,
Medical Liability did not appear to have deteriorated as much as some
other liability lines. Appearances were deceiving, however, since
Medical Liability insurers simply failed to recognize the impact of
claims that had been Incurred But Not Reported.

In the early 1970's the insurance industry was hit with a triple
whammy: severe recession resulting in the steepest plunge in the

stock market since the 1930's, soaring economic inflation, and price
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controls which held back rate increases while doing nothing about
social inflation. The combination of inflation and price controls
lead to inadequate rates on current business. Worse yet, reserves
on prior years--particularly reserves for Incurred But Not Reported
claims--had to be increased at the same time. Only much later did
it become apparent how unprofitable results from the late 1960's
and early 1970's really were. This placed further pressure on the
companieslsurplus. already dwindling due to the stock market col-
lapse. There were some who charged that insurers were trying to
make up for stock market losses by raising rates for their policy-
holders. All lines were affected by these conditions to some de-
gree but the "long tail" Medical/Professional Liability lines were
particularly susceptible due to their high ratio of reserves to
premium.

Some Medical Liability insurers responded to the "malpractice
crisis" by seeking astronomical rate increases. However, company
actuaries had difficulty in estimating IBNR and justifying it to
regulators. Where rate increases were granted, cries of "unafford-
ability" could be heard. Where they were not granted, carriers
pulled out of the market or, in at least one case, went bankrupt.
Availability at any price became a real concern.

For The St. Paul the situation was critical, even assuming we
could obtain any rate increase sought--a highly questionable assump-
tion. Costs were spiralling at such a rate that what had once been
a minor line was now large enough to place the entire company in
jeopardy if we guessed wrong about the IBNR. Something had to be
done to cut the exposure presented by the tail: either get out of the
business or find a way to expose ourselves to that risk a year at

a time and price it a year at a time. Out of that idea grew the de-

cision to try a claims-made approach. - 268 -



I1T. Claims-Made Coverage Concepts

The basic 1dea of clalms-made coverage {s simple: a
claims-made policy covers claims reported ("made”) during the
poticy period, regardless of when the wunderlying accident
occurred. This contrasts with an occurrence policy which covers
claims occurring during the policy period. “"Claims-made" is
not a new concept. Insurers have traditionally written some
professional 1liability 1lines and many bonds on a clalms-—made
basis.

The St. Paul has modified the claims-made policy concept to meet
the specific needs of professional liability insureds. First, an
insured who is in his first year of professional practice does not
need coverage for acts which occurred prior to his beginning
practice. The same 1s true of an insured who begins claims-made
coverage after letting an "occurrence basis™ policy expire. These
insureds need coverage restricted to accidents occurring on or
after the date that they first Degan jnsuring on a claims-made
policy basis. This need is metr by placing a “retroactive date” on
a claims-made policy and restricting policy coverage to accidents
occurring on or after that date. Second, the insured needs
coverage for claims reported after he retires from his occupation
-- "tail coverage” policies provide the necessary coverage. This
coverage 1is also needed in case of death, disability, or simply
changing insurance carriers.

At this point, we will define some of the coverage terms
which will appear throughout the remainder of the paper. A
convenient way to explain the coverages 1s to define the
occurrences covered in terms of accident period covered and
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reported period covered. This turns out to be convenient {n
pricing because insurance loss data contains both accident date
and reported date. If we can define the occurrences covered in
terms of these dates, then we can price the policies using
insurance loss data, even though that data may be collected under
“occurrence basis” rather than claims-made policies.

The matrix of losses by accident year and reported year that
we use is indexed differently than the traditional system of using
reported year for one dimension and accident year for the other.
For convenlence we replaced accident year by "accident year lag"
which is computed:

Accident Year Lag = Reported Year - Accident Year

We visualize losses in the Figure | matrix:

REPORT YFAR (J)

1 2 3 h 5 < 7
° Ld,l LO,Z ‘(),} 10,‘4 ‘\:,‘; L.\,L ‘rn"7
. 1 1 L
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’ : .. L | PR N
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[
! !’l,] hy l"’ ")c h "h,' [1,1 lh|'
FIGULE 1

NOTE: For convenience, we do not show lags greater than
four years in the matrix. In practice, we group
all losses with longer lags in the LAG 4 row.

With this configuration Li,j is the loss reported 1in year j
with accident year lag 1, (the accident year 1s j-1).
Notice that a complete accident year consists of a Northwest-

Southeast diagonal in the matrix. For example:
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Accfident year 1
= (Acc. year 1, report year 1) + (Acc. year 1, report year 2) + ...
= (Report year 1, lag 0) + (Report year 2, lag 1)

+ (Report year 3, lag 2) + ...
= Loy tlLp2tlpgtlyg+...

We are now in a position to describe some of the coverage
concepts 1in terms of the matrix above (in the examples which
follow, all policies are assumed written at the beglnning of year
j for a one-year term):

“Mature” claims-made policy. A policy which covers claims

reported during the policy period, regardless of accident date.
Such a policy written at the beginning of year j will cover the
jth column of matrix L in Figure 1.

First-year claims—made policy. A policy which covers only

the "lag 0" row of the jth column of L. 4n insured in his first-
year of a claims-made {insurance program would purchase this
coverage.

Second-year claims-made policy. A policy which covers the

"lag 0" and "lag 1" row of the jth column of L. An insured in his
second year of the clalwms-made insurance program would purchase
this coverage.

Occurrence policy. A policy which covers claims arising from
accidents occurring during the policy period. Such a policy would
cover a Northwest-to-Southeast diagonal of matrix L. This 1s the
traditional form of coverage in most 1liability lines.

Tail policy. A policy written for an insured who leaves the
claims-made program. It covers losses whose accident date lies in
the period during which the claims-made coverage was in force, and

whose reported date is after the insured’'s last claims-made policy
expired.
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Retroactive date. The earliest accident date for which
coverage 1s provided under a claims-made policy. Normally this
would be the date on which an 1insured's firat claims-made policy
commences. Only claims with accident date subsequent to the
retroactive date are covered by any subsequent clalms-made or tail
polic*.

We will illustrate these coverages with the example of a
_hypothetical 1insured who begins practice at the start of year 1
and retires four years later. He buys an occurrence policy to
c.over his first year of practice, then switches to the claims-made
program. He purchases first-year, second-year, and third-year
clalms-made policies for years 2, 3, 4 respectively. At the end
of year 4, he retires and purchases a tail policy. The policies

cover the Figure 1 loss matrix in the manner shown in Figure 2.

REPORT YEAR
1 2 3 4 5 6 7
0
1.
A 1
G
2
3
4

FIGURE 2
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An important point to note 1is that the coverage above is
equivalent to the coverage provided under 4 occurrence policles,

as shown in Figure 3 below:

REPORT YEAR

1 2 3 L 5 ¢ 7
&4
1
A 1
G
2
3
L

FIGURE 3

Although the coverage to the insured 1s the same under the
claims-made system as under the traditional occurrence system,
there {s an important difference in the timing of the premium
determination. To illustrate, the losses for report year & lag 2
are covered by the occurrence policy written at (and priced no
later than) the beginning of year 2, For our claims-made insured,
these losses would be covered by the third-year claims-made policy
written at the begianing of year 4. The claims—made system
allowed the insurer an extra two years to price this "lag 2" loss

element.
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IV. Claims—Made Ratemaking Principles

As noted previously, the major differences between the claims-
made and the occurrence policy lies not in the coverage provided, but
in the timing of pricing decisions affecting that coverage. Under
claims-made we are always pricing next year's claims. Under occur-
rence pricing we must take into account claims to be reported many
years in the future. The accuracy of any forecast is a direct
function of how far beyond the data the projection is to be carried.
A series of simple examples will illustrate this principle as it
applies to claims-made and occurrénce policies.

Let reported.year J=0 represgent the last year of history, J=I
represent the claims-made year we are pricing, and let (0,1), (1,2),
(2,3), (3,4), (4,5) represent the components of the cccurrence year

we are simultaneously pricing.* In terms of the diagram we have:

Future (Projections)

History 1 2 3 A _5

Lo,0 Lo,1

Lo L L2

Lo Lo Ly,3

L3.0 L3 Ly g

Y0 Lagr fus
(c-) FIGURE 4 (Oce)

* Actually it might be more accurate to state that reported year
J=-1 is the last year of history, since 1) there is typically a
six month lag between the end of the experience period and the
effective date of a filing, and 2) an additional six months be-
tween the effective date and the average date when the new price
is in effect. Since this would have the same effect on pricing - 274 -
both occurrence and claims-wade policies, it will be ignored for

the sake of simplicity here.



Now let us assume L = $200; that

=- L =L =L =
0,0 " 1,0 = 2,0 " 3,0 " layo
is, losses reported in the last year were produced in equal propor-
tions from occurrences in the last five years. Also let's say we
forecaat that losses will increase at a rate of $20 per year for each

lag. Then our diagram becomes:

Future (Projections)

Historz 1 2 3 _4 N
$200 $220
$200 $220 $240
$200 $220 T 5260
$200 $220 5280
_s200 220 __$300
$1,000 $1,100 FIGURE 5 $1,300
(c-m) )

It is immediately apparent that next year's occurrence policy
is more expensive than next year's claims-made policy, in this case
by $1,300 - $1,100 = $200. The First Principle of Claims~-Made Rate-

making states: A claims-made policy should always cost less than an

occurrence policy, as long as claim costs are increasing. Further-

more, the greater the trend, the greater the difference will be.
For example, asuppose we underestimated inflation by $10 per year per
lag. Then our diagram would become:

Future (Assuming Change in Trend)

History 1 2 3 4 5
$200 $230
$200 $230 $260
$200 $230 $290
$200 $230 $320
_s200 _s230 5350
§1,000 51,150 FIGURE 6 $1,450 275 -

(c-M) (Oce)



Now the difference is $1,650 ~ $1,150 = $300. But consider
what happened to the relative rate levels. The claims-made rate
level proved to be inadequate by $1,150 - $1,100 = $50 or 4.5%,
The occurrence rate level turned out to be inadequate by §$1,450 -
$1,300 = $150 or 11.5%.

The result is obvious when you think about it. But it is
fundamental to understanding the difference between claims-made
and occurrence ratemaking. In fact, it deserves restating as the
Second Principle of Claims-Made Ratemaking: Whenever there is a

sudden, unpredictable change in the underlying trend, claims-made

pviicies priced on the basis of the prior trend will be closer to

the correct price than occurrence policies priced in the same way.

Stated another way, the confidence interval about the projected
losses for a claims-made policy is narrower than for an occurrence
policy priced at the same time.

In addition to a sudden unexpected change in cthe underlying
trend there is another type of change that plagues actuaries pricing
long-tailed tines: a sudden unexpected shift in the reporting pat-
tern. Let us see how this would affect pricing accuracy under the
two types of policies. First, recall our projections by referring
back to Figure 5.

Now let's see what happens if we have a $20/per year/per lag
shift rtoward later reportings; that is, $20 of what would normally
be reported in lag O is not reported until lag 1, $20 from lag |
moves to lag 2, etc. {(Note that only the first and last lags are
affected since the others have the same dollars shifting in and out,
and the same total dollars are reported.) Then our example looks

like this:
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Future (Assuming Change in Reporting Pattern)

History 1 _2 _3 4 N
$200 $200 5200 5200 $200 $200
$200 $220 $240
$200 $220 $260
$200 $220 $280

_$200  _su0 280 $320  §360  _ 3600

$1,000 $1,100 FICURE 7 $1,380

Under these circumstances, the mature claims-made policy is
atill priced correctly (as we would expect since the total dollars
reported is unchanged), although a first year claims-made policy
would have been slightly over-priced. But the occurrence policy is
under-priced by $1,380 - 51,300 = $80, or 6.2%. The Third Principle

of Claims-Made Ratemaking states: Whenever there is a sudden unex-

pected shift in the reporting pattern, the cost of mature claims-—

made coverage will be affected very little if at all relative to

occurrence coverage.

If we put the two types of errors together, the result is even
more dramatic.

Future (Assuming Change
in Trend & Shift in Reporting Pattern)

Hiscorx 1 2 3 4 5
$200 $210 $220 $230 $240 $250
$200 $230 $260
$200 $230 $290
$200 3230 $320
$200 $250 __3400

$1,000 $1,150 $1,530

FIGURE 8
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The claims-made policy is under-priced by $50 or 4.5% as be-~
fore. But the occurrence policy is under-priced by $1,530 - §$1,300
= $230 or 17.7%. By now, it should be obvious that claims-made
rates are both more accurate (because of a shorter forecast period)
and more responsive to changing conditions (because external changes
affect losses as they are reported). Two other points deserve em-

phasis. First, claims-made policies incur no liability'for IBNR

claims so the risk of reserve inadequacy is greatly reduced. (Prin-

ciple Number Four). For example, a company writing occurrence pol-
icies for five years at the end of the period marked "history" in
Figure 5 would carry an IBNR reserve of 4 x $220 + 3 x $240 + 2 x
$260 + | x $280 = $2,400., A company writing claimgs-made for the
same period would have an IBNR reserve of $0. The occurrence IBNR
regerve needed under varying assumptions would be $2,600 (Figures
6 and 7) or $2,800 (Figure 8), so either of the two unfavorable
developments would result in an IBNR reserve inadequacy of 8,33
for the occurrence policy. The IBNR needed for the claims-made
policy is always 0.

The final point follows directly from the above. Because there
is no need for IBNR, the time lapse between the collection of prem-
iums and the payment of claims is greatly reduced. Consequently, the

investment income earned from claims-made policies is substantially

less than under occurrence policies. (Principle Kumber 5). The longer

the reporting lag, or the shorter the settlement lag, the greater the

difference will be.* The point is, as we reduce risk of inadequate

* Algebraically, the reduction may be expressed as R/(R+S+1/2), whereR
is the mean reporting lag in years, S is the mean settlement lag and
1/2 represents the 1/2 year lag between payment of premium and the
occurrence of a claim on average. Of course integrals rather than
averages should really be used, but this approach produces a reason-

ably accurate answer given the uncertainties about R and S.
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rates and insufficient reserves by switching to claims-made coverage,
we pay for it with reduced investment income. On the other hand, the
reduced risk should allow us to write more policies for a given
amount of capacity, thus making up for the reduction in expected
profitability per policy.

Summarizing the five Principles of Claims-Made Ratemaking dis-

cussed in this section:

1) A claims-made policy should always cost less than an oc-
currence policy, as long as claim costs are increasing.

2) Whenever there is a sudden, unpreaictable change in the
underlying trend, claims-made policies priced on the basis
of the prior trend will be closer to the correct price than
occurrence policies priced in the same way.

3) Whenever there is a sudden unexpected shift in the reporting
pattern, the cost of mature claims-made coverage will be
affected very little if at all relative to occurrence cov—
erage.

4) Claims-made policies incur no liability for IBXNR
claims so the risk of reserve inadequacy is greatly reduced.

5) The investment income earned from claims-made policies is
substantially less than under occurrence policies.

Now that the advantages of the claims-made approach are apparent,

we will discuss how pure premium data for claims-made pricing is com—

piled, even where claims-made coverage has never been written.
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V. Historical Pure Premium Collection

As explained above, our approach to ratemaking requires that
we compute historical pure premiums by reported period and lag.
To do this we collect the loss data and the exposure data and form
the quotient.

Collection of Losses. It is easy enough Lo categorize

losses by reported period and lag using the coded reported date
and accident date. Since we use pure premiums on an “ultimate
value” basls, development factors are applied to the most recent
loss valuations. The development factors used in our approach
have these features:
1. They are a function of report period only.
2. The development factors are applied only to the case
reserve portion of the loss, not to the paid component.
3. The factors are determined through a "backward recursive”
formula, described in Appendix A.
Because the factors develop reported period losses to ultimate
value, they provide for anticipated shortages or redundancies in
case reserves, but they do not provide for IBNR (Incurred But Not
Reported) losses. There is no need for IBNR losses in the claims-~
made ratemaking process, since the primary focus is on losses by
reported period.

Collection of Exposure. Determining the number of exposures

for each reported period and lag is more difficult than tabulating
the losses. This is especially the case when the data base consistsg
of a mixture of occurrence and claims-made policies. The best way
to see the difficulty is to look at hypothetical premium trans-
actions and see how much each transaction contributes “"earned
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exposure” to each report period by lag combination. Keep in mind
that the goal in procéssing exposure data Is to provide a sultable
denominator for the pure premilum calculations.

In the examples we will use the report period by lag matrix
indexing system developed in Section III. We will call Ei,j

the exposure to loss reported in period j, with accident year lag 1.

(See Figure 9 below)

REPORT YEAR (J)

1 2 3 4 5 6 7
° Bo,i Fo,2 Fo,s Bou Fon Mo Fo,7
L ! B B Bs P Be B B
A 2 P20 B Fas By B By Ry
(L) 3 Ean B3 By By By Eyg -
4 Ber o Fue Bz Ry By s By o By,

FIGURE 9

Example 1: A “mature” claims-made policy on one 1insured
written at the beginning of year j. This contributes
one exposuré to all matrix elements with report year = j
(i.e., the jth column of the matrix). This is because the

policy covers all losses reported Iin year J, regardless

of the lag.
Example 2: An occurrence policy written at the beginning of

year j. This policy contributes one exposure to the
following matrix elements:
E{ 444 for 1 =0, 1, 2, ...
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Example 3: A mature claims-made policy written 1/3 of the
way through year j. This policy contributes:

2/3 exposure to Ei,j for 1 =0, 1, 2, ...

1/3 exposure to Ef 441 for i =0, 1, 2, ...

This 1is the familiar "uniform earning”™ which also
characterizes occurrence policies and most other
policies in property and casualty insurance.

Example 4: A second-year claims-made policy written at the
beglnning of year j. This policy generates one exposure
for only lag O and 1 portions of reported year j, (i.e.,
EO,j and El,j)'

Example 5: A first-year claims—made policy written 1/3 of
the way (i.e., May 1) through year 1. Before jumping to
any conclusions about the amount of exposure lock at
Figure 10 on the next page. In Figure 10,
we 1introduce the term “difference” as the difference
between reported EEEE and accident Egig- (This is in
contrast to "“lag", which 1s the difference between
reported year and accident year.)

In Figure 10, the solid lines delineate regions
represented by report year-lag combinations. These
are parallelograms except for the “lag 0" region,
which is a right triangle. The shaded area is .the
triangular region covered by the policy of Example 5.

We can see that the policy covers the following
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RE PORT

Tan 1

DATE
JaN1 Mav 1 TaNdL May L
o \/\/ i)
EAR 2
2 © YE /'
o s LAG ©
1 LAG
[4
- X !
E YEAR | |
‘:_ LAG | \/l YEAR 2
N 1YR N bAe 4
4
E
YEAR | YEAR 2
LAG 2 LAG 2
2 YR t
FIGURE 1o

THIS FIGURE ILLUSTRATES THE COVERAGE OF A

FIRST-YEAR CLAINS-MADE PCLICY WRITTEN
ON MAY 1 OF YEAR 1.

SHADED AREA REPRESENTS THE CCVERAGE OF THIS

POLICY.

SOLID LINES REPRESENT BOUNDARIES OF
"REPCRTED YEAR - LAG" CELLS.

"DIFFERENCE" (VERTICAL AXIS) REPRESENTS THE

TIME DIFFERENCE BETWEEN DATE OF ACCIDENT
AND DATE CF REPORTING.

TLAGH
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proportion of these regions:
2/3 x 2/3 = 4/9 of report year 1, lag O;
1/3x 1/3 = 1/9 of report year 2, lag O;
1/3 x 2/3 = 2/9 of report year 2, lag 1.
These proportions are the earned exposure contri-
butions to EO,I' EO,Z' and El,2 respectively.

We can see, from Example 5, that the determination of exposure
by report year and lag can be a fairly complex problem. This is
especially so for "non-mature” claims-made policles and tail
policies. However, the graphical technique used in Figure 10 is
general and can be applied to any type of policy.

Before golng on to a discussion of pure premium projection
we will make scme obgervations about the earned exposure
calculations. We have concentrated on the general theory of how
to make the exposure calculation, given the "maturity™ of a
claims~-made policy transaction and the actual commencement date.
In reality one may have to make these calculations using only
gunmarized written premiums and earned premiums by type of policy
and by time perfod (rather than using detailed transaction data).
If this 1s this case, accuracy 1s greatly improved 1if the time
periods are as fine as possible. Another problem which arises 1is
the actuel determination of the ‘“maturity” of a claims-made
policy. This requires the coding of the date on which an insured
first purchases claims-made coverage (the “retroactive date”).
This date 1s crucial and must be accurately recorded.

A simplification was made In the exposure calculation

argument based on Figure 10. Using the proportional areas of the
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figure was equivalent to assuming a “uniform claim potential”
within each year-lag parallelogram or triangle in the figure.

Summary. In this section we have attempted to describe the
process by which historical pure premiums (quotient of loss and
exposure) by reported period and lag can be computed. The
tabulation of loss is stralghtforward, since insurance loss data
contains reported dare and accident date. The tabulation of
exposure is much more complex, since different clailms—made and
occurrence policles coatribute to different report peried-lag
exposure “cells”.

Once these historical pure premiums are computed, the actuary

can begin the projection of future pure premiums.
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VI. Future Pure Premium Projection

Once historic pure premiums have been calculated, future pure

"mature’

premium projection proceeds in two steps. First, the future
claims-made pure premium is determined. Second, the total pure pre-
mium is distributed back to lags and hence to policies at different
levels of maturity, We will discuss each of these steps im turn.

In its simplest form, mature pure premium projection consists
of nothing more than polynomial or exponential regression, using time
as the independent variable.* This is suitable for countrywide data
and perhaps for a few high volume states. It is not suitable for most
states, however, as random fluctuation and the distortion of changes
in legal or social climate can produce very poor fits and unreliable
estimates. The actuary must be careful to check for this every time
he does his analysis, even for the largest states, since a sudden
surge or drop in claims being reported can occur in a single state
at any time, destroying a previously stable trend. Normally, these
events average out when countrywide data is used, although the evi-
dence of recent years indicates that the experience in all stateg is
becoming more highly correlated with one another.

If the actuary decides a particular state's trend is not suf-
ficiently stable or reliable to use for projecting its future mature

pure premiums, he may project them through a two-stage process. First,

* Other curves, such as log or power functions, have been proposed
as alternatives. Unfortunately, the results derived from fitting
these functions are highly dependent on the time index chosen,
since the regression is done against the log of the index rather

than the index itself.
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the actuary generates countrywide fitted pure premium using poly-

nomial regression as described above. Second, he applies linear
*
regression or 'regression through the origin", with state pure

premium as the dependent variable and countrywide fitted pure pre-

mium as the independent variable. This approach assumes that, in
the long run, a consistent relationship exists between astate and
countrywide pure premium. 1In other words, it assumes that the
state will have the same percentage change from one year to the
next that all states do, while using the individual state's own
experience to determine its "relativity" to the countrywide rate.
Linear regression is similar, but adds a constant term which allows
partial recognition of the state's own appérent trend. Of course,
if linear regression is used in both stages one and two, the result
is the same as using linear regression against time directly.

Two points merit emphasis about the above procedure. First, as
always, it is the actuary's task to strike the delicate balance be-
tween stability and responsiveness. This is done directly through
his choice of a projection method, rather than indirectly through
the choice of a credibility formula. The question to ba kept con-
stantly in mind is : How reliable is this data as an indicator of
the claim process in this state? Fortunately, a wealth of information
about the quality of the regression is available to help answer that
question. Second, all projections are done on the experience itself,
No "outside" frequency or severity trend information is superimposed
on the data, thus avoiding the problem of explaining two or three
sets of data and reconciling them with one another. There is no reason
why this procedure should be limited to claims-made; its advantages
apply equally well to any type of coverage.

* See Appendix B for a technical description.
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Once the future mature pure premium has been determined, the
problem of distributing it to lags may be approached in several ways.
The original approach taken was to regress individual lag pure pre-
miums ("a row" in the pure premium matrix) against time in the same
way we regressed the total of all lags. As might be imagined from
the above discussion, this method is highly sensitive, so much so that
some lags will shoot upward at high rates while others are trending
downward, in some cases even projecting negative values. Even if
such trends were accurate reflections of what was going on in the
real world, they would be undesirable for projecting pure premiums
and rates since a smooth transition between rates for policies at
succeeding maturities is very important in helping insureds under-
stand the steps in claims-made coverage. A less-sensitive method
was cléarly needed. One simple approach we tried was to calculate

the historic proportion for each lag, as follows:

(1) b = 24X, /g X, .
. Z L3/ T

1 ]

where Xi,j is the pure premium for report period j, accident period
lag i.

The problem with this approach is that it does not recognize
trends in relative pure premiums between lags. It was decided that
a weighted proportion - with greater weight going to the larger, and
presumably more recent,observations - would be a better representation.-
Surprisingly, it turned out that regression through the origin was the
answer again. In this case, the historic proportion for lag i turns
out to be:

(2 b, =Xk .Q./Z @2,

1 j 1,1 ] j ]

where Xj is the fitted report period total pure premium.
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Let's see how this compares to the historic proportion cal-
culated above. Note that:
A &
X.SO0X. . and SA%, =50y, - Z. X
] i 1,3 : PR |

i
j j sl

Therefore, (1) can be re-vritten as follows:

by =8.xi '/z"X

IR LR
b, =<.::'_oxi j/ng
B ’ j’\
b =%, ./&,x
1 P S .
J J i

Thus, we see the difference between (1) and (2) is simply that
the X ,_ are used as weighting factors to place greater weight on

j's
larger pure premiums. It is important to note that ijbi = | since
the bi's are the fractions of the total pure premium ;ssociated with
each lag.

Summing up, the projection of pure premiums may be viewed as a
two-gtep process. First, project the total ("mature") pure premium
ignoring lags. Second, distribute the total pure premium back to lags.
Several methods for carrying out each step have been suggested in this
section.

There is no one "right" method for all circumstances. In fact,
once the data is collected into a historic pure premium matrix, the
posgibilities for projection methods are limited only by the actuary's
imagination and the flexibility of his statistical software package.
For example, both econometrics and time series analysis wmerit explor-
ation since the pure premium data by reported year seems to indicate

distinct cycles about the long term trend line roughly corresponding

A
* This is true, if and only if, the xj's were arrived at through
linear regression., For regression through the origin, the residuals

do mot sum to zero. ~ 289 -



to the economic cycie, This is logical since the incidence of
malpractice should vary only with the utilization of medical ser-
vices, while the reporting of a claim has a lot to do with how the
claimant feels about his own economic situation. In any case, we
suggest a "simulation" approach be used as a means of sensitivity
analysis.

At the St. Paul, we divide states into four categories:

A - States, with highly stable patterns, where we use re-
gression on their total pure premiums to determine their
own trend;

B - States, where we use regression through the origin for
both the total and lag pure premium;

C - States, where we use regression through the origin for
the total pure premium but use the countrywide lag pat-
tern and;

D - States, with very thin data, where we use a judgmental
relativity to the countrywide pure premium.

As noted earlier, the categorization of each state must be re-
viewed each year to make sure changes in claim environment have not
materially altered the data's reliability. Sensitivity analysis
provides valuable insights in this process as well.

The ability to project pure premiums allows the actuary to de-
termine wmore than prices for claims-made policies. Specifically, it
can also be used to price occurrence policies, and to predict IBNR
emergence and reserve adequacy. We will have more to say on this in
Section VIII. But first, we will briefly discuss some special features
of The St. Paul filings which distinguish them from those of other

claims-made writers.
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VII. Special Features of St. Paul Claims-Made Filings

Not all claims-made policies are slike in coverage. The St.
Paul claims~made form contained geveral unique (at the time) cov-
erage features which presented the actuaries with specisal pricing
problems. Also, we chose several pricing techniques which were not
traditional to facilitate the process of claims-made ratemaking
from occurrence data. We will briefly discuss each of these special
features in turn.

Several unique features of The St. Paul filings have already
been discussed in Section I1I. One of these was the retroactive
date; i.e., the earliest accident date for which coverage is pro-
vided under the claims-made policy. Previous claims-made or "dis-—
covery” policies treated all insureds the same, even if they had
no prior exposure (e.g., just coming out of medical gchool) or ?f
they were previously covered by an occurrence policy.

Another concept mentioned earlier was "tail coverage". When we
introduced claims-made we felt it was the wave of the future. Some-
day all insureds would be uging it and insureds would move from one
carrier to another, carrying their retroactive dates with them.
However, we recognized that this might not occur for many years and
decided that we would have to offer our claims-made insureds guaranteed
coverage for the "tail"; i.e., for claims which occurred while the
insured was covered by claims-made but were not reported until after
the last claims-made policy had expired. This was considered a rather
dangerous step, since it in effect gave the insured the right to con-
vert his coverage from claims-made to occurrence at any time. Were
we leaving ourselves open to the same pricing problems we had had

under occurrence? We argued that the risk could be greatly reduced
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by selling the tail coverage in three annual installments, or

reporting endorsements, reserving the right to price them one

at a time. The first reporting endorsement would be just like

the ingured's next claims-made policy, pro;iding coverage for
claims reported during that year only, except that accidents occur-~
ring in that year would be excluded. The second reporting endorse-
ment would be similar, except that accidents occurring in the two
year period after expiration of the lagt claims-made policy would
not be covered. Only the third reporting endorsement would pro-
vide the kind of perpetual coverage that the occurrence policy did,
with similar pricing hazards. It was argued that that hazard was
acceptable since 1) we would be pricing it at least three years
later than we would have priced the comparable coverage under an
occurrence policy; 2) each insured would buy this "occurrence"
coverage only once instead of every year, while the great majority
of insureds were Etilllbuying claims-made; and 3) by the time we
reach the third reporting endorsements the proportion of claims re-
maining to be reported is fairly small, so even a large percentage
error in the rate would not result in a large dollar loss.

As we discussed the claims-made concept with our insureds, it
became apparent that the three-pay reporting endorsement concept was
acceptable to the majority but could work a real hardship for a few.
So we added an additional option: We would sell a gingle-payment re-
porting endorsement to any insured terminating coverage due to death,
disability or retirement.

The pricing of reporting endorsements - both three-pay and single-
pay - poses no special problems. It merely requires trending the pro-

jected pure premiums further into the future. In fact, since the
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policy is essentially selling IBNR coverage, the pricing of re-
porting endorsements is equivalent to the determination of IBNR
regerves, which will be discussed in Section VIII. Before pro-
ceeding to that discussion, however, we will briefly mention three
special features of The St. Paul rate filings not directly linked
to the coverage provided.

The St. Paul's claims-made policy is on an annual basis. But
gemi-annual reporting periods and lags were used in calculating and
projecting pure premiums, The advantages of using this approach are
twofold:

I. Less distortion calculating the earned exposures by “cell"

(See Section IV), and

2. More data points for use in the regression.

Underlying the whole idea of pricing claims-made coverage from
occurrence data is the implied assumption that the same body of claims
would be reported at the same time under either policy. The more we
thought about it, the less reasonable this assumption seemed. We de-
cided that two changes were likely to occur at the transition point,
both due to insureds understanding that coverage for a particular
claim would not commence until the claim had been reported.

First, we assumed that, on average, claims would be reported
sooner. Specifically, we assumed a two-month ''shift" forward in claim
reporting; algebraically,

L =1 + 1/6 Ll

0,1 0,1 2

L! =L - 1/6 L
1s

1,2 1,2 + 1/6 L2'3 etc.,

2
Second, we assumed that there would be some additional reporting
of incidents that would never have come in under the occurrence policy.

Few, if any, of these incidents would result in loss payment, but they
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would require investigstion and hence loss expense payment.
Specifically, we assumed 5% additional claim dollars would be
reported, and that all of this additional activity would come
in at Lag O. Algebraically,

LE,; = L6,1 + .05 x Li,l

We can never know what would have been reported had we con-
tinued with the occurrence policy, so it is imposaible to test
whether or not the "shift" and the additional incident reporting
actually occurred. Now that several years of claims-nmade ex-
perience is contained in the data base, the need for this special
adjustment no longer exists and it has been dropped from the filing.

The final special feature of the St. Paul filings involves the
treatment of company expense. It was obvious that the pure premium
and hence the rate for a first-year claims-made policy would be much
less than for a mature policy. It did not follow that all expenses
would be proportionately lower. In fact, most company expenses are
probably fixed: 1i.e., they do not vary with the size of the premium.
This was recognized by splitting the expense dollar into two parts:
fixed and variable. This affected not only the relativities between
different policy maturities, but between different classes of rigk
as well: the higher the rate, the lower the expense ratio. Alge-
braically, the rate calculation changed from:

R = PP/(1-E-P)

to R = (PP + FE)/(1-VE-P)

where R is the rate, PP is the pure premium, P is the profit allow-
ance and E = FE + VE is the expense, broken down into ita fixed and
variable components. The following example will illustrate how

this early instance of "expense flattening" works.
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Class | Physician,
First-Year Claims-Made
Policy

Class | Physician,
Mature Claims-Made
Policy

Class 7 Surgeon,
First-Year Claims-Made
Pclicy

Class 7 Surgeon,
Mature Claims-Made
Policy

Fure Fixed Variable Expenses
Premium Expenses and Profit
(Relativity) (X of Rate) {252 of Rate) (Relativity)
$100 $35 $45 $180
(1.00) (19.42) (1.00)
$500 $35 $178 $713
(5.00) (4.9%) (3.96)
$800 $35 $278 $I,113
(8.00) (3.1%) (6.19)
$4,000 $35 $1,345 $5,380
(40.00) (0.56%) (29.89)
FIGURE 11
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VIII. Other Uses of Analytical Tools Developed

The techniques diécusaed in this article were developed
specifically to price the claims-made coverages. However, once we
develop a8 method to project pure premiums by future report year
and lag, we have developed a tool which we can use to solve a
variety of insurance problems. We can price occurrence coverages
by adding up the appropriate elements from Figure 1 of Section ILIL,
For example, the projected pure premium for an occurrence policy
commencing at the beginning of year 3 is straightforward:

Xo,3 + X4 t+ X5 o+ Xz o+ ...,
where xi,j is the projected pure premium for reported year
j, lag 1.

Another area where the methods have application 1is in loss
reserve determination. The "pure IBNR" (Incurred But Not Reported
loss) for a company writing occurrence policies falls out of the
projected loss calculation. For example, the IBNR reserve at the
end of year 2 18 the following area from the Figure 12 joss

matrix below:

REFORT YEAR
o2 3 b s 6 g
o
L
X 1
3 2 I:B’qu
AT
3 END oF
YEAR 2
A

FIGURE 12
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That 1s, the IBNR as of the end of year 2 on occurrence policies
is the sum of all losses with reported year greater than 2 and
accident year less than 3.

Determining “pure IBNR" 1s only half the problem of
determining a total loss reserve. One must also project the
additional development to be incurred on case reserves (reserves
on losses already reported). This latter problem must be solved
before we even begin to project the pure premiums in Section VI.
It turns out that the case reserve development 13 easier to
project once the loss data 13 collected into the report year by
lag format of Figure 1. Appendix A discusses the precise method
by which we project this case development.

Thus, the method of analyzing data which was developed to
price claims-made policy gives us a convenient way of separating
loss development into its two major components and projecting each
separately:

Anticipated loss development = IBNR + Case Development.
Moreover, the method also projects an emergence pattern for the

IBNR Loss.
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IX. Summary

We began this paper by discussing the historical situation
which led to the decision to write medical malpractice on a
claims-made basis (Section II). VNext we translated the problem of
pricing the claims-made coverages Into the problem of determining
pure premiums by report period and accident period "lag” (Section
I1L). Section IV presented a discussion of claims-made ratemaking
principles.

Next followed a technical discussion of how to calculate
historical pure premiums by report period and lag given insurance
loss and exposure data (Section V). Once this 1s accomplished
there are a variety of techniques available to project future
pure premiums, and hence rates (Section VI). The St. Paul
claims—made‘ progran and pricing techniques have several unique
features (Section VII). Finally, the analytical tools used in
claims-made ratemaking can also be applied to the general problem

of IBNR determination for occurrence policies (Section VIII).
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Appendix A

The Backward Recursive Reserve Development Method

In claims-made ratemaking the losses for each reported period
must be developed to their ultimate value. We used a “"Backward
Recursive” reserve development method to accomplish this.
This method requires that loss data be avallable by reported
period and "age”. (Age O means the valuation as of the end of the
reported period, age 1 is the valuation one period later, etc.)
It also requires that the losses be separated into paid and case
reserve components.
The “Backward Recursive” method <calculates developnent
factors which are applied to the reserve component of loss only.
The determination of these factors proceeds in two steps:
l. “One-step” factors are calculated to develop losses as of
each age to the next age. Two factors are calculated for
each age k. Py is the proportion of reserves of age k
which will be paid by age k+l. Ry 1is the ratlo of
regserves at age k+l to reserve at age k.

2. Ultimate factors are generated from the “one-step"
factors. These factors apply to the reserves at age
k to bring them to ultimate valuation.

The calculation of the Tone-step” factors {s a straight-
forward tabulation of the data. The factors are simply the
following:

P, = (Paid as of age k+1 - Pald as of age k)/(Age k reserve)

R = (Reserve as of age k+l)/(Reserve as of age k).

In order to generate the development factors to take reserves
to their ultimate valuation, we need to assume an "ultimate” age,

that is, an age N after which nggrther development occurs. The



calculation proceeds in a "backward" fashion from the ultimate age
in the following order:

Dy-1,8 = Py-1 + Ry-1

Dy-2,8 = PN-2 * Ry-2 ® Dy-y,

Dy-3,5 = Pn-3 * Ry-3 % Dyop n

*

*

Do,y = Po*+Rgx Dp N

Here Dn,N is the development factor which brings
reserves at age n to their valuation at age N. Each ecquation
above merely says that the ultimate development on reserves of age
n 1is the sum of payments during the time period n+l and the
ultimate value of reserves of age ntl. The first equation says
that if N 1s assumed to be the ultimate age then reserves of age
N-1 are either paid within one time perioed or remain outstanding
at age N.

An example will {llustrate the principles. Suppose that the
following "single period” development factors have been determined

and that age 3 is "ultimate”.

Age (k) 0 1 2
Py .300 . 500 . 400
Ry .800 . 500 . 500

Recall the meaning of these factors. For example, of all the
reserves at age 0, 30% will be paid by age 1 and 80% will remain
as reserve. The compound factors to apply to reserves are

calculated in “"backward™ fashion:
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Dy, 3 = +400 + .500 = .900
Dy,3 = -500 + .500 x (.900) = .950

Dy 5 = .300 + .800 x (.950) = 1.060
0,3
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Appendix B

Regression Through the Origin

"Regression through the Origin” ia a least-squares
statistical technique similar to linear regression, except that
the line of best fit 18 constrained to pass through the "Origin”.
Like linear regression this technique uses a line of "best fit" to
fit a set of observations of some dependent variable to a set of
observations of an independent variable. Unlike 1linear
regression the line of best fit 1s constrained so that, when the
value of the independent variable 1is zero, the fitted value of the
dependent variable is also zero. The criterion for "best fit" is
the same for both techniques: the line of best fit 1is chosen to
minimize the sum of the squares of the differences between the
observed and fitted values of the dependent variable.

There are two slituations where Regression through the Origin
might be substituted for linear regression. The first is the case
where, a priori, the value of the dependent variable must be zero
when the independent variable is zero. The second situation 1is
one where linear regression has been run, but the "intercept” is
not significantly different from zero, so that {t can be dropped
without hurting the accuracy of the model.

An example of a problem where Regression through the Origin
might ‘be used is the problem of projecting one company's output as
a function of an industry's total output, given historical annual
figures. If the second variable takes on a value of zero, the
first must also.

The structure and mechanics of Regression through the Origin

are similar to linear regression. The modeler has at hand
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observed values of a dependent variable (Yl,YZ, “ve YN)
and observations of an independent variable (xl,Z' s Xy
The task 1s to calculate a parameter b such that
A
Y=5bX

gives the expected value of the variable Y given any observed
value of the independent variable X. (Recall cthat 1n linear
regression we look for parameters a,b to use 1in an expression
A
Y = a + bX.)

The parameter b {s chosen so that the sum of squares
N
by (Yi-in)2 is minimized. The formula for b {s given by
=

XY
b= TS
The statistic b has the property that
T (Y kX)Z = T (V-bX)2 + (k)2 T X2

for any constant k. We can see that the last expression is
minimized when k = b, so that b is optimal in the "least squares”
sense. For a fuller discussion of the gtatistical properties of
the model, consult John Neter and William Wasserman's Applied

Linear Statistical Models (Richard D. Irwin, Inc., 1974).

Although it appears that the Repression through the Origin
model is a special case of linear regression, the reverse is
actually true! This is because any linear regression model
A
Y = at+bX can be rewritten

A - -
(Y-Y)=b (X~-X),

where X and Y are the sample means of X and Y respectively.
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With this formulation we can see that any linear regression model
{s a special case of Regression through the Origin in which each

variable has zero mean.
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RATING CLAIMS~MADE INSURANCE POLICIES
by Joseph 0. Marker and F. James Mohl

REVIEWED BY Michael F. McManus

The introduction of the claims-made policy as a
vehicle for providing Medical Professional Liability
insurance coverage in the mid-1970's clearly marked a
turning point in the nature of the insurance market
for this volatile line of business. Since the time
when the St., Paul Fire and Marine converted their
entire Medical Liability book of business from an
occurrence form to a claims-made form in 1975, a sig-
nificant portion of the market, especially the
so-called "medical mutuals", has also shifted to
providing coverage on this basis. At long last we
have a comprehensive, actuarial perspective on the
various advantages of this form of coverage and a
technical discusssion of one approach that can be
used to price it. Messrs. Marker and Mohl have
filled a significant gap in the actuarial literature

in this regard.

This review consists of a series of comments on
the various sections of the paper and then a brief
outline of another approach that has been used to

price claims-made coverage.
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Historic Perspective

Marker and Mohl present a brief but reasonably
complete history of the developments that led to the
St. Paul's decision to offer Medical Liability cover-
age only on a claims-made basis. Since no other
major writer offered Medical Liability coverage on
this basis at the time, this decision presented major
challenges as respects the determination of proper
rate levels, obtaining approval of the concept from
regqulatory officials and convincing policyholders

that this change was in their long term best interest.

As noted by the authors, most companies responded
to the "malpractice crisis®™ by either pulling out of
the market or seeking large rate increases. St.
Paul, however, decided to take the more innovative
approach of limiting coverage to only those claims
reported within the policy period, and thus eliminat-
ed the "pure” IBNR projection problem from ratemaking
and reserving. There was considerable negative reac-
tion at first from the medical community, largely
because of their concern about the availability and
price of "tail" coverage. The fact that many of the
medical mutuals have subsequently adopted this form
of coverage speaks well for their eventual under-
standing of the actuarial benefits of claims-made, as

respects pricing and reserving.
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The reader should be aware, however, that there
were a few states in which St. Paul did not succeed
in getting their claims-made program approved because
of opposition from either the medical community or
the state insurance department, and this resulted in
their pulling out of these states. The fact that St.
Paul's program was endorsed by the state medical
societies in many states considerably aided@ their
efforts in getting approval of the claims-made con-

cept.

Coverage Concepts

In this section of their paper, Marker and Mohl
present a clear explanation of the coverage terms
applicable to claims-made by referring to a matrix of
losses by report year and accident year lag. While
the explanations are clear, it should be pointed out
that several of the coverage "modifications” made by
St. Paul were virtually mandated by the market
situation at the time. For example, a "retroactive
date" was absolutely necessary to avoid duplication
of coverage and policy limits, since virtually all
insureds previously had occurrence coverage. Of
course, this situation allowed the first year

claims-made rate to be about half of what an adequate
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occurrence rate would have been, and this temporary
premium reduction helped sell the concept. Similar-
ly, the availability of tail coverage had to be
guaranteed in most states to obtain regulatory

approval.

As pointed out by the authors, a major benefit of
the report year/lag matrix approach is that occur-—
rence data can be used to price claims-made policies;
however, this approach is only feasible if report
date has historically been captured accurately.

Sincg this date was not required for experience

reported to 180, most companies did not begin captur-
ing it until 1976, when ISO began requiring it on all
Medical Liability experience. S5t. Paul was fortunate
that it had been collecting this data element on its

own experience.

The interrelationships between occurrence cover-
age, the various types of claims-made policies (first
year, second year, etc.) and the role of tail cover-
age are well demonstrated by Pigures 2 and 3, as well

as the timing advantage in pricing claims-made.
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Ratemaking Principles

The authors make good use of several simplified
examples in this section to develop various "Princi-

ples of Claims-Made Ratemaking.™

The manner in which data in Figure 5 is manipu-
lated implies that pure premiums, and not losses, are
being used. Thus the First Principle should in fact
state that a claims-made policy would cost less than
an occurrence policy, as long as pure premiums are

increasing.

The remaining Principles demonstrate the intui-
tive benefits of pricing and reserving for mature
claims-made policies versus occurrence policies in an
unstable claim climate which has been and probably
will continue to be the essence of Medical Liabili-
ty. One minor complaint is that, in discussing
reserving, it would have been helpful to indicate
that the "pure” definition of IBNR, i.e., exc;uding

case development, was being used,

Historical Pure Premium Collection

The approach outlined by Marker and Mohl in this
section to develop reported losses to ultimate is

notable for two reasons: 1) only the case reserve
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portion of the incurred amount is developed, and 2) a
"backward recursive® formula is used to compute

development factors.

The first feature is well suited to the develop-
ment of report year losses because of the lack of
IBNR claims. Thus in developing losses to ultimate,
any significant shifts in settlement rates are recog-
nized since paid losses are not developed. In state-
wide ratemaking, differences in settlement rates by
state can also be recognized. A second favorable
aspect is that, assuming that development factors are
calculated on a countrywide basis (which is not
indicated), loss development is solely a function of
regserve adequacy, and therefore the use of country-
wide factors should be much less distortive than for
occurrence experience where different claim reporting
patterns by state make countrywide factors much less

appropriate.

The backward recursive approach is a logical one,
given the desire to develop case reserves only.
Since the procedure starts by assuming an "ultimate"
age, N, after which no further development occurs,
the stability of developments between ages N.—l and N
would appear to be fairly critical. Unfortunately,

no comments are offered by the authors on this point
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or in general on what procedure 1s used to develop
“one~step" factors--simple averaging, weighted aver-

age, etc,

The authors' treatment of the determination of
appropriate exposures for the report year/lag matrix
is interesting in that what is a straightforward
process for standard occurrence ratemaking becomes a
very tricky calculation for claims-made. While the
graphical solution to this problem 1llustrated in
Fiqure 10 is clear and understandable, one wonders
about the difficulty of describing it in a computer
program so that it can be automated and the quality

of the results controlled.

One other comment in this regard concerns the
simplifying assumption that all exposures have a
"uniform claim potential" within each report year/lag
combination. While this would generally not be a
problem, it clearly is not very accurate for first
year (and even second year) policies and also for

tail policies.

An interesting result of this treatment of expo-
sures is that the number of exposure counts generated
by a claims-made policy is equal to the number of

report year lags covered by the policy, e.g., a
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mature policy generates five exposures. As the

<
authors point out, accurate coding of the retroactive
date is critical in determing the maturity and there-

fore the number of exposures of a claims-made policy.

Future Pure Premium Projection

In this section, Marker and Mohl describe their
approach for first projecting future mature claims-
made pure premiums from historic pure premiums, and
then distributing the total pure premium back to each

lag period.

The procedure used to accomplish the first goal
is noteworthy for potential application to other
lines of business, The usual question of determining
the credibility of statewide experience instead
hecomes a question of what method should be used to
project statewide pure premiums into the future. If
the state's actual experience is not sufficiently
stable, then statewide pure premiums (dependent
variable) are regressed against countrywide fitted
pure premiums (independent variable) using either
linear regression or regression through the origin,
With this approach, various measures of the fit of
the regression are available to evaluate the “"credi-

bility" of the statewide experience.
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The development of the procedure used by the
authors to distribute these mature pure premiums back
to each lag period is indicative of the evolutionary
process that ratemaking frequently goes through. The
original approach of simply regressing each row of
the pure premium matrix against time proved to be
highly sensitive to random fluctuations. On the
other hand, simply averaging the historic proportion for
each lag was totally insensitive to real trends in
relative pure premiums between lags. The approach
finally selected was a weighted average, with the
fitted report year total pure premiums used as
weights. Because of a normally positive pure premium
trend, this resulted in greater weight effectively
being applied to more recent observations, which was

one of the authors' goals.

Special Peature of St. Paul Filings

This section of the paper describes the approach
used to price several unique features of the St. Paul
claims-made filings, including tail coverage and

expense flattening.

- 313 -



Because tail coverage had to be made available to
all insureds, St. Paul was concerned because this
gave everyone the theoretical option of converting to
occurrence coverage at any time. The pricing
uncertainty for this coverage was considerably
minimized by the decision to sell such coverage in
three annual installments, so that an occurrence type
projection would only have to be made for the third
installment, which would only cover a small percent-
age of the claims covered by the tail policy. This

was a creative solution to a pricing "problem".

In this section the authors also describe two
adjustments that were made to historic occurrence
data, because of their concern that prior claim
reporting patterns would be impacted by 1) an accel-
leration in the reporting of claims, and 2) an
increase in the frequency rate, because of the
insured's concern about having claims-made coverage.
While the adjustments made were reasonable judgements
and were only required during the transition from
occurrence to claims-made, it would have been inter-
esting to at least see a comparison of the claim
reporting lag before and after claims-made, recogniz-
ing that the actual effect on the frequency rate

cannot be isolated by itself.
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The approach used to flatten expenses is similar
to that currently being used in other filings. It is
interesting to note that St. Paul decided to flatten
expenses by class, as well as by year of claims-made
coverage. Prior to this time, very few occurrence
carriers had flattened expenses by claés, basically
because of their concern about its impact on their
distribution of insureds by class, when other

carriers had not yet made such a change.

Other Uses of Analytical Tools

In this final section, Marker and Mohl validly
point out that the pricing approach they have
developed is not limited in its application to
claims~made ratemaking. Their backward recursive
approach to quantifying case development can be
generally adopted to developing report year losses to

ultimate.

In utilizing the report year/lag matrix, however,
the reader should be aware of the possible instabil-
ity that may result from refining experience in this
matter. Attention should also be paid to the
accuracy of report date coding on non-claims-made

coverage.
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An Alternative Approach to Claims-Made Ratemaking

When St. Paul announced their intention in 1975
to convert their book of Medical Liability business
from occurrence to claims-made coverage, there was
considerable concern on the part of other leading
writers as to the effect this would have on the
nature of the market. Presumably this could have
been (and in fact turned out to be) the start of a
general change in the way in which Medical Liability

coverage was provided.

In order to be prepared to possibly compete with
St. Paul, several major writers asked Insurance
Services Office (ISO) to develop a claims-made pro-
gram (forms and rates) that could be adopted by a
member company who wished to offer claims-made cover-
age. Accordingly a special ISO committee of
actuaries and underwriters was formed to develop such

a program.

Since claim report date had never been required
in ISO statistical reports, an immediate problem
faced by this committee was the lack of suitable
industrywide compilations of experience that could be

used to price claims-made coverage, Fortunately,
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several individual companies were able to provide
their own data in reasonably appropriate formats, but
a sophisticated analysis was not possible given the

data and time constraints in effect.

The approach that was developed by this committee
was to come up with a series of countrywide claims-—
made "multipliers" that would be applied to an
adequate occurrence rate by state to develop claims-
made rates by year of coverage. Thus, after making
adjustments for expected changes in claim reporting
patterns similar to those described by Marker and
Mohl, it was decided that the rate for first year
claims-made coverage should be 50% of an adequate
occurrence rate. Increasing percentages were
selected for the other years of claims-made coverage,
reaching 90% for the fifth year; this was in recogni-
tion of the fact that a mature claims-made rate
should always be less than an adequate occurrence
rate. While it was expected that claim reporting
patterns would be somewhat different by state,
adequate data by state was not available to examine
this assumption, and so, countrywide factors were

adopted.
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This special committee was also asked to recom-
mend the necessary statistical plan changes so that
actual claims-made experience written by St. Paul and
other companies could be identified and appropriately
adjusted for industrywide ratemaking purposes. Thus,
claim report date and "Date of Entry into Claims-Made
Coverage” (retroactive date) were added to ISO

statistical requirements.

While the program developed by this committee was
made available to interested carriers, they did not
really address how actual claims-made data would be
used in ratemaking. This issue was later addressed
by ISO's General Liability Actuarial Subcommittee,
which had responsibility for Professional Liability
ratemaking procedures at the time, and subsequently

by the Professional Liability Actuarial Subcommittee.

The GLAS first addressed the general question of
whether claims-made and occurrence data should be
combined for ratemaking or reviewed separately.

Since both types of coverage were being provided to a
significant portion of the market and given the
credibility problems inherent in making rates by
state for Medical Liability sublines, the GLAS felt
there was no real cholice on this point: claims-made

and occurrence data should be combined for ratemaking.
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Because many years of experience are needed in
Professional Liability ratemaking and since the
available occurrence experience was summarized on a
policy year basis, the GLAS next decided that, for
purposes of statewlide ratemaking, claims-made expo-
sures would be extended by current claims-made rates
(appropriate claims-made multiplier times current
occurrence rate) and occurrence exposures, of course,
by current occurrence rates. Thus the actual review
of claims-made multipliers would be separately
addressed, just as classification relativities are

separately reviewed.

In the area of loss development, historic policy
year occurrence loss development factors were
obviously inappropriate to apply to claims-made
losses. Since St. Paul's experience showed that
report year case development was minimal, it was
temporarily decided to assume that claims-made losses
would not be subject to any further development,
since they were largely comprised of St. Paul experi-
ence. Occurrence losses were developed using his-~

toric policy year occurrence loss development factors.
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With these adjustments it was felt that the
standard ISO ratemaking procedure could then be
followed to review the adequacy of occurrence rate
levels. When sufficient data was available, the
adequacy of claims-made multipliers could be
addressed by reviewing accident year/report year
tabulations that are being compiled. It was subse-
quently determined, however, that one further adjust-
ment had to be made in the area of trend. The ISO
procedure at the time was an exponential projection
of countrywide policy year average incurred claim
costs and claim freguencies. When claims-made
experience entered these calculations, however, a
distortion in the frequency calculation resulted
because, for claims-made years, ultimate claim counts
(occurrence plus claims made) were being compared to

the unadjusted number of insureds.

The eventual solution to this problem was to
revise the trend procedure so that policy year
ultimate incurred loss ratios are exponentially
projected, instead of severity and frequency
separately. Since the premium at present rates in
the denominator of this calculation reflected the
extension of claims-made exposures by claims-made

rates, the distortion noted above was eliminated.
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While the ISO procedure is clearly not as
sophisticated as the St. Paul approach described by
Marker and Mohl, it is a reasonably sound technique,
given the industrywide data available at the time.

It was described here merely to indicate that the St.
Paul approach is not the only way to price

claims—-made coverage.
Conclusion

In closing this review, there were a few areas
not addressed by the authors that would have been of

interest to many actuaries. These include:

1. An analysis of increased limits requirements
by year of claims-made coverage. It would
seem that the severity of claims reported in
the first year of claims-made coverage would
be less than that of claims covered by a

mature policy.

2, A discussion of any differences in claim
reporting patterns by class., The original
St. Paul filings recognized faster claim
reporting for at least two classes: anes-

thesiologists and neurosurgeons. It
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would be interesting to see if their
expectations have been met and if any other
classes have shown significant differences

from the average.

3. A summary of the adjustments that have been
made to the Experience Rating Plan for
Hospital Professional Liability in order to
allow the inclusion of claims-made
experience, including its impact on loss
development factors, credibility wvalues,

D-ratios, etc.

4. A discussion of changes required to account-
ing procedures to accomodate claims-made
coverage, especially the manner in which

premium is earned.

These minor omissions do not take anything away
from the value of the authors' paper, which repre-
sents a significant contribution in an area that has

not been adequately addressed in the past.
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[. INTRO“UCTION

The purpose of this paper is to address the following question. Should

the present retrospective rating formula be modified to account for

the claim severity of the risk being insured, and for the loss Timit

chusen for the plan? [t will be shown that there are significant

differences in premium adequacy that can attributed to the above

mentioned factors. Alternatives to the present formula will be

proposed.

The Present Retrospective Rating Formula

The premium for an insured written under a retrospective rating plan is

given by the following formula. This formula is generally used in

Workers' Compensation insurance.

R=[(Pxb)+ (Pxcxe)+ {cxA)y]xt

subject to a mininwm of h x P and a maxinum of g x P.

there:

Retrospective Premium,
Standard 'remium,

Basic Premiun Factor,

Loss Conversion Factor,
[xcess Loss Premium Factor,
Actual Limited Losses,

Tax Hultiplier,

Hinimur Premiun Factor and

Haximmm Preaiuwa Factor.
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In some olans, losses arising out of a single accident are limited to a
specified amount before entering the retrospective premium calculation.
The excess loss premium factor provides for the cost of this loss

limit.

The basic premium factor can be written as follows:

b=a+ {cxi).

The factor a provides for acquisition expenses, general underwriting
expenses and profit. The factor i is called the insurance charge.
This factor provides for the net cost of limiting the retrospective

premium between the minimum and maximum premiums.

The standard fornwla for calculating the insurance charge does not
take into account the claim severity distribution of the individua
insured, nor does it take into account the loss limit selected for the
plan.l In other words, the insurance charge, as calculated by the
standard formula, will be the same no matter what claim severity

distribution applies to the insured, or what loss limit is used.

The loss experience will be more volatile for a high severity, low
frequency insured lhan for a low severity, high frequency insured.
Since a high severity, low frequency insured will "break the maximum"
more often, he should have a higher insurance charge than an otherwise

comparable low severity, high frequency'insured.

1. HNational Councilt of Compensation Insurance, Retrospective Rating
Plan D
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The insurance charge includes & provision for the portion of the losses
which exceed any potential loss limit. But, in a plan which has a loss
limit, these losses are provided for by the excess 1oss premium factor.
Thus, a ptan with a loss limit should have a lower insurance charge

than a plan with no Toss Fimit.

It has long been recognized that these factors can significantly affect
the adequacy of the retrospective premium. Perhaps the main reason the
rating formula has not been modified is that it would involve making an
already complex rating formula even more complex. According to one

account, it could require 200,000 pages of tables to properly calculate

the insurance charge.2

Another problem is inherent in the way data has been gathered under the
present formuia. The distribution of loss ratfos is tabulated by
direct observation. This allows one observation per insured each year.
If one were to create categories of insureds and tabulate the
experience for each of the categories, he might well find that the

experience is not credible.

2. An excellent discussion of these issues can be found in "The
California Table t"®, PCAS LXI, by David Skurnick, and the ensuing
discussions by Frank Harwayne and Richard H. Snader.
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The general approach taken by this paper will be to build a mathemati-
cal model of the loss process. This model will be used to generate
annual losses for different kinds of insureds. We will then quantify
differences in premium adequacy that can be attributed to the factors
mentioned above. WNext we will explore modifications to the current

formula which can more adequately price a retrospective rating plan.

[I. THE MODEL

The Generalized Poisson Distribution

The Generalized Poisson distribution will be used to model the loss

process.3 This model is based on the following assumptions.

1. The number of claims has a Poisson distribution.

2. Clamm severity is independent of claim frequency.

Three claim severity distributions have been selected. These
distributions will represent a standard insured, a high severity
insured and a Tow severity insured. The distributions are given in
Exhibit 1. These distributions are hypothetical ones selected by the

author.

The following information is needed to generate a distribution of
annual losses: (1) the expected losses; (2) the claim severity
distribution; and (3) the loss limit. Sample values for the

distribution are calculated by the following steps.

3. R. E. Beard, T. Pentikainen and E. Pesonen, Risk Theory, Chapman
and Hall Ltd. {1977}, Ch.3.
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1. Calculate the average claim size from the claim severity
distribution.
2. Calculate the parameter, ‘A , for the Poisson distribution.
)\ - Expected Losses
Average Claim Size
3. For each sampie do the following.
3.1 Randomly select the number of claims, n, from the
Poisson distribution.
3.2 Do the following n times.
3.2.1 Randomly select a claim amount frem the claim
severity distribution.
3.2.2 Adjust the claim amount for the leoss limit.
3.3 The sample loss amount is the sum of all claim amounts

generated by step 3.2.

The annual loss distributions used in this paper are "empirical™ ones

consisting of 10,000 -samples.

The use of the Poisson distribution for the number of claims deserves
some cormment. The author chose this distribution because of its
widespread use in the actuarial literature. The author has no evidence
that the Poisson distribution is the most appropriate. However, if
some other distribution is chosen, one should expect only a siight
increase in the variance of the annual ltoss distribution.? Thus

the results of this paper should hold even if this assumption is
changed.

- 328 -



The major results of this paper will be based on the difference between
insureds represented by the claim severity distributions in Exhibit .

No attempt has been made to fit this model to live data.

However, using Exhibits Ifa and {11, one can compare the results of
this model with the present retrospective rating formula. Exhibit Ila
provides the excess loss premium factors derived from the claim
severity distributions in Exhibit 1. Exhibit III gives the insurance
charges calculated using the standard formula, and by a method (to be
described below) using the claim severity distribution for the standard

insured.

Adequacy of the Retrospective Premium

When given the parameters of the retrospective rating plan and the
10,000 loss samples generated by the mode!, it is possible to calculate
the average retrospective premiun generated by the pian., Similarly,
one can calculate the average premium that would be generated by a
"cost-plus" rating plan (i.e. a retrospective rating plan with no
minimum or maximum premium). The premium for a “"cost-plus" rating plan

is given by the following formula:

P=[(Pxa+{Pxcxe)+(cxA)]xt,

where e' is the "correct" excess loss premium factor as derived from

the claim severity distribution.
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The retrospective prewium adequacy of a plan (RPA) can be defined as

follows:

_ Average "Cost-Plus” Prenium
RPA = Average Retrospective Premium

The retrospective premium adequacy of plan is a measure of its
profitability. If the retrospective premiun adequacy is less than
1.00, the insurer should expect to nake more than the budgeted profit.
Coaversely, if the retrospective premium adequacy is greater than 1.00,

the insurer should expect to make less than the budgeted profit.

If all the parameters of a retrospective rating plan are given except
the insurance charge, the retrospective premium adequacy can be thought
of as a function of the insurance charge. To use the model to find the

insurance charge one solves the following equation.
RPA(I) = 1

This equation can be solved by standard numerical methods.d It

should be pointed out that solving this equation by hand would be
exirenely difficult due to the large number of terms involved.

However, solving this equation by computer has proved to be very speedy
and reliable. It should alsc be pointed out that this wmethod of
finding the insurance charge can easily be adapted to other kinds of

retrospective rating formulas.

5. The author used the Modified Regula Falsi method, which is
described in Clementary ilumerical Analysis: An Algorithmic
Approach, McGraw HiTT Inc. (1972), by S.D. Conte and CarT de Boor.
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. *J. colis o
’ e
4 R.S c On the ory of Increased L ts and Excess

II1. AN ANALYSIS OF THE CURRENT FORMULA

Like it or not, we already have a formula for retrospective rating in
use. With some minor exceptions, this formula is used on a countrywide

basis for Workers' Compensation.

Since the price of a retrospective rating plan is fixed, the problem
becomes one of risk selection. This section seeks to identify those
insureds which can profitably be written under a retrospective rating

plan.

Another particularly troublesome problem with the current formula is
that many people feel that the excess loss premium factars currently in
use are inadequate. This section will show how to quantify the effect

of such an inadequacy.

A Model of the Current Procedure

Ideally, the current retrospective rating formula can be described in
the following manner. A single Toss distribution is chosen to
represent all insureds with a given expected loss amount. The
insurance charge is calculated fram this loss distribution on the
assumption that no loss limit will be used., This insurance charge is

used whether or not a loss limit is actually used in the plan.
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The current fortuula w11l thus be modeled in the following manner. The
standard claim severity distribution will be used to calculate
insurance charges. They are given in the last column of Exhibit III.
These insurance charges will be used to evaluate the retrospective
premiun adequacy of a plan no matter vhat claim severity distribution

represents the insured, and no matter what loss linit is selected.

txhibit V shows the retrospective premium adeguacy for the high and low
severity insureds when there is no loss limit. As can be seen from
this exhibit, there are substantial differences in the retrospective
premiun adequacy that can be attributed to differences in ciain
severity. Clearly it is not desirable for the insurer to write a

high-severity insured on such a retrospective rating plan.

Exhibit V1 shous the retrospective premium adequacy for plans which
have a loss limit. As can be secen from the exhibit, the overlap
between the excess loss premiun factor and the insurance charge results
in a very favorable retrospective premium adequacy from the viewpoint
of the insurer. This is true even for the high severity insureds which

fared poorly when there were no loss linits.
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The Effect of [nadequate Excess Loss Premium Factors

After examining Exhibit VI, one might conclude that an insurer should
require loss limits on all retrospective rating plans. However, there
are some problems with this strategy. In talking with various
actuaries and underwriters who work in Workers' Compensation, the
author has found a strong consensus that the excess loss premium
factors currently in use are inadequate. To get some idea of the
effect of inadequate excess loss premium factors, the author calcul ated
the retrospective premium adequacy of plans with the excess 10ss

premium factors cut in half. The results are shown in Exhibit VII.

The results of these calculations show that, in some cases, it stili
may be more profitable to write an insured with a loss limit. The
profitability of a plan depends upon the balance between the amount of
inadequacy in the excess loss premium factors and the redundancy in the
insurance charge. This balance is more favorable to the insurer in
plans with a low maximun premium. [t should also be noted that this

balance works against the insurer for the larger premium sizes.

[f an underwriter is concerned about inadequate excess loss premium
factors, he should encourage the insured to take a plan with a high
maximun premium and no loss 1imit, or a pian with a Tow maximum premium
and a loss lwmit. The author has discussed this underwriting strategy
with both underwriting and marketing personel. They both thought that
neither of these programs are marketable. It should be clear why a
plan with a high maximum would not sell. The marketability of the low
naximum plan with a loss limit deserves some comment.
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then deciding vhether or not to purchase a plan with a loss limit, the
insured will look at his past experiunce and see what he would have
paid under cach plan. Exhibits VIIT and IX provide such a price
comparison based on the 10,000 samples generated by the loss model.
These exhibits show calculations of retrospective premium at various
percentiles. It should be noted that the insured in this example is
paying 325,062 in excess premium in the plan with a $30,000 loss limit.
In examining these exhibits one can see that the insured would be
paying a greater than or equal premium for the plan with a loss limit
at every percentile. The only time there is equality is when both

plans pay the maximum premium.

The underuriter went on to say that he would be extremely suspicious of
any insured that would be willing to accept a plan with a ltoss limit.
Such a plan would be acceptable to an insured who has experienced a

severe loss and is afraid of another one.

The possibility of adverse selection in plans with a loss limit is
something that could be tested. What is required is a comparison
between claim severity distributions for insureds who have, and who
have not purchased a plan with a loss limit. The author has not seen

such a comparison.

Adverse selection could provide an explanation for inadequate excess

toss premium factors.
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[V. OTHER RETROSPECTIVE RATING FORMULAS

Insurance Charges Which Reflect Claim Severity and Loss Limits

Given the differences in the retrospective premium adequacy of the
various plans mentioned above, it is natural to ask what should the
insurance charge be in order to accurately reflect differences due to
claim severity and loss limits. FExhibits X and XI provide the proper

insurance charges.

The taking into account of differences due to claim severity presents
the problem of rating different exposures which are under the same
retrospective plan. To do this, one can simply sum the losses incurred
by each separate exposure and then proceed as usual. Exhibit XVa
provides calculations of insurance charges for an insured with standard
premiums of $150,000 in a class represented by the high severity
distribution and $50,000 in each of two classes represented by the low
severity distribution and the standard distribution. This methed can
easily be generalized to cases where the expense factors and loss

limits are different for each class.

wWhile this method of calculating the insurance charge does not require
an excessive number of tables; it does require a great deal of computer
time. The overwhelming majority of the computer time is consumed by
generating the distribution of annual losses. The author is aware of
quicker ways to generate losses, which deserve serious considera-

tion.6

6. R.E. Beard, T. Pentikainen and E. Pesonen, op. cit., Ch.7.
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Retrospective Rating Plans Which Reguire a Loss Limit

In his observations of Exhibit XI, the reader may have already noticed
that the insurance charges for plans with the same standard premium and
toss limit are nearly equa].7 The difference ‘in the price for
insureds with different claim severity distributions can be attributed
almost entirely to the excess loss premium factor. This is true
because we are substituting a fixed excess premium for the most

volatile part of the ectual losses.

This observation suggests that, when using a fixed loss limit, one can
devise a retrospective rating formula for which the differences in the
insurance charges due to claim severity can be kept to an acceptable
minimum. This plan would simply use the insurance charge calculated
for the standard insured, as the insurance charge for all insureds.
Each insured would still use the appropriate excess 10ss premium
factor. The retrospective premium adequacies for various insureds

under such a plan are given in Exhbits XII and XVb.

The author would also propose that the insured not be given a choice of
loss limits. This would minimize the number of tables needed to
calcul ate the fnsurance charge. The loss limit would be determined by
the fotal expected losses of the insured. Furthermore, if it is
determined that adverse selection is a cause of inadequate excess loss
premium factors, it may be necessary to require that all insureds have

the same loss limit.

7. The reader should note the different definitions of the insurance
charge that are in the l{terature. Skurnick's insurance charge
provides for both the excess losses or individual claims and the
effect of 1imiting the retrospective premium. Harwayne suggests
reducing the excess 10ss premium factor to account for the overlap.
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If we dre to require that a specific loss limit be used for a given
insured, we should try to choose a Inss limit that will be acceptable
to a majority of the insureds. It may be desirable to calculate

excess losses by the following formula.
Let L be the total loss arising out of a single accident.

Primary Loss = L
IFL <A
Lxcess Loss =0

Lx8

Primary =
rimary Loss L+B-A

IfL>A

Excess Loss = L - Primary Loss
In this case we say the loss limit is (A:B).

One can sce that priuary portion of the loss will be between A and B
when the loss is greater than A. This formula is similar to the one

used in melti-split experience rating for Workers' Compensation.

Exhibits XIII and XIV show calculations of the insurance charge and the
retrospective presiiun adequacy for plans with a dual loss limit. It
should be noted that a more restrictive loss limit allows less variance
in the retrouspective premium adeyuacy. The selection of a required
loss 1fmit will depend upon what will be acceptable to a majority of
insureds and upon how rmuch variance in the retrospective premium

adequacy Lhe insurer is willing to tolerate.
I¥. CONCLUSION

This paper discusses three options which can be taken with regard to
the retrospective rating formula.
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The first option is to leave the present formula unchanged. [f this
option is elected, a retrospective rating plan will produce premium
deficiencies for high severity insured, while it may produce premium
redundancies for plans which have a loss limit. Such plans are not

appropriate for high severity insureds.

The second option is to renlace the present formula with one that
properly accounts for claim severity and loss limits. This option
would allow complete freedom in choosing the kind of plan to be used.
The main drawback to this option is the large amount of computer time
needed to calculate the insurance charge. It will be necessary to
develop a more efficient loss generation program before this option can

be implemented.

The third option is to restrict the number of plans available to the
insured. This provides an immediate reduction in the number of tables
needed. [f we require that all retrospective rating plans have a loss
limit, it turns out that the claim severity of an insured has only a
slight effect on the insurance charge. Because of this it should not
be necessary to have separate tables far each claim severity group in
order to calculate the insurance charge. [f a single loss limit is
required, the resulting procedure should be no more complex than the
present one. A single loss distribution and loss limit could be chosen

to represent all insureds with a given expected loss amount.

This paper attempts to quantify the effect of each of these options.
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The author prefers a flexible formula like that mentioned in option
two, Should this approach prove unworkable at the present time, the
author would then choose option three. The present retrospective
rating formula discards accuracy in order to maintain flexibility. The

proposed formula discards flexibility in order to maintain accuracy.

This paper bases its conclusions on computer simulation using
hypothetical data. These techniques permitted a vast amount of
experimentation with various retrospective rating plans. These
conclusions dare the results of this experimentation. Any concrete
proposal for changing the current procedure must look at real data.
The modification of the current procedure will be a very expensive and
time consuming undertaking. It is hoped that this paper will convince

the reader that such an undertaking is worth the effort.

The ideas expressed in this paper are the result of conversations the

author had with many people at his company. The author would like to

thank these people for their contributions.
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Exhibit 1

Claim Amount

Claim Severity Distributions

Probability that a claim will be less than Column 1

(1)

50

100

250

500

750
1,000
1,500
2,500
3,500
5,000
7,500
19,000
15,000
25,000
35,000
50,000
75,000
100,000
150,000
250,000
350,000
500,000

Cotumn 2 - Low Severity Insured
Colunn 3 - Standard Insured

(@)

0.4310
0.5781
0.8561
0.8994
0.9175
0.9291
0.9455
0.9628
0.9718
0.9788
0.9846
0.9886
0.9935
0.9969
0.9982
0.9990
0.9995
0.9997
0.9998
1.0000

Column 4 - High Severity [nsured

(3)

0.3692
0.5147
0.8419
0.8835
0.9040
0.9155
0.9310
0.9495
0.9606
0.9704
0.9780
0.9824
0.9878
0.9936
0.9961
0.9977
0.9988
0.9992
0.9996
0.9998
0.9999
1.0000

(4)

0.2464
0.4385
0.6195
0.8474
0.8684
0.8862
0.9050
0.9225
0.9348
0.9468
0.9592
0. 9665
0.9748
0.9823
0.9862
0.9903,
0.9941
0.9961
0.9977
0.9989
0.9993
1.0000

It is assumed that the claim severity distribution is uniform between

any two consecutive amounts in Column 1.
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Cxhibit !la

Excess Loss Premium Factor*

Low Severity Standard High Severity
Loss Limnt Insured Insured Insured
10,000 0.191 . 0.270 0.391
15,000 0.146 0.222 0.353
20,000 0.118 0.187 0.322
25,000 0. 098 0.162 0.296
30,000 0.084 0.143 0.274
40,000 0. U64 g.116 0.237
50,000 0.052 0.098 0.208
75,000 0.033 0.070 0.156
140,000 U.023 0.053 u.124
150,000 0.010 0.034 0.083
200,000 0.003 0.023 0.056
250,000 - 0.Ul5 0.038
Exhibit IIb
Excess Loss Prewium Factor*
Lov Severity Standard High Severity
Loss Limit** Insured Insured Insured
(2,000:20,000) 0.206 0.272 0.380
(5,000:63,000) 0.114 0.170 0.276
(10,000:100,000) 0.075 0.124 0.220
(10,000:20,000) 0.155 0.228 0.350
(30,000:60,000) 0.064 0.114 0.227
(50,000:100,000) 0.038 0.076 0.166

* [xpected Loss Ratio = .600

**[xcess losses for a dual loss limit (A:B) are given by the following
formula.

Let L be the total loss arising out of a single accident.

Primary Loss = L
IfL <A

Lxcess Loss = 0

LxB

Priniar =
riuary Loss (+B-A

1 L>A

Lxcess Loss = L - Primary Loss
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Exhibit 11t Comparison of insurante-charges indicated by the model,
and the standard formula using Table M.

Standard Premium = 50,000
No Loss Limit

Insurance Charge*

Min. Hax. Standard Formula Hodel
BxTit 1.00 0.267 0.300
BxTM 1.20 0.173 0.219
BxTH 1.40 0.122 0.174
BxTH 1.60 0.090 0.144
ExTM 1. 80 0.068 0.123
0.60 1.00 0.254 0.299
0.60 1.20 0.117 0.195
0.60 1.40 0.038 0.124
0.60 1.6V -0.016 0.071
0.60 1.80 -0.052 0.029

Standard Premium = 150,000

No Loss Limit

Insurance Charge*

Min. iax. Standard Formula Model
BxTH 1.00 0.173 0.179
BxTH 1.20 0.092 0.112
BxTH 1.40 0.059 0.079
BxTH 1.60 0.044 0.060
BxTH 1.80 0.029 0.047
0.60 1.00 0.150 0.171
0.60 1.20 0.047 0.087
0.60 1.40 0.000 0.043
0.60 1.60 -0.025 0.014
0.60 1.80 -0.042 -0.005
Standard Premium = 250,000

No Loss Limit

I nsurance Charge*

Min. Hax. Standard Formula Mode!
BxTM 1.00 0.130 0.128
BxTH 1.20 0.060 0.073
BxTH 1.40 0.033 0.048
BxTH 1.60 0.025 0.033
BxTH 1.80 0.015 0.023
0.60 1.00 0.099 0.119
0.60 1.20 0.012 0.054
0.60 1.40 -0.016 0.021
0.60 1.60 -0.032 0.001
0.60 1.80 -0.040 -0.004

* The parameters for the plans are given in Exhibit IV.
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Exhibit IV Parameters for Retrospective Rating Plans

Total Standard Premium
50,000 150,000 250,000

Expected Losses 30,000 90,000 150,000
Loss Conversion Factor (c¢) 1.125 1.125 1,125
Expense in Basic Premium Factor (a) 0.149 0.139 0.134
Tax Multiplier (t) 1.040 1.040 1. 040
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Exhibit v Petrospective Premium Adequacy for Plans without a Loss
Limit

Standard Premium = 50,000
Ho Loss Limit

Retrospective Premium Adequacy*

Low Severity Standard High Severity
Min. Max. Insured I nsured Insured
Bx M 1.00 0.951 1.000 1.127
BxTM 1.20 0.936 1.000 1.161
Bx ™ 1.40 0.935 1.000 1.170
Bx TM 1.60 0.937 1.000 1.170
Bx™ 1.80 0.940 1.000 1.163
0.60 1.00 0.951 1.000 1.112
0.60 1.20 0.951 1.000 1.103
0.60 1.40 0.962 1.000 1.084
0.60 1.60 0.974 1.000 1.066
0.60 1.80 0.984 1.000 1.049

Standard Premium = 150,000
No Loss Limit

Retrospective Premium Adequacy*

Low Severity Standard High Severity
Min. Max. Insured Insured Insured
Bx T 1.00 0.951 1.000 1.119
BxTM 1.20 0.947 1.000 1.123
BxTH 1.40 0.953 1.000 1.113
Bx ™M 1.60 0.958 1.000 1.098
BxTH 1.30 0.962 1.000 1.085
0.60 1.00 0.956 1,000 1.078
0.60 1.20 0.964 1.000 1.082
0.60 1.40 0.976 1.000 1.028
0.60 1.60 0.987 1.000 1.008
0.60 1.80 0.994 1.000 0.992

Standard Premium = 250,000
No Loss Limit
Retrospective Premium Adequacy*

Low Severity Standard High Severity
Min. Max. Insured [nsured [nsured
BxTM 1.00 0.961 1.000 1.102
BxTH 1.20 0.961 1.000 1.095
BxTH 1.40 0.966 1.000 1.077
BxTM 1.60 0.972 1.000 1.061
Bx T 1.80 0.977 1.000 1.048
0.60 1.00 0.967 1.000 1.061
0.60 1.20 0.975 1.000 1.031
0.60 1.40 0.987 1.000 1.007
0.60 1.60 0.996 1.000 0.988
0.60 1.80 1.004 1.000 0.974

* The parameters for the plans are given in Exhibits I11 and IV.
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Exhibit Vi Retrospective Premiun Adequacy for Plans with a Loss
Limit

Standard Premium = 50,000
Loss Limit = 10,000

Retrospective Premiun Adequacy™

Low Severity Standard High Severity
Hine Max. [nsured Insured Insured
BXTH 1.0u 0.800 0.465 0.855
BxTH 1.20 0.814 0.811 0.800
BExTi1 1.40 U.819 0.818 0.813
BxTH 1.60 0.833 0.483b 0.836
BxTH 1.80 0.857 0.4856 0.856
0. 60 1.00 0.868 0.865 0.855
0.60 1.20 U.829 0.827 0.816
U. 60 1.40 U. 804 0.863 0.85Y
0.60 1.60 0.912 0.913 0.912
0.60 1.8V 0.95Y 0.961 0.962

Standard Premium = 150,000
Loss LimilL = 30,000

Retrospective Premium Adequacy*

Low Severity Standard High Severity

Hin. Hax. [nsured Insured Insured
BT 1.00 0.904 0.908 0.901

Bx TH 1.20 0.58Y 0.894 0.88Y
BxTH 1.40 0.906 0.909 0.907
I3x TH 1.60 0.924 0.925 0.924
BxTH 1.80 0.93y 0.939 0.939
0.60 1.00 0.908 0.912 0.905
0.60 1.20 0.912 u.916 0.914
0.60 1.40 0.944 0. 945 0.947
0.60 1.60 0.u74 0.973 0.977
0.60 1.80 U. 995 0.994 0.

999

Standard Preatiut = 250,000
toss Limit = 50,000

Retrospective Premium Adequacy*

Low Severity Standard High Severity
Hin. Max. ____Lnsured Insured Insured
BxTH 1.00 0.925 0.931 0.937
BxTH 1.20 0.923 0.927 0.931
BxTM 1.40 0.940 0.941 0.944
BxTH 1.00 0.957 0.957 0.958
BxTH 1.80 0.969 0.969 0.969
0.60 1.00 0.931 0.936 0.943
0.60 1.20 0.942 0.944 0.948
0.60 1.40 0,970 0.967 0.969
0.60 1.60 0.992 0.988 0.987
0.60 1.80 1.010 1.005 1.003

* The parameters for the plans are given in Exhibits [la, [II and IV.
- 345 -



Exhibit VI

Standard Premium
Loss Limit = 10,000

[

Min. Max.
BxTM 1.00
Bx T4 1.20
BxTM 1.40
BxTH 1.60
BxTi4 1.80
0.60 1.00
0.60 1.20
0. 60 1.40
0.60 1.60
0.60 1.80

Standard Premnium
Loss Limit = 30,000

Min. Hax.
BxTH 1.00
BxTH 1.20
BxTM 1.40
BxTH 1.60
BxTM 1.80
0. 60 1.00
U.60 1.20
0.60 1.40
0.60 1.60
0.60 1.80

Standard Premiun
50,000

Loss Lmit

Hin.

ExTH
BExTH
BxTH
BxTH
BxTH
0. 60
0.60
U.60
0.60
0.60

* The parameters for the

Hax.

1.00
1.20
1.40
1.60
1.
i
!
1
1
i

40

.00
.20
40
.60
.80

50,000

Retrospective Premium Adequacy for Plans with a Loss
Limit and Inadequate [xcess Loss Premium Factors

Retrospective Premium Adequacy*

Low Severity Standard High Severity
Insured Insured Insured
0.899 0.914 0.936
0.884 0.919 0.978
0.910 0.955 1.031
0.932 0. 989 1.076
0.964 1.017 1.110
0.89y 0.914 0.937
0.906 0.944 1.009
0.963 1.013 1.102
1.021 1.073 1.166
1.069 1.121 1.213

150,000

Retrospective Premium Adequacy*

Low Severity Standard High Severity
Insured Insured Insured
0.928 0.952 1.003
0.930 0.967 1.048
0.955 0.994 1.089
0.976 1.016 1.120
0.993 1.034 1.142
0.933 0.957 1.009
.954 0.988 1.062
0.991 1.024 1.103
1.022 1.054 1.135
1.045 1.076 1.156

250,000

Retrospective Premium Adequacy*

Low Severity Standard High Severity
Insured Insured Insured
0.943 0.968 1.028
0,952 0.982 1.060
0.972 1.004 1.088
0.590 1.023 1.110
1.004 1.038 1.127
0.950 0.974 1.027
0.970 0.996 1.056
1.000 1.024 1.083
1.023 1.045 1.102
1.042 1.063 1.118

plans are given in Exhibits I1la, 111 and IV.

The [xcess Loss Premium Factors in Exhibit Ila are multiplied by .5.



Cxhibit Vil Distribution of Retrospective Premium with 30,000
Loss Limit - Standard Insured

1. Standard Premium 150000
2 Basic Premium (Excl Ins Chyg But Incl. Tax) 21684
3. Basic Preaium (Incl 0.179 Ins Chy and Tax) 53098
4.  (xcess Premium Generated by E.L.P.F. (inc Tax) 25062
5. Heeded Excess Premium {Inc Tax) 25062
6 itinimun Premium (= Line 3) 53098
7 Max imus Premiua (Line 1 x 1.000) . 150000
A B C D £
Probability
that Subject Ltosses Subject
Losses To Retro Retrospective C(ost Plus Di fference
Are < = Col B ~ Pating * Premium ** Premi unr*** C-D
Min 10659 88819 57405 31414
.005 18287 96447 65033 31414
.010 20942 99102 67688 31414
.050 30342 108502 77088 31414
L100 37238 115398 83934 31414
.200 48255 126415 95001 31414
.300 57966 136126 104712 31414
.400 66673 144833 113419 31414
.500 75372 150000 122118 27882
. 600 34315 150000 131061 18939
.700 95106 150000 141852 8148
. 800 108743 150000 15548y -5489
.900 1290U5 150000 175751 -25751
.950 147786 150000 194532 -44532
. 990 184776 150000 231522 -81522
.995 200951 150000 247697 -97697
ftax 283075 150000 329821 -179821
Hotes

> Subject Losses are adjusted to include L.A.L. and Taxes

** Retrospective Premium = Line 3 + Line 4 + Col B
Subject to Minimum and Maximum Premium

*** Cost Plus Premium = Line 2 + Line 5 + Col B
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Exhibit IX

Liwit - Standard In-ured
1. Standard Premiun
2. Basic Premium (Excl Ins Chg But Incl. Tax)
3.  Basic Premium (Inc)l 0.179 Ins Chg and Tax)
4.  Excess Premium Generated by E.L.P.F. (Inc Tax)
5. Needed Lxcess Premium (Inc Tax)
6. Minimum Premium (= Line 3)
7. Maximun Premium {Line 1 x 1.000)
A B C 3}
Probability
that Subject Losses Subject
Losses To Retro Retrospective Cost Plus
Are ¢ = Col B * Rating * Premium ** Premiym***
Min 10659 63757 32343
.005 18287 71345 39971
010 20942 74040 42626
050 30342 83440 52026
.100 37238 90336 58922
.200 48273 101371 69957
.300 58068 111766 80352
400 69178 122276 U862
.500 61194 134292 102878
.600 Y4581 147679 116265
.700 112448 150000 134172
.800 140164 150000 161848
.00 190628 150000 212312
.Y5u 258305 150000 27998Y
9490 532459 150000 554143
.995 615667 150000 637351
Hax 38677 150000 960361

Hotes

*

*x

Subject Losses are adjusted to include L.A.E. and Taxes

Retrospective Premium = Line 3 + Line 4 + Col B
Subject to Hinimum and Maximum Premium

Cost

Plus Premium =

Line 2 + Line 5 + Col B
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Distribution of Retrospective Premium with No Loss

150000
21684
53098

0

0
53098
150000

£

Difference
C-0

31414

31414
31414
31414
31414
31414
31414
31414
31414
31414
15828
-11548
-62312
-129989
-404143
-487351
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Exhibit X Indicated Insurance Charges

Standard Premium = 50,000
No Loss Limit
Insurance Charge*

Low Severity Standard High Severity
Min. Max. [nsured Insured [nsured
BxTH 1.00 0.230 0.300 0.424
BxTH 1.20 0.153 .219 0.351
BxTM 1.40 0.113 0.174 0.305
BxTH 1.60 0.089 0.144 0.269
BxTH 1.80 0.072 0.123 0.241
0.60 1.00 0.226 0.299 0.424
0.60 1.20 0.129 0.195 0.351
0.60 1.40 0.071 0.12 0.289
0.60 1.60 0.034 g.071! 0.224
0.60 1.80 0.006 0.029 0.159

Standard Premium = 150,000
fo Loss Limit
Insurance Charge*

Low Severity Standard High Severity
Min. Max. [nsured Insured Insured
BxTH 1.00 0.118 0.179 0.303
8xTM 1.20 0.063 0.112 0.217
BxTH 1.40 0.039 0.079 0.168
BxTM 1.60 0.026 0.060 0.135
BxTM 1.80 0.018 0.047 0.110
0.60 1.00 0.111 0.171 0.300
0.60 1.20 0.046 0.087 0.181
0.60 1.40 0.017 0.043 0.096
0.60 1.60 -0.000 0.014 0.031
0.60 1.80 -0.012 -0.005 -g.0n21

Standard Premium = 250,000
Ho toss Limit
Insurance Charge*

Low Severity Standard High Severity
Min. iMax. Insured Insured [nsured
BxTM 1.00 0.083 0.128 0.234
BxTM 1.20 0.03¢ 0.073 0.154
BxTH 1.40 0.021 0.048 0.109
BxTH 1.60 0.011 0.033 0.080
BxTH 1.80 0.005 0.023 0.060
0.60 1.00 0.079 0.119 0.222
0.60 1.20 0.030 0.054 0.107
0.60 1.40 0.009 0.021 0.033
0.60 1.60 -0.003 0.001 -0.021
0.60 1.80 -0.010 -0.014 -0.061

* The parameters for the plan are given in Exhibit 1V.
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Exhibit X1 indicated Insurance Charges

Standard Premiun = 50,000
Loss Limit = 10,000

Insurance Charge*

Tow Severity Standard High Severity
Hin. Max. Insured Insured Insured
BxTM 1.00 0.054 0.049 0.032
BxTM 1.20 0.013 0.012 0.006
BxTM 1.40 0.003 0.003 0.001
BxTH 1.60 0.001 0.001 0.000
BxTM 1.80 0.000 0.000 0.000
0.60 1.00 0.052 0.049 0.032
0.60 1.20 0.008 0.009 0.006
0. 60 1.40 -0.004 0.000 0.001
0.60 1.60 -0.006 -0.003 0.000
0. 60 1.80 -0.007 -0.004 0.000

Standard Premium = 150,000
Loss Limit = 30,000
Insurance Cnarge*

Low Severity Standard High Severity
Min. Max. Insured Insured Insured
BxTH 1.00 0.046 0.052 0.045
Bx T 1.20 0.u1u 0.013 u.01l
BxTH 1.40 0.002 0.004 0.003
BxTH 1.60 0.000 0.0l 0.001
BxTH 1.80 0.000 0.000 0.000
0. 60 1.00 0.041 0.047 0.044
0.60 1.20 0.002 0.004 0.007
0.60 1.40 -0.006 -0.006 -0.003
0.60 1.60 -0.008 -0.009 ~0.005
0.60 1.80 -0.009 -0.010 -0.006

Standard Premium = 250,000
Loss Limit = 50,000
Insurance Charge*

Low Severity Standard High Severity
Min. Max. Insured Insured Insured
BxTM 1.00 0.038 0.044 0.052
BxTH 1.20 0.007 0.010 0.013
BxTM 1.40 0.001 0.002 0.004
ExTH 1. 60 0.000 0.000 0.001
BxTH 1.80 0.000 0.000 0.000
0.60 1.00 0.035 0.039 0.047
0.60 1.20 0.002 0.001 0.003
0.60 1.40 -0.004 -0.007 -0.007
0.60 1.60 -0.006 -0.009 -0.011
0.60 1.80 -0.006 -0.010 -0.011

* The parameters for the plan are given in Exhibits [la and IV.
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Exhibit XI

Standard Premius = 50,000

Loss Limit
Min. Max.
BxTH 1.00
BxTH 1.20
BxTH 1.40
BxTH 1.60
BxTM 1.80
0.60 1.00
0.60 1.20
0. 60 1.40
0.60 1.60
0. 60 1.80
Standard Preniun
Loss Linit
Hin. Hax.
b 1.0U0
Bx I 1.20
BxTH 1.40
BxTii 1.60
BxTH 1.80
0.60 1.00
J.60 1.20
0.60 1.40
0.60 1.60
0.60 1.80
Standard Prenmium
Loss Linit
Hin. Max.
BxTH 1.00
Bx TH 1.20
BxTH 1.40
BxTH 1.60
BxTH 1.80
0.60 1.00
0.60 1.20
(. 60 1.40
0.60 1.60
0. 60 1.80

10,000

30,000

50,000

Retrospective Premiun Adequacy for Alternate Plan #1

Retrospective Prenium Adequacy*

Low Severity Standard
Insured Insured
1.004 1.000
1.002 1.000
1.001 1.000
1.000 1.000
1.000 1.000
1.002 1.000
0.998 1.000
0. 996 1.000
0.996 1.000
0. 996 1.000
150,000

High Severity
Insured

0.983
0.993
0.998
0.99v
1.000
0.983
0.997
1.002
1.004
1.006

Retrospective Premium Adequacy*

Low Severity

Standard

Insured Insured
0.Y44 1.000
0. 996 1.000
0.998 1.000
0. 999 1.000
1.000 1.000
0.495 1.000
0.998 1.000
0.999 1.000
1.001 1.000
1.001 1.000

250,000

High Severity
Insured

0.994
0.997
0.994
0.999
1.000
0.99%8
1.003
1.003
1.004
1.005

Retrospective Premiuin Adequacy*

Low Severity Standard

Insured Insured
0.994 1.000
0.997 1.000
0.999 1.000
1.000 1.000
1.000 1.000
0. 996 1.000
1.001 1.000
1.003 1.000
1.004 1.000
1. 005 1.000

High Severity
Insured

1.008
1.004
1.002
1.001
1.000
1.007
1.003
1.000
0.498
0. 998

* The insurance charges used are those of the Standard Insured in
Exhibit XI.

and 1V.

The parameters for the plan are given in Exhibits ila



Exhibit XITI

Standard Premium = 50,000
(2,000:20,000)

Loss Limit

Min.

BxTH
BxTH
BxTH
BxTH
BxTM
0.60
0.60
0.60
Q.60
0.60

Standard Premium

Loss Limit

Min.

ExTM
BxTH
BxTH
BxTi
BxTH
0.60
0.60
0.60
0.60
Db

Max.

1.00
1.20
1.40
1.60
1.
1
1
1
l

80

.00
.20
.40
.60
1.

80

Retrospective Premivm Adequacy for Alternate Plan #2

Retrospective Premium Adequacy*

Insurance  Low Severity  Standard High Severity
Charge* Insured Insured I nsured
0.055 0.999 1.000 0.992
0.015 0.999 1.000 0.997
0.005 0.99Y 1.000 0.993
0.001 1.000 1.000 1.000
0.000 1.001 1.000 1.000
0.055 0.998 1.000 0.992
0.014 0.996 1.000 0.998
0.002 0.997 1.000 1.002
-0.002 0.998 1.Uae 1.004
-0.003 0.998 1.000 1.004
150,000

(5,000: 60, 000)

Max.

b bt gt e b o b

.00
.20
.40
.60
.80
.00
.20
.40
.60
.80

Retrospective Premium Adequacy*

Insurance  Low Severity  Standard High Severity
Charge* Insured Insured Insured
0.046 0.992 1.000 1.007
0.012 0. 994 1.000 1.003
0.003 0.998 1.000 1.002
0.001 0.99Y 1.000 1.000
0.000 1.000 1.000 1.000
0.043 0.993 1.000 1.008
0.006 0.997 1.000 1.006
-0.003 1.000 1.000 1.003
-0.005 1.000 1.000 1.001
-0.006 1.001 1.000 1.001

Standard Premium = 250,000

Loss Limit

Min.

BxTH
BxTH
BxTH
BxTM
BxTH
0.60
0.60
0.60
0.60
0.60

{10,000: 100, 000)

Max.

e s e bt e b bt e

.00
.20
.40
.60
.80
.00
.20
.40
.60
.80

Retrospective Premium Adequacy*

Insurance Low Severity ~ Standard High Severity
Charge* Insured Insured Insured
0.039 0.993 1.000 1.014
0.008 0.997 1.000 1.009
0.002 0.999 1.000 1.003
0.000 1.000 1.000 1.002
0.040 1.000 1.000 1.000
0.036 0.994 1.000 1.013
0.003 1.000 1.000 1.005
-0.004 1.002 1.000 1.000
-0.006 1.003 1.000 0.998
-0. 006 1.003 1.000 0.997

* The parameters for the plan are given in Exhibits [Ib and IV.
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Lxhibit X1V

Standard Premium

50,000

Loss Limit = (10,000:20,000)

Min.

BxTH
BxTH
BxTH
BxTM
BxTH
0.60
0.60
0.60
U.60
0. 60

Standard Premiun

Max.

e e e e —

.00
.20
.40
.60
8U
.00
.20
.4y
.60
.80

Retrospective Premiun Adequacy for Alternate Plan 43

Retrospective Premium Adequacy*

Insurance  Tow Severity  Standard Hight Severity
Charge> Insured Insured Insured
0.029 1.000 1.000 0.987
0.078 0.999 1.000 0.992
0.026 0.998 1.000 0.995
0.010 0.99Y 1.000 0.997
0.004 1.000 1.000 1.000
0.077 0.998 1.000 0.988
0.019 0.995 1.000 1.000
-0.0m 0.995 1.000 1.009
-0.008 0.996 1.000 1.012
-0.011 0. 446 1.000 1.014
150,000

(30, 60V: 50, V0O)

Loss Limit

Min. Max.
BxTM 1.00
BxTH 1.20
BxTH 1.40
BxTH 1. 60
Bx TH 1.80
0.60 1.00
0.60 1.20
0. 60 1.40
0.60 1.60
0.60 1.80

Standard Promiun

Loss Limit

Min.

Bx TH
Bx 1M
BxTi1
BxTH
BxTH
0. 60
0.60
0. 60
0.60
0.60

Retrospective Premium Adequacy*

Insurance Tow Severity Standard — High Severity
Charge* I'nsured Insured Insured
0.071 0.98Y 1.000 1.004
0.022 0.992 1.000 1.004
0.008 0.995 1.000 1.00}
0.003 0.998 1.000 1.000
0.001 0.999 1.000 1.000
0.064 0.991 1.000 1.007
0.008 0.997 1.000 1.004
-0.,009 1,001 1.000 1.002
-0.014 1.003 1.000 0.999
-0.016 1.004 1.000 0. 999
250,000

(50, 000: 100, 000)

Hax.

1.00
1.20
1.40
1. 60
l.
1
1
1
1

80

.00
.20
.40
.60
.80

Retrospective Premium Adequacy*

Insurance Low Severily — Standard — High Severity
Charge* Insured Insured Insured
0.058 0.980 1.000 1.019
0.016 0.995 1. 000 1.013
0.005 0.997 1.000 1.006
0.001 1. 000 1.000 1.003
0.000 1.000 1.000 1.002
0.051 0.994 1.000 1.014
0.004 1.001 1.000 1.003
-0.009 1.005 1.000 0.996
-0.013 1.007 1.000 0.992
-0.014 1.007 1.000 0.991

* The parameters for the plan are given in [xhibits IIb and IV.
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Exhibit Xva

Standard Premium for

Total

Hin.

BxTM
Bx TM
BxTH
Bx TM
BxTM
0. 60
0.60
0. 60
9.60
(.60

Exhibit XVb

Loss Limit = 50,000

Hin.

Bx TH
BxTM
Bx Ti4
DxTH
BxTH
0.60
0.60
0.00
0.60
0.60

Max.

N =

Multi-Exposure Insured

.00

20

.40
+ 60
.80
.00

.40
.60
.80

Max.

— b b e e b

.00
.20
.40
.00
.80
.0U
.20
.40
. 6u
.80

High Severity Insured =
Standard Insured =
Low Severity Insured =

1

Indicated In

50,000
50,000
50,000

surance Charge*

Ho Loss Limit

0.183
0. 115
0.080
0. 057
0.042
0.175
0.086
0.033
-0.002
-0.028

Multi-Exposure Insured

50,000 Loss Limit

0.047
0.011
0.002
0.000
0.000
0.044
0.003
-0.006
-0.009
-0.00Y

Retrospective Premium

Insurance Charge** Adequacy*
0.044 1.001
0.010 1.000
0. 002 1.000
0.000 1.000
0.000 0.999
0.039 1.001
0.001 1.001

-0.007 0.949
-0.0U9 0.999
-0.010 0.999

* The paraneters for the plan are given in Exhibits Ita and IV.

** From Exhibit XI.
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AN ANALYSIS OF RETROSPECTIVE RATING

by Glenn Meyers

Reviewed by James F. Golz

Glenn Meyers has written a fine, concise paper. He begins with
hypothetical loss distributions representing low, standard, and
high workers' compensation severities. Combining these with a
Polsson frequency distribution, he demonstrates how our present
retrvospective rating procedure falls to react properly to severity
differences and how it overcharges (at least theoretically) when
loss 1imits are selected. Meyers notes that a complete computer
modeling of the interaction among excess loss premium factors,
insurance charges, and frequency and severity distributions is
still a lengthy process. However, he observes that once excess
loss premium factors are properly accounted for, the remaining
insurance charge is approximately equal regardless of the severity
distribut{ion. Thus, for practical reasons, he suggests that either
a limited number of loss limits or a single mandatory loss limit be

imposged .

Our first task, as Meyers observes, should be to confirm his con-
clusions using actual data. The adjustment of reported workers'
compensation data to a sultable level for analysis will be an inter-
esting task in itself, The claims will, of course, have to be put
on the level of the current law. The late recognition of many
severe claims and the present valuing of pension claims will com-

plicate the development of irdividual claims to ultimate cost levels.
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The frequency and severity distributions may even have to be

adjusted to reflect changing benefit utilization patterns.

There may be a practical difficulty in implementing l‘:[eyers's sugges—
tion to restrict the number of loss limits available. OQur retro-
spective rating plans have grown to their current level of detail

in response to the competitiveness within our industry and the
demands of the marketplace. I suspect that many underwriters would
rather have some protection from even an unbalanced retrospective
rating plan than not be able to use retro at all as a defensive

tool.

A further complication arises from the fact that retrospective rat-
ing plans are employed in audited lines of insurance. We face not
only the problem of combining states, lines and severities for quo-
tation purposes, but also of detemining the rating parameters at
adjustment time. Although we live in an age of computers, not
everyone has access to them. Therefore, our retrospective rating
plans should be simple enough for manual calculation and adjustment.
Recently the National Council on Compensation Insurance considered
proposing that insurance charges be determined using expected number
of claims (which would vary by hazard group) rather than expected
loss dollars. This would have been a reflection of risk severity,
much as Meyers proposes, However, the matter was eventually dropped,
apparently for fear that the retrospective rating process would become

too complex.
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Meyers defines the basic premium factor to include all expenses
other than taxes and loss adjustment expenses. This 18 a useful
simplification often adopted for educational purposes. However,
the expenses remaining in the basic premium are actually a func-
tion of the loss conversion factor, and many plans are sold with
loss conversion factors higher or lower than the actual relation-
ship of loss adjustment expenses to losses. It should be noted
that such plans can be analyzed by Meyers's methods by using the
actual relationship of loss adjustment expenses to losses in

the "cost-plus” formula and the selected loss conversion factor

in the "retrospective premium" formula.

It will be interesting to see whether Meyers's suggestions can be
implemented for all retrospective rating. In any event, I expect
the wise company will soon apply severity analyses of this sort to

the pricing of large accounts.
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Aggregate loss probability is an effective tool in actuarial rate
making, risk charging, and retention analysis for both primary and
secondary insurance companies. A noticeable trend over recent years
indicates that it also is becoming an indispensable element in the risk
management gperations of many manufacturing and commercial firms. Some
major insurance brokerage houses in the U.S., in step with the trend,
already employ this technique routinely in selecting a retention plan
for their clients. In its broadest form, the application extends beyond
the actuarial domain into the broader area of corporate.financial planning.

Most existing procedures for estimating aggregate loss probability
distributions have significant disadvantages. Most often, these disadvan-
tages are associated with inadeqdate treatment of skewed data. The
purpose of this paper is to present a recently developed technique which
seems to handle the aggregate loss estimation problem more effectively.

The first section presents a brief review of the strength and weakness
of most popular techniques currently in use. This is followed by a
brief description of the newly developed technique. Next, the results
of a comparative study of the cost and effectiveness of these alternative
procedures are reported. Finally, we illustrate the impact of improved
aggregate loss estimation on the pricing of reinsurance. An appendix
contains the mathematical derivation for those who would like to verify

our results.

Standard Aggregate Loss Estimation Procedures

In dealing with the estimation of aggregate loss probability, there
are three fundamental approaches commonly in use. They are analyticail,

approximation, and simulation models. Each is distinguished from the

others by its own characteristics, advantages and disadvantages. The
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pure analytical model] generally is the most accurate. The handicap is
that it can be applied to only a few distribution fypes. A freguently
used approximation model is the Normal Power approximation. This is easy
to implement but yields disturbingly large approximation errors when
applied to highly skewed data.2 Another less well-known approximation
technique is the Gamma approximation.3 which seems more accurate than the
NP approximation in most occasions.? The only weakness of the Gamma
approximation is that, like the NP approximation, it does not respond

to the sensitive choice of frequency distribution. Simulation modeling
is perhaps the most widely used technique in the field of management
sciences; however, 1ike the other techniques, it has disadvantages,

too. First, since the error brought on from simulation is statistical
rather than mathematical, it can be reduced significantly only by
increasing consideradbly the number of iterations.5 This would be an
unfavorable element should the consideration of computing time and cost
become crucial. Secondly, simulation is a brute force technique and
offers 1imited insight into how a system works. Thus, any sensitivity
analysis or optimization drawn from a simulation model is virtually a

trial and error process and can not be justified mathematically.

See Appendix B for a summary.

Reports compiled from experiments decline to recommend the use of NP
approximation on data of skewness exceeding 1 or 2, see [2] and [13] .

See Appendix C for background materials on this technique.

There is a controversy in the literature [16] and [18) concerning which
approximation is superior. In our study, we found out that at least
for the distributions l1isted in this article, the result for the gamma
approximation is much better than that from the NP approximation.

See Table 7.1 given in [2] , P. 93 for relation between the degree
of error and number of iterations.
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The aim of this paper is to introduce a new model which is designed
to meet the dual requirements of accuracy and simplicity in implementation.
OQur approach is a blend of the analytical and approximation models. It
is approximate, because the answer is not the exact, ‘and analytical
primarily because the formula is derived from the fundamental character-
istics of collective risk theory. To demonstrate the precision of our
model, apart from the mathematical deduction attached as an appendix,
we compare the results of the new model with those where the exact

probability can be calculated directly using the analytical method.

A New Model (Modified Gamma Approximation)

Aggregate loss, occurring as a random process, is compiled from two
variables: one is identified as the number of claims experienced in a
given time span (normally one year) and denominated as the “frequency
of loss." The other is the size of an individual claim and is termed
the "severity of loss." Jointly, frequency and severity determine total
or aggregate loss from all claims in the given time span. The most
often. used frequency distributiens are poisson and negative binomial.6
for severity distributions, experience7 indicates that normal, gamma,

8

inverse normal, pareto, log-normal and log-gamma~ are appropriate for

casualty and property insurance.

6 Some authors also recommend a third type, the generalized Waring
distribution, for details please see [19] .

; see 31, [8], Do} , (1] . and 8] .

A summary of these distributions can be found in Appendix A.
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For convenience, we shall adopt the term generalized poisson model

for the aggregate loss distribution which uses the poisson distribution
as the frequency function and leaves the choice of the severity function

open. Similarly, the generalized negative binomial model reflects the

application of the negative binomial distribution as the frequency
function.
To describe our formula, we need the following statistics which

can be estimated? from the sample data:

A : frequency mean
d' : frequency standard deviation
/u‘ : severity mean
dp : severity standard deviation

and statistics which can be derived intrinsically:

Ia . aggregate mean (e.g., the product of A
and  fd, 1
¢ : aggregate standard deviation (e.g., ,\(’..;ra:)

for the generalized poisson mogel and “pgt 4 42 o
for the generalized m.b_ model )?8 A "ﬁVf

Xp : severity skewness
OQur formula states that the probability F(x) of annual aggregate loss
less than or equal to % is given by:1]

Fto = i_.‘. %./j"ﬂ-) !’L('_{_tikti(f_)) dt a)

See [7] for the estimation of these statistics.
See [14] p. 179 for the derivation.

The derivation of formula (1) and the subsequent tables are given
in Appendix D. 362
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where functions f(*) and 7#) in the integrand are defined by:

Table 1
Model _f& i
Generalized Poisson enp(A i) » “ahtt)
. - > S LAy -if (T3 )RE)
Generalized N8 {{,.{%ﬁ)ﬂn",&&)\-‘,{m)‘} % l') 0 ton 1(‘&:(;.;?))_‘7”)

and functions §ft} and Rft) in both models are given by:

Table 2

At) Fi 5tt) geo
Stt)Gs(ort)-1 Stosi-(orty) (r(EBE ¢ (&%%)* 41l

stle

The only quantity which has not been expressed expiicitely in the formula
is the severity skewness )" . Since each of the six severity distri-
bution functions has exactly two parameters, eac'h is defined and
described completely by the severity sample mean and standard deviation.
A1l the other guantities, including Xb , depend ultimately on the type
of the severity distribution chosen; that is on the sample mean and
standard deviation. The corresponding severity skewness of the six

alternative severity distributions are tabulated as fo]]ows:]2

Table 3
13
Type Skewness 11
Normal [}
Gamma Do
2 ,:,,)

12 The derivation of Table 3 is given in Appendix A.

13 If the skewness is zero, replace it with any small number (e.g., 10'9)
in the computation, since dividing by zero is prohibited in cur
formula.
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g
Inverse Normal 3 (ﬁ .
ParetoM 2(‘%} (%%(Eé')
Log-normal (‘%) {(%)'3 3)
. .I§

Log-gatrma“'

Formula (1) and its consequent computations may seem complex in
the form shown above. However, the implementatjon is quite simple. Any
standard numerical integration technique would handle the computation
effectively; for example, the extended Simpson's rule is adequate to
calculate the integration in (1) and 1'_5 easy to code in any scientific
programming language. A practical discussion on the use of extended
Simpson's rule and the truncated range of integration in formula (1)

is given in Appendix D.

Effectiveness of the Modified Gamma Approach

From a conceptual point of view, the new model seems to satisfy
the objective of increased accuracy at nominal cost. The ultimate
test, however, lies in its effectiveness in handling actual loss data.

By combining the poisson or negative binomial {for frequency) with
the normal, gamma, or inverse normal {for severity) it is possible to

compute an exact aggregate distribution using the pure analytical method'(A).

14
In the cases of the pareto and log-gamma distributions, the skewness

may not always exist; it depends on the relation between the sample
mean and standard deviation. Thus, if the following conditions

H

Iqﬁfﬁ;;/[}p‘ £2.709¢ for log-gamma

are not met, the new model is not applicable. See Appendix A for
details.

3’1; > for pareto

15 Since the skewness of log-gamma does not admit any closed form in

terms of the sample mean and standard deviation, it is best expressed
by its functional parameters, see Appendix A.
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This procedure was used to provide a series of control distributions
for a comparison of the relative accuracy of the normal power approxi-
mation (NP), standard gamma approximation (G), and the new, modified
gamma approximation (MG).

In the analysis each of the four methods was used to generate
aggregate probability distributions for several sets of hypothetical
loss data. The primary variation in the data refiected differences
in skewness (from a relatively modest .5 to a substantial skewness
factor of 5). The points on the probability distribution were chosen
in terms of standardized deviations from the mean rather than in
absolute dollar amounts. Calculations were made utilizing both the

generalized poisson and the generalized negative binomial models.]6

Exhibit I, presents three sets of data for the generalized poisson
model, as does exhibit [I for generalized negative binomial model. In each
set, the severity type, severity coefficient of variation and fregquency mean
are selected (in the case of negative binomial the frequency variance is
also required), and the aggregate skewness is calculated by the aid of Table A6
given in appendix C2. Two auxiliary exhibits, labeled by Ia and Ila respectively,
.display the difference between results obtained from analytic method and the
other three methods. At the bottom row, their variances, calculated by summing
the squares of the difference dividing by the number of rows, are comouted

respectively.

16 The objective of the analysis was to uncover any systematic bias

or approximation errors inherent in the alternative approximation
techniques. In normal practice the candidate distributions would be
determined by a goodness of fit criterion.
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As can be seen from both exhibits I and I1I, the new model clearly
is superior to the other two approximation models in all scenarios.
The discrepancy of NP appréximation is particularly serious not only on
highly skewed data but also on modestly skewed data (e.g., ‘°=;.). Also
notice that in both—fpe generalized poisson and negative binomial models,
the results from the standard gamma and NP approximation are determined
ultimately by the skewness, e.g., the differences in the control distri-
butions refiecting the choice of frequency distribution are not captured
by either traditional approximation methods. The new model does detect
the difference between poisson and negative binomial frequency distributions.
Finally, we want to indicate the degree of sensitivity of the estimated
aggregate loss probability to the selection of the type of severity function.
Exhibit IV assumes that the frequency distribution is poisson (with mean = 60.383)
and the estimated severity coefficient of variation is equal to 4. If the severity
function is the inverse normal the aggregate skewness would be 1.5. The same
parameter would be 9.02 for log-normal. Also a tail appears in the aggregate
picture when the log-normal is selected for the severity. This phenomenon can
be explained mathematically by the following observation: given a severity
sample mean and variance, the magnitude of the severity skewness, according to

Table 3, can be arranged in the following increasing order:

pareto
normal, gamma, inverse normal, {

log-normal

Since the aggregate skewness varies along with the severity skewness, the
selection of log-normal as severity function always yields a larger aggregate

skewness than does the selection of inverse normal.
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Increased Limits Factors for Stop-Loss Reinsurance

One of the practical applications of estimating aggregate loss
probability is its use in excess of loss pricing, aggregate pricing and
stop-loss reinsurance. The case of excess of loss pricing has been
covered extensively in a recent article by Robert S. Hiccolis.]7 He
would like to concentrate on the latter two situations here.

Agqregate pricing and stop-loss reinsurance are fundamentally one
concept. Stop-loss reinsurance is a process which transfers the risk
above an aggregate limit to a reinsurer. Aggregate pricing structure
can be envisaged as zero limit stop-loss reinsurance pricing structure,
e.qg., the reinsurer absorbs all the loss. Thus, as far as the pricing
structure is concerned, we can treat aggregate pricing as a special
case of stop-loss reinsurance pricing.

If F(x), as before, represents the aggregate loss probability
distribution, without an aggregate 1imit, then let fi/x) be the
truncated distribution where an aggregate limit C is introduced‘/uL and

oL are respectively the mean and standard deviation of [iu). The
formula for premium, excluding loss expense, charged for stop-loss

18

coverage of an aggregate 1imit L is given ~ as follows:

[ =/a‘_+co"’_‘ (2)

17 see [15] .
18 See [5] p. 85-8Y. An alternate suggestion for the safety loading

in formula (2) is to use the standard deviation aL instead of
variance 0[ , see [1] .
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where the loading coefficient C generally is chosen from experience. If

L is zero (e.g., this is a full stop-loss coverage for the primary carrier)
ldL and JL become aggregate F and ¢ as specified before. Suppose a

is the loss expense ratio, then the total premium charged for a stop-loss
coverage with limit L is (ua)E. Then by definition, the increased 1imit

factor.I(L), of a stop-loss policy limit L imposed on a stop-loss basic

vimit L is

Total premium of policy Timit L

L)=
I() Total premium of basic limit Lo

_(#e)P Myt cOL (%)
(HO)H.. - /"Lofca:'

A formula is needed to calculate /"L and q': . This can be worked

out from the truncated distribution E(.). Since the aggregate loss of
the refnsurer under a stop-loss coverage with a policy limit L is

reduced by an amount of L dollars, the probability E(,) is given by:
Fo)= Fix+L) )

Hence, the jﬂ moment,pL i accordingly is defined by:
'
co= [yl
/"L,; /o x JF;_(:)
= [T xTdF(x4L)
{replaced variable x4l byx )
= j:'(.-L)f'dF(-)

particutarly, when j = 1 and 2, we have
e, = /:(r-L)JF(-) = /."rJP-)-/:-JFh)-L/‘_"JF")
= pu=[fedfin) = L (1-F1) (s)
b= /f'(r- L) dFe
= [o3d0 =[x R =2 L [in-L oot

=o' e[S dFn) -2 Lpa $L(-AL) (6)
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Notice that d::/uLl-p"‘ , thus two more values:
()

[ 8
LLXiJR'), j:x,z (7

have to be calculated before we compute formula (3). For this, the

precise form of fw) would come into play. Since by (1),

£ - {,—/, Het) s (x tfr 4 §0) I (3)

Substitute Jﬁu) in (7) by (8). Ye have

/:x'.dFl') = 7;r /.Lz’.h/:f(ﬁ&S(xt/v+7(ﬂ)df

(exchange the order of integration)

= #/"m)dt /_Lz is(etfe 3t dx (1)

Now the first integrand /.inax(rfﬁ "}(‘H)JX (denoted by “;‘l'”) in (9)

has a closed form, and the desired values are given as follows:
Table 4
—aft) 2
Lcrﬂ;ll.t/rmq)*‘- oslitirtf-Gst)}  Cofin(Ltfratt) . er‘cos{ffp  +54t)
t t ! _ 2l (Lﬂrg‘;n}-ﬁ;/mﬂ

where g(t) and f(t) are given as before in Tables 1 and 2.

In summary, the increased limits factor I(L) is calculated by

formula (3), where d;ﬁ,u.,,:with /"L and }u‘{given by (5) and {6).
Whereas in formula (5) and (6), /.Lfaﬁ;) ja2is calculated by:

Table 5
[xdm) NS
e, reom i dt [ Hoamdt
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The integrations in Table 5 can be handled by any numerical integration
technique as discussed before, e.g., extended Simpson's rule, etc.
Exhibit [II illustrates an increased limits table derived by formula (3)

and tables 4 and 5.

Conclusion

The effectiveness of the estimation of aggregate loss probability
and the aggregate pricing mode! introduced in this article will, to a
great extent, depend on how consistantly the loss-experience data is
treated. In our model, we assume that all the losses have already been
adjusted to the present or ultimate level. That is: losses have been
developed to the ultimate; IBNR has been adjusted and inflation has
been trended to the forecasting year, etc. The reason that we did not
discuss those in here is because they are rather standard actuarial
techniques practiced in most areas of rate-making and have been covered
extensively elsewhere in the Hterature.]9

The analysis shown above indicates that for many classes of
distributions the new modified gamma approximation is superior in
estimation accuracy and poses no significant increase in computation
effort or expense. The new technique thus, is potentially valuable

in more effective pricing of certain classes of reinsurance.

An alternate approach is to incorporate those effects into the
parameters of distribution as suggested in [12] and [15].
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Generalized Poisson Model

Aggregate Probability F(x ) (%)

Exhibit I

x- ¥ = .5, Sev = Gamma ¥ =1, Sev = Inv. Normal f=5,$ev=Gamna
?(=—T.L) A MG G NP A MG G NP A MG G NP
-1.6 4.87 4.87 4.87 5.04 2.49 2.60 1.90 2.23 * * * *
-1 15.58 15.58 15.56 15.87 14.17 14.21 14.29 15.87 M * * *
- .5 32.93 33.09 33.06 33.28 34.69 34.79 35.28 36.16 * * * *
i 53.14 53.33 53.33 53.30 56.33 56.36 56.65 56.45 78.49 78.47 78.52 71.44
.5 71.28 71.32 71.33 N4 73.52 73.51 73.50 72.76 87.18 87.20 87.20 78.81
1 84.33 84.33 84.35 84.13 B5.05 84.99 84.88 84.13 91.44 91.44 91.46 84.13
1.5 92.30 92.3¢ 92.31 92.16 91.99 91.85 91.82 91.29 94.00 94.00 94.01 88.05
2 96.56 96.56 96.56 96.49 95.86 95.80 95.76 95.45 95.68 95.68 95.68 90.97
3 99.44 99.44 99.46 99.45 98.98 98.98 98.97 98.90 97.63 67.63 97.63 94.81
4 99.93 99.93 99.93 99.94 99.77 99.77 99.77 99.78 98.64 98.64 98.64 97.01
5 99.99 99.99 99.99 99.99 99.95 99.95 99.95 99.96 99.20 99.20 99.29 98.27
Frequency Mean 100 77.84 100.5
Severity Coefficient
of Variation 2.5 3 25
Note: (*) Points below zero dollar Jimit.
(1) All four models are calculated by a HP-19 programmable calculator.
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Generalized Negative Binomial Model

Aggregate Probability F(x) (%)

Exhibit 11

Z(:%% ¥ =2, Sev = Normal ¥ =3, Sev = Normal ¥ = 5,Sev = Garma
A M6 6 NP A MG G NP A MG G NP
-1, * * * * « * * *
21 * * * * * * * * * *
- 39.86 39.32 39.35 42.97 40.43 40.63 41.11 50.00 * * * *
0 63.51 63.39 63.21 61.90 69.33 69.35 69.25 66.06 78.61 78.59 78.52 71.44
78.03 78.190 77.69 75.16 81.57 81.49 81.47 76.79 87.22 87.21 87.29 78.81
1 86.71 86.77 86.47 84.13 88.37 88.42 88.29 84.13 91.46 91.46 91.46 B84.13
1. 91.95 92.01 91.79 90.04 92.47 92.52 92.40 89.18 94.01 94.01 24.01 88.05
2 95.13 95.09 95.02 93.84 95.05 95.08 94.99 92.64 95.67 95.67 95.68 90.97
3 98.33 98.32 1 98.17 97.72 97.79 97.78 97.75 96.63 97.63 97.63 97.63 94.81
4 99.40 99.40 99.30 99.19 98.99 99.00 98.96 98.47 98.64 98.64 98.64 97.01
5 99.78 99.78 39.75 99.72 99.53 99.53 99.51 99.31} 99.20 99.20 99.20 98.27
Frequency Mean 90.25 11 100
Severity Coefficient
of Variation 2 25

Hote:

(*) Points below zero dollar limit

(1) A11 four models are calculated by a HP-19 programmable calculator.
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Exhibit la

Generalized Poisson Model

Variances of Modified Gamma, Gamma_and NP
" vs_Analytical Model

x- Yo 5 Sev= Gamma Y= ! S&¥= Inv.Normal  ¥= 5 Sev = Gama
1= MG/A /A NP/A MG/A G/ NP/A_ MG/A G/A  NP/A_
-1.5 o o .7 A -89 -2 X x x
-1 0 -.02  -.01 04 32 170 x o ox x
-.5 d6 .13 65 10 .59 1.47 x o x x
0 d9 19 e 03 2w -.02 .03 -7.05
5 04 .05 .14 -0 -0 -.74 02 .02 -8.37
1 0 .02 -.20 -06 -7 -.92 o .02 7.3
1.5 o .01 -4 -1 -7 -0 0 .01  -5.95
2 o 0 -07 -06 -1 -4 0 0 -4n
3 0 .02 .00 0o -.01 -.08 0 0 -2.82
4 o o .0 0 o .01 0 0. -1.53
5 o 0 0 0 o .0 0o 0 -.93
variance .006 .005 051 005 .080 652 0 0 30.243
vs Analytical
Mode1
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Exhibit ITa

Generalized Negative Binomial Model

Yariances of Modified Gamma, Gamma and
vs Analytical Model

¥=2 Sev = Normal ¥=3 Ssev = Normal 1 =5 Sev= Gamma
MG/A G/A_ _NP/A MG/A G/A _NP/A MG/A G/A NP/A
X 3 x x X X X x X
x x X x x x x X x
-.54 =51 3.1 .20 .68 9.57 3 X x
-.12 -.30 -1.61 .02 -.08 -3.27 -.02 -.09 -7.17
.07 -.34 -2.87 -.08 -.10 -4.78 -.01 -.02 -8.4)
.06 -.24 -2.58 .05 -.08 -4.24 0 0 -7.33
.06 -.16 -1.91 .05 -.07 -3.29 0 0 -5.96
-.04 -1 -1.29 .03 -.06 -2.91 0o .01 -4.70
-.01 -.16  -.61 -.01 -.04 -1.16 0 o0 -2.81
0 =10 -.21 .01 -.03 -.52 0 0 -1.63
-.03 -.06 0-.02 -.22 0 -.93
.036 .066 3.654 .006 .055 17.933 .000 .001 30,612

- 375 -



Exhibit III

Sensitivity on the Selection of Severity Distribution

Aggregate Probability (%)

frequency = Poisson
frequency mean = 60.383
Severity coefficient of variation =4

1= (L£ Inv. Normal log-normal
-1.5 0 .01
-1 10.71 .02
-.5 37.34 8.07
0 . 59.98 74.71
.5 75.66 92.52
1 85.64 94.92
1.5 91.70 96.23
2 95.28 97.09
3 98,52 98.15
4 99.55 98.77
5 99.87 99.15
Severity skewness 12 68
Aggregate skewness 1.5 9.02
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AW N - O o,

Increased Limited Factors

Exhibit Iv

(8)*

() 3) (4) (5) (6) (7
F(v) 3 [xdro Lfupe KT = i “:HH‘ , B Lig=
(B ){nifrin) -tz e-2)-15) (. 434
.048710 .284267 .186949 1.32407 11.745089 1.353434 3.14457
.155801 .362889 .860435 1.061534 13.363123 1.094942 2.54399
.330885 . 885834 2.425967 .680985 14.543811 .717345 1.66668
533291 1.589031 4.873183 .397018 13.354180 .430403 1.00000
.713208 2.302312 7.704674 .210377 10.460275 .236528 .54955
.843333 2.882251 10.292049 .101770 7.101659 .119524 .27770
.923029 3.276798 12.246940 .045233 4.248274 .055854 12977
965591 3.508574 13.509924 .018602 2.273409 .024286 .05643
.994601 3.685267 14.588247 .002567 . 490539 .003793 .00881
999351 3.718841 14.825890 .000284 .077647 .000478 .001M
.999937 3.723562 14.863940 .000026 .009605 .000050 .00012

(*) Parameters: Frequency mean = 100.551724, severity coefficient of variation =2.5,

laoding coefficient ¢= .0025%0"

aggregate coefficient 5_'— e 3724138,

. Aggregate mean is selected as the stop - loss basic policy limit

Note: Columns (2), (3) and (4) are calculated by using extended simpson's rule with integration range [.o,loJ
subdivided into 50 intervals.
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Appendix

Backgrounds on distributions listed in this naper.

Al. Function types
Table Al

Frequency Distributions

Type Density Function P(n) Range of parameters

Poisson e ,\"/n'l A>0

Negative Binomial 20 -$)()EH™ w0, 0<g¢l
Table A2 _

Severity Distributions

) Cumulative
Type Notation Dist. Function Range of parameters
Normal N(xip,7) E.-;f?ﬁe'i#"l; fo, T 70
»

Gamma G{x; b,p) 7%/:3"’9“%3 b, pro
Inverse Normal I{Xia, b) #e‘“b/:e"l""/'ft? a, bro
Pareto Pxicm) 1-(14 xfe )™ €¥o, m32
Log-Normal L“("id;“) 5—;‘;/:6.‘“ o ’l’.“"} u,d»o
Log-Ganma LG{x;a,v) -'% ]:{173)"-‘7-(#04, 0,022

A2. Characteristic Functions

A powerful feature in the study of distribution functions and their

moments is the characteristc function, ﬁ(f), associated with a given
21

distribution function F. which is defined as

20. Th t iven by: o= (2-a Yoo 422N
Tne poraneters are given by: o= (g3-2 g, /@

21. See [9] Chap. 4 - 280 -



plo= L2 e aFen

where i < FT 1s the imaginary number. The overwhelming advantages of
using the characteristic function is evident from the following:
(1) A moment generating function is defined over real number; the
characteristic function is its compiex analogue. It retains all the desir-
able properties of  the moment generating function and untike

the moment aenerating function, it always exists;
(2

a standard mathematical technique known as the Laplace transformation

(or Fourier transformation) asserts that as long as the characteristic

function is known, one can rediscover the associated distribution
function. This invertible property (not valid for moment generating
function) offers an algorithm to compute the aggregate loss probability
directly.
HWithout using these two features of characteristic functions,
the derivation of our formula for the new model would be virtually
impossible.
Among the six severity distribution functions listed in Table A2, only

the first three have an explicit form for their characteristic function.

The last three do not admit any closed form for the characteristic functions.

We will derive the characteristic function of the inverse normal distribution here,

and leave that of the normal and gamma to the interested reader.22

'etting the variable 4 g <t in the c.d. f of inrverse normal (Table A2),
423

wWe have

b1 A3t aYat
I(riﬂ.")"%e“ée A (to)

22. See [9] pp. 147 and 152 - 381 -



Now, observe that 2bdj=d(by+afy) +J(b§-a[} ), thus
b roe _ 12 _thi
1lxia,b) =,,%,,3-: {/:/s'e V-0 4 vas5) "l;e ) /,ld(“_%)}

next setting variab]eszbhd/g. in the first integral and 5=53-d/} in the

second, it follows that

oyl -Q‘J
I(xia,b) =;—,_1rr{e"°b{m/§“3 +£.—ame +}
h ze
(change ‘1 i_/‘d'—)‘.— “b/_ﬁb-aﬂ; +/¢a7;-bﬁ} e-;‘/z "3-
-n—r{f M~ /.
Thus, we have a practiéa1 form for the inverse normal distribution

expressed in terms of the normal d;stribution: 11)
T(x;a,b) = e Nf-bG-afiF ;0,1) + N[eAR HE;01)
The calculation af the characteristic function foliows closely the

pproach which led to the derivation of formula (11). In fact, by definition,

Q0 =prettt ek
{(change 3} = "'/" )
— ;_b__ 2ab /w e-(“-"“/é""'é‘d;
kg 0

= -/ ) 2k 2D [;-Ie'av/a'-b‘s‘d,)

Compare the form inside the narenthesis with the r.h.s of (10}, it is identical

23
to (e, /a‘-]t’ b ), taking the fact that cumulative probability is always equal to

1 when the argument tends to infinity, then

B ft) = exp(ab(a-/a-i¥)) (42)

The comparable results for the normal and gamma distributions are given by

?NH) = e"(A(’l-z'-dJ{‘)’ for normal
f@ = (1-1t/b y-f ,  for ganma

23. Since parameters of distribution have to be real numbers, while, here we have
complex numbers involved, it is thus confusing to use same notation. However,
in this particular case (and except this ambiguous notation) the property of
distribution still holds in the extended situation, see M. Abramowitz and
I.A. Stegan: “Handbook of Ma_t%rgat_ica\ Functions" National Bureau of Standards.
formula 7.4.3 p. 302

(13)




A3. Background information on_the Inverse Normal Distribution

An immediate consequence of deriving the characteristic function is
that one can readily determine the cumulants of a givwn distribution
function. Since, by definition, log . (t) can be formally expanded as
follows:24
log Qo (t) = fualit) + TP+ TR X e (19)
where ﬁ‘l U,f and T, are the mean, variance and skewness of . Now, apply (14)
to inverse normal distribution, we have
. 4
Tos (o H) = 2ab (1- (1-itfa)?)
= 2ab($ (e $ G Y+ )

From a comparison with the right hand side of {14), it can be deduced that
=b Jl=: Yd’::i'(b)
fn=8, a5 Ha, 2 Ts a,

Next, solving the first two equations for a and b, and placing the results

in the last equation, it can be seen that:

a =rfmf2) , b=, YN=3lG/m) 8

A4, The skewness of severity distribution

The last equation of (11) proved the case of inverse normal distribution

stated in Table 3. The case of the normal is quite straight forward, since:

Tog ﬂ{ﬂ = 4{,& “{'r"{l

24. see[9] formula (4.3.3) p. 11, note that in -[9], the term semi-invariants,
instead of cumulants, is used.
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]
thus Ypdp=e i.e., Y=zo. As for the gamma distribution:

109 ¢, (#) = =F !7 (1-it/s)
= £0it) + it P e fplitr? 4 ---
or  fuz f/b,dj‘:f/b‘ and Y,%”Zf/b’. It follows that
da
% =2(3)
which completes the case for the gamma distribution.
For the other three types, it is necessary to use an alternative definition
of skewness, which (if it exists) is 25"
X =fis 43
n=E| G 1
— - 3
= g3 (E00]- i EDCT +24d)  (1€)
In carrying out the calculation of the first three moments of the pareto,

log-normal and log-gamma distribution, we have the following table:

Table A3
Tye E() £() E(x’)
Pareto ‘/(H) 2 /((.-‘)( =-2) 5‘7(('0-4)(1‘"-2)()1-5))
log-normal ?XP(d*".“) exp(zduu‘) EXP(N#!'U')
1og-gamma (1-1fa)~" (£-2/a)~V t-3fa)~v

where in order to ensure the existence of the integration in the derivation of the

3rd moment, the following conditions have to be satisfied:

{ m>3, in pareto case (17)

a 73; in log-gamma case

25 See [9) p. 73
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Bysolving the first two columns of Table A3 for parameters in each case

and substituting the results in the last column and in formula (16), we have the
following table:

Table A4

Type Parameters Skewness

Pareto < =y (e B2 pi) o222 fl-Ae3) zﬁ‘:}(iﬁ%é.fi
fog-nommal “’W, d=lolilfid)  (EERre3)
logamt® @y wa-lybp/lyli-ife) ey apgsl)

By using an explicit value for m in (17), the assertion of the footnote 14
for the pareto case is established. For the log-gamma case, since (l/a.) is
the root of H{&,x ) {see footnote 26) and the graph of H{&.x.) can be

portrayed as follow:

H 4
HeNg--------

where (€-2)/2(€-1) is a Tocal minimun point of H(€,X). Thus the requirement

of (17) asserts that (4a) <y . vhich is equivalent to H(¢, 4fa) >0, or

We thus prove the last assertion of footnote 14. - 385 -

26. Since from the first two columns in Table A3, we have L? =-V!ca ""/a_)
Tog ( gt #pf ) =-tlog (4-2/a), hence (@) is the solution of the ollowing

equation Heex) = !‘7"_")_‘1‘}“_,) =0, where En!-;(d"l“:’/lvﬂn



B. Apalytical Model
A fundamental equation in collective risk theory demonstrates that the

aggregate cumulative distribution function F(z) of annual aggregate loss less

than orequal to Z, is given by 21
[
F@& = 2 pla) s**® 2
f=o

x
where " (#) 1s the nth convolution of S or, equivalently, the cumuiative
distribution of exactlynclaims with total loss less than or equal to Z and

p(4) is the freguency density function as listed in Table Al.

Formula (18) has practical value only when the characteristic function
of S has a closed form, so that the precise form of S"*(z) can be derived.
Among the severity functionsin Table A2, only the first three meet this
condition. For the rest three which do not admit a closed form for the
characteristic function an alternative numerical technique has to be devised to
calculate their characteristic functions,this would cause the whole computation

not only time consuming but also, sometimes, very messy.

In the case of normal, gamma and inverse normal, where their characteristic
functions are known, it is possible to use the following twe fundamental proverties
of characteristic function:

(i) the characteristic funciion of the convolution of two functions is
B the product of their respective characteristic functions;

(ii) if two distribution functions possess identical characteristic
functions, then the distribution functions are equal,

*
we can derive the explicit form for the " (z) as shown in the following table:

27. For an expository treatment of collective risk theory, olease see [2]
and 117,
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(1) (2) (3) (4}

Type (@) Bult) R (=Hwit) S
Normal N(Ezipyr) oplitp-de)  eplip-intt) N, fic)
Gamma G(2;5,p) (4-it/b)* (t-2¢fo) P @(2b,mp)

Inverse Normat I{!;a,b) ﬁ'(lb(ﬂm)) “P(l"b(“m» 1(‘,‘“.'*)

In colum (3). property (i) is used and in column (4)’property (i1} is used.

C. Gamma Approximation

Cl. The derivation of the gamnma approximation

The gamma distribution G(x;b,p) has only two parameters which are
determined by the first two sample moments. If we add one more parameter o«
to the function, G{x+et; b,p }, then the third moment is required to estimate

the parameters. This procedure is called the gamma approximation.

To specify parameters x, b and p, one sets up three equations
for the first two moment and skewness, then solves them for x, b and p. To
do this let us first calculate the characteristic function of G(xte; b, p ).
Since the density function of G(x+a&;b, £ )is
P

A Glaaibp) = 0 (xearblebltn)  _ygx oo

then the characteristic function is defined by
P roe -
(G{f): —rb@ L‘ed'l ('4’\P4e bfibu)d‘

{ letting y = x + &)

S et i by o

= et ttfo )P : (19)

- 387 -



take logrithm both sidesand expand the left hand side into power series

of {it), we have
L K 1 i3 i
tos ey = -alit) + p (6 + $0454 §Ege--),
compare the coefficients of the three Towest terms of (it), we set up three

M, = 15/’b -a
ob = p/bt
pas= 2p/6°
solve them for x, b and p, we have
ba2figmy , #(3/n), <=k @)
Therefore the gamma approximation is expressed as
G(x+ajhb)= .'% /:-ﬂ,u/m 48R,

(Tetting 3=29/(1,03))
- GUE™ B, 1,2 y) can

equations:

C2. Aggregate skewness

In applying NP or gamma approximation, one needs the input of aggregate
mean, standard deviation and skewness. In this section we are going to derive
the aggregate skewness for both generalized poisson and negative binomial
models.

As usual we first calculate the characteristic function of either model.
Taking the fact that characteristic function of Sn* is the product of n
characteristic functions of S, together with formula (18) and the explicit
form of p{n) in Table Al, it is not difficult to see that the characteristic

function of the aggregate distribution function F is given by.

exp(,\lg(f) -4 ))’ for poisson
o= (22)

4~ hy~&r
1~ ,
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. ] - .
unere B¢ ) =1+ Ry (it) +fu frGt R foCit e ooenis the
characteristic function of the severity distribution S. Taking the 1ogrithm

both sides, it becomes

log ?;__H)= /\(‘fsﬁ‘)-l), for poisson (23)
-HI?(I— ;-_"-lgm-”)' for negative binomial

. 28
Identifying the coefficients of H:)3 both sides, we can evaluate the

aggregate skewness. They are given as follows:

Table AS

Aggregate Skewness

Generalized poisson model Generalized negative binomial model

_L&_7u 3 2fd-AY s /A + 300020 s ftn* A,
TN (uy)' (Tapt + a2 )

Table A5 is a general formula for aggregate skewness and does not use the precise
form of severity statistics. If the individual severity type is incorporated the

formula for skewness would bear the following form.

28. This is done by expanding ‘f,( + ) into series of (it), and using footnote 20
for the negative binomial model.
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Severity/Frequency

Tabie A6
Aggregate Skewness

Poisson

Negative binomial

rome! (1433 {aw3c)+at/e
sanma (14297 f3Tred) fAl MRS 4A 6
inverse normal (ses 41t s )ffraciy {2(cSeacies) A} /B
pareto s[ie5 fl-20ix) {3ated)fo-c3)+A3/B
Tog-noraal (1 & V5[5 fAsdr’e A} /B

o 3fa ] %3 (5 4) Bofts H2EE BN
— (shfigo Y ARLEb D

where €= dj/p‘ is the severity coefficient of vatiation,
A3 (4-,\)0«})”{:,‘,-)«)’/,\ and B8=( $‘+ Acd Ph

D. Modified Gamma Approximation

D1. Derivation fo the new model

The approach we adopt for the new bodel is that, first we use the
ganma approximation technique to match the selected severity distribution
(one of the six types in Table A2) f)y identifying the statistics ’lﬁlq'-o
and ¥, with those of the slected type, then utilize the following well

known forrrlu]a30

Fo = £ - -/ et ¢l 08)

to invert the aggregate distribution function from its characteristic
function. Thus what we have to do here is to substitute ﬁ({-) in

(24) by (22), then simplify it to the form given in (1), Table 1 and Table 2.

29. See footnote 26 for a and v.
30. This formula uses property (ii) discussed in section A. For detailed
information on Laplace transformation please see [{7],
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Now, et {(-f ) be the modules (or absolute value) of ﬁ_(f/,-)

and=g{t) be the arguments of ?F(%), then 3

@ltr) = ) e~ 30 (s
where both f(t) and g{t) are real numbers. Replace

s=fe in(24) and replace fF(-;-) by (28), it turns out that
[ =L (§0A + 2
F) == g (S8 L) #0500 4450t

(Change the 2nd integral by s =-t)

=4- 2';’7 / /:'{(0 (eu'lmo-u/d_ e i(jwo-u/r)) %31

(taking the fact that @'%-&'Y 221 Sim(y) )

=+ ey Snbbleidt) 4

which is the form given in {1). The next step is to find out f(t) and
g(t) in either models. To continue our derivation, let us decompose
%(é)-l into two parts:
Bltfr)-1 =) + %6 (ze)

then identify (25) with (22) via (26), we have

)‘(Q eia\f&) , for poisson
e - (27)

{«)e""“’={ "
("(7.%’“ _‘-%)-a’- for negative binomial

The case of the generalized poisson model! in Table 1 is obvious from (27).

31. An complex number can be expressed by its modulus and argument, see [8] 0.6
32. HYere we take the following fact that
» 00, S—— .
‘%('t)=l_~mf'JF“)“I.,.“""“F"’ 3f2(t) (the conjugate of ﬁ{f) )

to demonstrate that {H):f{f) end §{-#)z=-¢f). and uititize in our
derivation, for conjugate number see [6] -
- 391 -



For the generalized negative binomial, by the definition or

3
modulus and argumEnt’ , we find that

fit)= { (- thpém ) + (-,%fﬂa‘f‘g
=t (ALEOL)

last item that has to be verified is Table 2. This is straight-forward,

since by (19) and (20), we have

Bltle) = St = Sm[tnxa(e +ismpth) (28)

where

. S&) = absolute values of I-ifa;ﬁ[z ).(%)l )
o= B 4 e o o lglrithn)

Camparing both stdes of (26) and (28), anc exploring the teft hand side of (29),

we come to the results of Table 2

D2. Formula (1) via Extended Simpson's Rule

The extended Simpson's rule 1is adequate to handle the numerical
integration of formula {1)and Table 5. Since integration over an infinite
interval is practically impossible, it is necessary to integrate over
a truncated interval. The limit, R, of the range of integration has to be
determined. Also the size, h, of the equally divided subinterval has to be

chosen in ultilizing Simpson's rule.

33. See [61 p.5-7

34, For a detailed treatment of this, please see Stephen G. Kellison:
'Fundamentals of Numerical Analysis® Richard 0. Irwin. Inc. 1975, -Thap. 8
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If a precision up to the sixth decimal point is required, h=.2 would be
satisfactory. The selection for R would be more complicate. A quick and

practical way to select the appropriate R is to input t until the value of

1) Sin (x/fr + §(1) f2rt)

is less than, say, 10'6. Choose that t for R. Generally, the appropriate

value of R would fall in to the range from 10 to 100, depend on ]; and A .
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I. INTRODUCTION

An excess-of-loss reinsurance treaty provides the primary
insurance company (cedant) with reinsurance protection covering
a certain layer of loss for a specified category of individual
(direct) insurance pelicies. Hence, for each loss event (occur-
rence) coming within the terms of the treaty, the reinsurer re-
imburses the cedant for the dollars of loss in excess of a cer-
tain fixed retentlon up to some maximum amount of liability per
occurrence. For example, 1f the cedant’'s retention is $100,000
and the reinsurer's limit of liability 1s $400,000, then the re-
insurer covers losses in the layer $100,000 up to $500,000; in
reinsurance terminology, this is the layer $400,000 excess of
$100,000. The reimbursement generally takes place at the time
that the cedant relmburses the injured party. Allocated loss ad-
justment expenses are usually shared pro rata according to the
loss shares, although in a few treaties they may be included in
with the loss amounts before the retention and reinsurance limit
are applied.

In this paper, casualty coverage will mean either third
party liability coverage or worker's compensation coverage, al-
though on certain treaties it may be broader. For example, for
automobile insurance, firsct party coverage may be included within

the terms of the excess treaty along with the third party coverage;
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in any case, the total loss covered per occurrence is added to-
gether before application of the retention and the reinsurer's
limic.

A working cover Is a treaty on which the reinsurer expects
to pay some losses; reinsurance underwriters say that the cover
is substantially exposed by the primary imsurance policy limits.
Typically, layers below $1,000,000 per occurrence for casualty
coverage are considered to be working covers. For a more com-
plete discussion of this coverage, see Reinarz (1969), The Iasur-
ance Institute of London (1976) or Barile (1978).

An excess-of-loss casualty working cover i1s typically a
large, risky contract. The annual reinsurance premium is usually
six figures and quite often is millions of dollars. Although
losses are expected, the number of losses to the treaty and their
sizes are highly uncertain. Each cedant's insurance portfolio is
unique, so there are no simple standard reinsurance rates. Indus-
trywide average increased limits factors might be used as a starting
point for pricing; however, competition and uncertainty force the
relnsurer to be more sophisticated in his analysis of each proposal.
A further complication is that the reinsurer usually has much less
information to work with than does his primary insurance colleague.
The reinsurer is provided with often vague and incomplete estimates
of past and future exposure, of underlying coverage, of aggregate

ground-up direct losses, and with some details about the very few
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historical large losses which are known. The final price will
be reached by compe:ic(.ive bidding and by negotiation over par-
ticular contract terms. To compete, the reinsurer must work
wi.r.hin severe time and manpower constraints to estimate a price
which he believes to be adequate and which he can justify to
the cedant.

Pricing excess—of-loss casualty working covers with any
degree of accuracy is a complex and difficult underwriting and
actuarial problem. We believe that the general theoretical
pricing problem will remain insolvable: there will always be
more questions than there are answers. However, in the spirit
of a "Call for Papers'", we offer a progress report on our work
to date, lnowing that we have only the beginnings of a truly sat-
isfying practical solution. We will illustrate the actuarial
problem by pricing two relatively simple and representative treaties.
The approach is mathematical/actuarial; underwriting considerations
are only briefly and incompletely mentioned, although these are very
important. Some general solution criteria are presented and some
tentative partial solutions are discussed. Although the point of
view is that of a reinsurance actuary, we believe that the general
approach may be of iInterest to other actuaries and that some of the
particular techniques will be immediately useful to our primary in-
surance colleagues. ’

Any complicated procedure such as the one presented in this
paper develops over time from the work and ideas of many people.
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We wish to acknowledge the help of a few who have contributed
to this development: Ralph Cellars, Howard Friedman, Charles

Hachemeister, Mark Kleiman, Stephen Orlich, James Stanard and

Edward Welssner.

II. TWO TREATY PROPOSALS

Reinsurers often receive proposals for which historical
data are virtually non-existent. Such is the case when a newly
formed or an about-to-be-formed primary company seeks reinsur-
ance coverage or when an existing company writes a new insur-
ance line or a new tertitory. There may be some vaguely anal-
ogous historical data, general industry information and some un-
derwriting guesses about next year's primary exposure, coverage,
rates and gross premfum. An example is that of a new doctors'
mutual offering professional liability coverage to the members

of the medical society in state A.

Example A: A Doctors’ Mutual Insurance Company
Proposal
1. reinsured layer: $750,000 excess of $250,000
per occurrence; no annual aggregate re-
insurance limit; allocated loss adjustment

expense shared pro rata acc'ording to loss share.
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. underlying coverage: professional liability
claims~made coverage for limits of
$1,000,000/$3,000,000 per claimant/
annual agpregate per doctor using the
standard 1SO policy form.

3. coverage period: beginning July 1, 1980

and continuous until terminated.

&~

. reinsurance rate: the offer is 25% of the
gross direct earned premium with a 20%
ceding commission and brokerage fee -

(thus, the ner rate is 20%).

Informacion

5. exposure estimate of 500 doctors; no class
breakdown.

6. class definitions - identical with ISO classes.

7. list of claims-made rates to be charged by
doctor class for $1M/$3M limits.

8. summary of calendar/accident year 1974 - 1978
aggregate known losses and earned premiums
for state A doctors covered by the BIG
Insurance Company.

9, details about the five known losses paid or
presently reserved for more than §100,000

in state A for accident years 1974 - 1978,
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10. a booklet describing the organization and finan-
cial structure of the doctors' mutual, to-
gether with biographies of the principal
managers, claims-persons and attorneys and
a statement of a get-tough attitude toward
defending professional liability claims.

11. other miscellaneous letters and memos stating why

this is an especially attractive deal for
the reinsurer and the doctors.

It should be apparent that most of this information is only
indirectly useful for pricing the reinsurance coverage. The
offered rate must be analyzed using analogous industry information.
There is great umcertainty regarding the potential loss situation.

At the opposite extreme is the treaty proposal for which
there is a great wealth of historical information. This 1is some-
times the case when a treaty has been in place for many years with
only minor changes, such as increasing the primary retention over
time to parallel the inflation in individual loss amounts. If a
reinsurer has been on the treaty for a few years, his underwriting
and claims-persons have gotten to know the primary company people
and have audited the treaty accounts. Thus, there is less uncer-
tainty regarding the potential loss situation. A much simplified

example of this situation is considered (only one line of business).
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Example B: P&C Insurance Company
Proposal

1. reinsured layer: $400,000 excess of $100,000
per occarrence; no annual aggregate rein-
surance limit; allocated loss adjust-
ment expense shared pro rata according
to loss share.

2. underlying coverage: general lisbility premises/
operations coverage, mainly in state B,
written at varfous limits for bedily in-
jury and property damage liabilicy.

3. coverage period: beginning January 1, 1980
and continuous until terminated.

4, reinsurance rate: the net rate is to be nego-
tiated as a percentage of gross direct

earned premium.

information
5. estim-ar.e of 1980 gross direct earned premium.
6. estimate of 1980 premium by policy limir.
7. summary of calendar/accident year 1969 - 1978
aggregate known losses as of 6/30/79 and gross
earned premiums for P&C's general liability cov-

erage insurance portfolio.
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8. list of rate changes and effective dates for this
line of business for 1969 chrough present and
information that no change is contemplated
through 1980.
9. detailed 1listings of all 358 general liability losses
occurring since 1969 which were valued greater than
$25,000 as of 6/30/75, 6/30/76, . . . or 6/30/79.
At each evaluation, the information listed for
each loss includes the following:
a) 1identification number
b) accident year (occurrence)
c) amount of loss paid
d) amount of loss outstanding
e} policy limits
The evaluation of these two treaty proposals will illustrate
the pricing procedure. Note that for example A we are to eval-
uate an offered rate, while for example B we are to propose a net
rate and negotiate.
Before proceeding with the details, we believe it necessary

to discuss some general pricing philosophy.
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I11. PRICING PHILOSOPHY

An insurance contract may be thought of as a financial
stochastic process - a random pattern of pav-ins and payouts
over time. The financial repercussions of a casualty excess-
of-loss treaty may continue for 20 years or more. Thus, a
reinsurer must consider the many aspects of this financial
process to be able to estimate prices which are reasonably
consistent with broad corporate policy. An actuarial goal is
to combine all the contract financial parameters and all the
corporate (underwriting) decision-making criteria into one
comprehensive premium calculation principle or function -

a black box which for each particular treaty produces the final
premjium or, more realistically, a negotiable premium range.
Such a black box will not be purely mathematical, but will re-
quire substantial subjective input.

Present actuarial knowledge is short of this utopian goal.
However, actuaries and underwriters have identified certain
major contract parameters and declision-making criteria which
should be considered when evaluating a particular contract., See
Pratt (1964), Reinarz (1969), Bthlmann (1970), Gerber (1974) and
Freifelder (1976) among others for discussions of premium
calculation principles.

We believe that a reinsurer should consider the following

items for each treaty either explicitly or implicitly:
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1. The potential distribution of the aggregate loss to be
ultimately paid by the reinsurer. Although the whole (past and
future) coverage period should be considered, most important is
the potential distribution of the aggregate loss arising from the
next coverage year. The potential distribution of the aggre-
gate loss 1s based upon the reinsurer's subjecrive evaluarion of
the situation and is difficult to specify in detail. Consequently,
only certain major characteristics are estimated, such as the ex-
pected value, the variance or standard deviation, and certain per-
centiles, such as the 90th, 95th and 99th.

2. The potential distribution of the cash flow. The overall
pattern over time iIs of interest, but more easily understood is the
present value of the cash flow generated by the next coverage
year. This random variable is distributed according to various
price assumptions and the reinsurer's subjective assessment of the
potential distributions of aggregate loss, payout patterns and in-
vestment rates-of-return. S8ince the loss payout varies by line of
business, consideration of the potential distribution of this pres-
ent value for each treaty may provide a more reasonable basis of
comparison than does item (1).

3. Various corporate parameters and decision-making criteria.
These include the following:

a) the potential distributions of aggregate loss
and/or present value of cash flow estimated

on the rest of the reinsurer's contract portfolio.
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b) the reinsurer's financial surplus, both the
current evaluation and the potential distribution
of future values due to reserve changes and
losses arising from the rest of the contract
porcfolio.

c) the reinsurer's financial assets and investment
opportunities.

d) various corporate goals, e.g., 'growth and
profits with honor" (David J. Grady, address
at the March 7, 1979 Casualty Actuaries of
New York meeting).

e) the reinsurer's attitude toward the trade-—off
of risk versus rate-of-return on each contract
and on his whole reinsurance portfolio.

Items (a) - (e) are meant to indicate some of the congsidera-
tions which might define a utility function for corporate decision-
making. For any typical treaty evaluation, it may be possible to
localize our attention and only reflect these global considera-
tions indirectly. However, in the long run they may not be ig-
nored.

Other more aembiguous {tems which a reinsurer might consider
include:

4. The surplus necessary to "support" the treaty from the
reinsurer's point-of-view. The seller of any insurance or re-

insurance contract exposes part of his surplus or net worth to
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the risk that the loss will exceed the pure premium. Although

it seems reasonable that some amount of surplus might be allo-
cated to support any contract, there is yet no sarisfactory
theoretical functional definition. Note that this "supporting
surplus'” per treaty may not sum to the reinsurer’'s total surplus;
he may be interested in surplus allocation on a relative basis:
Does treaty A need more ''supporting surplus' than treaty B?

5. The potential distribution of rate-of-return on the
"'supporting surplus” for this treaty relative to the rates-of-
return on other treaties in the reinsurer’s contract portfolio.

It should be apparent that neither we nor anyone else has a
premium calculation principle which explicitly considers all these
items. They are listed here to illustrate the complexity of the
problem of accurately pricing reinsurance treaties. (Indeed, we
would argue that it is almost as difficult to price any other
large insurance contract or group of contracts.) We believe that
thoughtful reinsurance underwriters do evaluate treaty proposals
along these or similar lines. To model this process reasanably
well is difficult but not impossible, since there are many good
theoretical models and estimation techniques available to the
modern actuary.

0f all the items, item (1), the potential distribution of
aggregate loss to the reinsurer, is the least amblguous and the

most important. Thus, the remainder of this paper concentrates
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upon the estimation of this distribution for excess-of-loss
casualty working covers. We will describe a reasonable mathe-
matical model for this distribution and an estimation procedure

for parameterizing the model.

1IV. AN AGGREGATE LOSS MODEL

This section describes a mathemarical model for the aggre-
gate losses to be paid out on a particular insurance contract.
The general insurance loss model will then be specialized for an
excess-of-loss reinsurance treaty. The model is based upon the con-
cepts of collective risk theory developed by Blhlmann and others:
for example, see Bithlmann (1969) and Beard, Pentikiinen and Pesonen
(1977). The model is designed to allow the observer to account
for and quantify his uncertainty regarding the "true" distribu-
tion of agprepate loas for a particular insurance contract(s).
This uncertainty arises from many sources; among them are:
1. Any particuler probability model is inexact.
2. Any parameters estimated from sample data are random;
that is, subject to sampling errors.
3. The historical loss data may not be at final settle-
ment values, but are themselves random estimates.

4. The proper adjustments for inflation over time are unknown.
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5. The underlying insured population for the coverage
period to be evaluated is different from the past
population.

6. There are often data errvors and analytical blun-
ders.

The model will be developed from a subjective Bayesian

viewpoint; the particularization of the model is determined

from the viewpoint of an observer at a particular time with
particular information. An honest competent reinsurer and an
honest competent cedant would most likely have different final
parameterized models for any givén treaty. For a further dis-
cussion of subjective or "personal' probability, see Savage (1954)
and Raiffa (1968).

The collective risk model describing the distribution of
aggregate loss consists of many possible particular probabilicy
models, each of which is given a "weight" based upon 1ts subjective
likelihood. In this way, the total uncertainty regarding the par-
ticular outcome which will be realized is broken down into two
pleces: 1) the wuncertainty regarding the 'best" particular model,
sometimes called the parameter risk, and 2) the uncertainty re-
garding the actual loss value to be realized even when the~parcic-
ular probability model is known, sometimes called process risk.
See Freifelder (1976) or Miccolils (1977) for further discussions

of these actuarial concepts,
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We will use the term "parameter” in a broader sense than

is customary. A "parameter" will consist of a complete speci-
fication of a particular probability model such as the lognormal,
or group of models, together with their usual parameters. Our
uncertainty as to which parameter is "best' will be defined by a
subjective probability distribution on the set of possible para-
meters.

It is easier to start with the case where the parameter is
known (the particular model is specified). Let the random variable
L denote the aggregate loss to be paid out on a given insurance
cor ract for a particular coverage year. We begin by assuming that
the total coverage (exposure) can be split into independent homo-
geneous coverage groups in the following manner. Suppose that L

can be written as:

(4.1) L = L1 +L +.,..+L

where Li = random variable denoting the aggregate loss for

group i, 1 =1, 2, . . ., k.

Further, suppose that each L1 can be written as:

(4.2) L =~ X +X _+...+X
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vhere Ny = random variable denoting the number of losses
(occurrences) for group 1.
xij = random vartable denoting the size (loss amount)

of the jth loss for group 1.

Croupa may be defined by any grouping of insureds or cov-
erage which our power of analysis can reasonably and credibly
separate. Examples of groups could be:

1. distinct groups of classes of insureds or coverages.

2. similar insureds grouped by distinct policy limit.

3. the overall coverage time period split into sub-periods.
Por example A, our groups will be defined by year of coverage and
IS0 doctor class (the older seven class scheme). For example B,
our groups will be defined by combined bodily injury and property
damage policy limit.

Let F(x|8) = Prob[L < x[8] be a particular c.d.f. (cumulative
distribution function) for L with known parameter 6., Think of 6 as
being a comprehensive parameter (vector) containing all the para-
meters necessary to specify the particular c.d.f.'s for the Li's'

Ni's and Xij'a. Now make the following assumptions:

Assumption 1: Given 6, the Li's are stochastically independent.
Asgumption 2: Given 8, the xij's are stochastically independent of
the Nil 8.

Assumption 3: Given @, for fixed 1, the X1 's are stochastically

]
independent and identically distributed.
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These assumptions split the total coverage into independent homo-
geneous coverage groups.

The model with known parameter 8 has very nice properties.
The first property is that F(x|8) 1s the convolution of the c.d.f.'s

for individual groups:
(4.3) F(x|8) = Fl(x|6)"l-‘2(xl0)* *Fk(x‘B)

vhere Fl(xle) - P‘rob[Li < x|e2 for 1 =1, 2, ..., k.

Prom this it follows that the cumulants of L given & are straight-

forward sums of the cumulants of the Ly's given €:
4 -
(4.4) Km(Lle) E Km(Lile)

vhere Ky(L[€) 1s the mth derivative of the logarithm of the
moment generating function of L evaluated at 0 (if it exists).

Likewise for the K (Lyle)'s.

See Kendall and Stuart (1966), pp. 157ff, for a discussion of cumu-

lants. In particular, the first three cumulants add:

kK ey = EfL]e] = ¥ Ef1,]e]
1 i 1

(4.5) KZ(LIG) = var[L]6] = Vat[!.1|9]

1
1
K (L8 - -
¢ fe) “s“"“ : us(Lile)
where um(L|0) - p{(L - D:LIB])mle]
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Because of assumptions 2 and 3, each Fi(x[B) can be written
in terms of the c.d.f.'s of Ny and Xy, where Xy 1s the common

loas amount random veriable for group 1:

.6  F(x[8) = ] Prov(x =aleleci"x]e)
n
wvhere Gi(x|e) - l’robL’}(1 < x}e] for 1t =1, 2, ..., k.

A consequence of (4.6) 1s that the first three moments of Ly

given € may be written:
Hiyle] = e0x [07-E[x, fe]
4.7) Var[Lilej - E[Ni|e]-Var[X1|6] + Var[Nile]-ECxilejz
“3(L1|°) - E[Nilej-ua(xlle) + “3(“1‘9)'E[x1|°]3

+ 3-Var[NilB]-E[X1|e]-Var[Xi]9]

The scheme will be to develop parameterized models for the Ni'5
and Xi's. calculate their first three moments given 8, and then use
(4.7) to calculate the first three moments of the L,'s and use (4.5)
to calculate the first three moments of L given 6.

The collective risk model is obtained by deleting the restriction
that & is known. Instead, assume that the set § of possible para-

meters is known and that we can specify a subjective probability dis-
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tribution U(B) on f which gives the subjective likelihood of each
subset of . Bithlmenn (1970) calls U(6) a structure function.
For simplicity, assume that  is finite so that U(8) is a discrete

probability:

Assumption 4: 0 is the finite set of possible parameters and

U(8) 1s the likelthood of the parameter 8.

N end U(8) specify the observer's uncertainty regarding the "best"
parameter.

With & and U(8) specified, the unconditional c.d.f. F(x) of
L 15 the weighted sum of the conditional c.d.f.'s F(x|e):
(4.8) F(x) = ] F(x|8)-u(3)

e

Likewise, for each Fi(x). the c.d.f. of L;.

A consequence of (4.8) 1s (Bihlmann (1970), p. 66):

4.9) EfL™] = | E[1%]e]-U(e) form=0, 1, 2, ...
8

Likewise, for each Li'

With & unknown, assumptions (1) - (3) may no longer hold, for
the uncertainty regarding 6 may simultaneously affect the model at
all levels. For example, the c.d.f.’'s of the Ly's are usually sub-
Jectively derived from historical data altered by loss development

and inflationary trend assumptions. The assumptions made simultane-
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ously about each l.i and Lj are usually not independent, i.e., the
particular parameters for the c.d.f. of 1‘1 are correlated with the

particular parameters for the c.d.f. of Lj' Symbolically:

E[LiLj] = gE[LiLj|8]-U(6)

(4.10) - z E[LileJ'EEL |e].u(e)
H hl

¥ (] elLyfel-uce)) -] E[L,[83-u(e))
8 2] 3

When & 1s unknown, equations (4.3) - (4.7) usually no longer

hold. In perticular, equation (4.5) now holds only for the first

moment :
£l =} E)
i
Km(]_) ¥ E K (L) for m ¢ 1
(4.11)
™) ¢ ] E[L';'_] for m# 1
i
u (L) ¢ ; (L) for m ¢ 1
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Thus, the moments of L must now be evaluated directly from (4.9)
by using (4.5) and (4.7); likewise for each Li' For example, the

second moment of L is now written:

E12) ¥ E(12]e]-u(e)
3]

(4.12) = Y(var{r{e] + E[L|6]2}-U(0)
8

IX{¢) var(L [eD)+(] EELileJ)Z}-u(e)
6 1 1

Continue the expansion using formula (4.7).

Likewise for each Li'

This general collective risk model may be specialized to the
case of an excess-of-loss reinsurance treaty. Suppose that the
treaty covers group 1 losses in the layer from L9 (retention) up to
_bi'

ways. The first interpretation views X 3 as the excess portion of

The general model may be specialized 1n at least two different

each loss. We drop the subscript 1 in the following:

Model 1 Notation:
N = random variable denoting total number of non-

zero losses ground-up.
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X = random variable denoting that part between
t and b of each ground-up loss.

S = random variable denoting the ground-up loss
amount.

Given that a loss has occurred, X and S are related by:

0 if S=<r
(4.13)
X = S-r ifr<Sc<b
b-r if b < S

Thus, the c.d.f.'s of S and X given 6 are related by:

G e if x <0
(6.14) (1o <
Gx(xle) = Gs(x-ﬂ'le) if O<x<b-r
1 if b-rsx

If N is to denote the number of excess losses, then use the

second specialization:

Model 2 Notation:
N = random variable denoting the number of excess
loss occurrences.
X = random varidble denoting the size of an excess
loss, given that an excess loss has occurred.

BN = random variable denoting the total number of non-
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zero ground-up losses, called "base number".
S = random variable denoting the ground-up loss

amount.
With known parameter 8, the c¢.d.f.'s of N and BN are related
by:

Prob[N=n|s] = Z(Prob[BN-mIe]-(m) x

(4.15) m>n a o
(1 =G (elan™eGo(x|0)" )

where Gg(r|e) = Prob[s < r|e]

In particular, it is easy to show that:

(4.16) Bnjed = E[BNjOJ (1 - Go(xie))

Likewise, the c.d.f.'s of X and S for Model 2 are related by:

0 if x<0

1

6.17) G (x]@) = ¢ Go(x#r]0)e(1 ~ G (r[))T 4f O<x<b -

1 1#f b-r<x

Model 1 1s easier to work with since the definftion of N remsins
the same when different retentions are considered. But, it 1s easy
to trade back and forth between the two models and, most importantly,
they both yield {dentfcal answers for the distribution c_>f L. We pre-
fer to use Model 1, 80 hereafter N will be the number of non-zero
ground-up losses.

The next three sections show how this general model may be used

to evaluate the loss potentials of particular treaties. To do so, we
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must:
1. s=specify the homogeneous groups.
2. spectfy the set of possible parameters  and
the subjective likelihood U(8), of each & in f1.
3. calculate (using a computer package) the mom-
ents and approximate various percentiles of L
from the moments of the Ny's and X;'s given the

8's.

V. PARAMETER ESTIMATION: EXAMPLE A

The most difficult part of this aggregate loss evaluation
procedure is eatimating the parameters to be used in the models.
The estimation for A Doctors' Mutual Insurance Company, example
A, will 1llustrate the case where there are no credible historical
loss data directly related to the exposure. In this case, general
industry information must be used together with smubstantial judge-
ment. In general, in this sftuation we presently estimate three
parameters based upon low, medium and high loss frequency and se-
verity assumptions (We purposely use the word "medium" to avoid the
statistical theoretic connotations of words such as "mean" and
"“medfan'.) For example A, the estimates will be based upon Insur-

ance Services Office ratemaking data and further modified by judge-
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ment based upon the NAIC Medical Malpractice Closed Claim Sur-
veys (1977) and (1978),

The groups for example A are selected to be the seven doc-
tors classes in the old I50 class plan because we believe there
are sufficient data to separate these classes for loss frequency
and severity. The complete parameter matrix 1s displayed in
Table SA. It looks formidable but is really quite simple; much
of tt is repetftive and based upon standardized judgement. Each
class 18 represented by three rows: the low 6 is the first row
for each class, the medium 8 is the second row for each class and

the high 8 1s the third row for each class. In Section VII these

parameters will be input to a Prudential Reinsurance Company com-
puter package named RISKMODEL which will calculate the moments of
the aggregate loas L for the layer $750,000 excess of $250,000 for
the coverage year 1980/81 using the formulas from Section IV. The

package algo approximates selected percentiles of the distribution of L.

The form of the parameterized c.d.f.'s we shall use for the dis-
tridbution of the number of loss occurrences Ni. for class 1 is the
negative binomial defined in Appendix D. Thus, we must specify two
parameters for each c.d.f.; we will specify E[NiIBJ and the ratic
VanNile] + E[NJS] for each class.i for each 6. The expected num—
ber of ground-up loss occurrences E[Nilej is based upon the exposure
and loss frequency estimates in Table 5A, columng (2) and (3). The

estimartes of exposure by class are based upon 150 exposure data
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and the assumption that there will be 500 doctors. Possible
variance of the actual exposures from these estimates will be
simply accounted for when selecting the low and high frequency
estimates. The medium frequency (ground-up) estimates are de-
rived In Appendix A, p. Al. They are based upon projections of
overall countrywide doctor loss frequency at the mid-point
(January 1, 19B1) of coverage year fiscal 1980/81, modified by
various offsets: 1) class, 2) state, 3) year in claims-nade
program (in this case, first year) and 4) contagion (multiple
doctors per incident). It 1is necessary to use a contagion fac-
tor to adjust the basic ISO data, which are number of occurrences
per doctor, since the treaty will cover loss per occurrence for all
covered doctors added together. All the offsets are selected on
the basts of ISO data and NAIC (1977, 1978) information. The low
and high loss frequencies are selected to be * 207 of the medium
loas frequenctes; this 1s pure judgement to reflect the uncertainty
regarding the actual exposure and the "true" expected frequency per
class. The ratio Var[N,]e] + E[N;[6] values 1.0 (low), 1.5 (medium)
and 2.0 (high), Table 5A, column (4), are selected on the basis of
research by the IS0 Increased Limits Subcommittee,

The parameters for the loss amount c.d.f.'s are in Table 5A,
colums (5) - (9). The number 2 in column (5) specifies to the com-
puter package RISKMODEL that the form of the c.d.f. is the 4-para-

meter modiffed Pareto distribution defined in Appendix D; the other
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choices are 1 = lognormal and 3 = Weibull. Colummns (6) - (9) are
1ts four parameters for each claams and each 8. We and the ISO
Increased Limits Subcommittee have found this general Pareto c.d.f.
to be very useful for describing loss amount distributions. The
particular parameters derived on Appendix A, pp. A2 and A3 are based
upon 150 countrywide loss amount data and modified by varfous off-
sets (class, state and contagion) selected on the basis of other 1SO
data and NAIC (1977, 1979) information. Note that the offsets apply
to the B parameter (PAR1) only. We do not presently offset according
to year in claims-made program, although we might if we ever see
any claims-made loss data sufficient for this purpose. The low,
medium and high parameters are selected from c.d.f.'s fitted to five
policy vears of IS0 data via the maximum likelihood techniques de-
scribed in Patrik (1980) and are indeed the low, medium (all five
years combined) and high c¢.d.f.'s.

Column (10) of Table SA displays the subjective weights assigned
to the three parameters. In this case, they are purely judgemental,
wvith the medium parameter agsigned a likelihood of 50X and the low

and high parameters assigned 257 likelihoods.
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VI. PARAMETER ESTIMATION: EXAMPLE B

The parameter estimation for example B, the exeess pro-
posal for P&C Insurance Company's general lisbility coverage,
will illustrate the case where there are credible historical
loss data directly related to the exposure. In this case, we
will use as much of the data as we can to select the homo-
geneous coverege groups, to estimate the forms of the loss
amount c.d.f.'s and to estimate some 8's and U(8)'s (the loss
count c.d.f.'s are assumed to be adequately modeled by nega-
tive binomial distributions). Recall from Section II that the
proposal is for $750,000 excess of $250,000 and that the P&C
Insurance Company has provided a detatiled history of large
losses (greater than $25,000), gross earned premiums, an over-
all rate history and more.

The steps of the procedure we will follow are:

1. Select the homogeneous coverage Eroups.

2. Decide vhich histerical exposure years are

most indicative of (can be.dasily adjusted
to) next year's exposure,

3. Estimate loss amount inflatfionary trend factors.

4. Select a primary retention to directly evaluate

loss count and amount distributions for the next

coverage year and restrict attention to those
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large losses whose trended values are greater
than this retention. This retention is not
necessarily the proposed retention, but 1is in-
stead the one which we believe will yleld the
most credible estimates of the potential loss.

5. Decide how to adjust the large loss data to an
ultimate settlement basis.

6. Estimate ground-up loss amount c.d.f.'s for the
next coverage year, both forms and parameters,
from the large loss data and gemeral informa-
tion.

7. Estimate the number of excess IBNR losses (ex-—
cess of the deflated values of the selected
retention (4)).

8. Estimate excess logs frequencies for the next
coverage year.

9. Estimate base (ground-up) loss count c.d.f.'s
for the next coverage year based upon (6), (8)
and the estimated exposure.

10. Select the parameter weights U(6).

The procedure for example B will follow this outline very

cleanly. In practice, however, any of the steps may be reversed
and any of the decisions may be changed later during the pro-

cedure if the analysis so indicates.
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We decided not to display the complete P&C Inmsurance
Company data in an appendix for three reasons:
1. We would like to focus on the general procedure,
not all the details. Most of the detailed steps
could be done in many different ways.
2, The data are voluminous.
3. The data, used with the primary company's per-
mission, should remain confidential.
Many summary exhibits are displayed in Appendix B.
Step 1
The groups are defined by the major policy limits based
upon the policy limits listed on the large loss records and P&C
Insurance Company's estimate of their policy limits distribu-
tion for 1980. However, the general liability coverage will be
analyzed as a whole; thus, the parameters of the estimated
ground-up loss amount c.d.f.'s and the loss frequencies will be
the same for each group - only the policy limits and the under-
lying exposure will be different. The complete parameter matrix
which will later be fmput to the RISKMODEL computer package is
displayed in Table 6A. In this case, there are four policy
linit groups: $200,000, $250,000, $350,000 and $500,000 or more;
there are four parameters 8: the first is the combination of

the first row for each group, and so on.
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Step 2

We restrict our attention to the large loss data from
accident years 1973 through 1978 since we believe that these
data are more easily adjustable to 1980 level in a reasonable
manner. Also, there does not appear to be any significant
development of loss counts or amounts beyond the 78 month eval-
uvations of the data presented in p§C's June 30, 1975, . . .,
June 30, 1979 loss evaluations. With this decistion, we still
have quite enough data, over 200 large losses, to analyze.
Step 3

Many different loss amount inflationary trend models may
be developed using many different economic and actuarial assump-
tions. We shall uge two very simple models:

1. Exponential trend model: ISO general liability
bodily injury average loss amounts of various
kinds from the past several years may be fit
by exponential curves in the usual manner. In
this case, our model produces an annual trend
estimate of 16.8%7.

2. Econometric tremd model: Slightly more sophis-
ticated trand estimates are derived via a primi-
tive but reasonable econometric model using the
Bureau of Labor Statistics' Consumer Price In-
dex and its Medical Care Services component as

independent variables and some IS0 losg amount
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index as the dependent variable. The trend

factors to adjust each accident year's data

to 1980 level are displayed in Appendix B,

p. B2, column (1).
Loss parameters will be derived separately from the two sets
of data adjusted by these two trend models. 1In genersl, use
as many reasonable trend models as possible and assign sub-
jective weights to them.
Step &

Our objective is to estimate 1980 ground-up loss amount and
loss count c.d.f. models which produce accurate estimates of the
losses in the layer $400,000 excess of $100,000. However, to es-
timate these models, it is not necessary to restrict our atten-
tion to only those historical losses whose 1980 level values are
greater than $100,000. With the exponential and econometric
trend models, a 1980 retention of $75,000 deflates to 1973 values
of $25,291 and $25,299, respectively (see ¢olumm (2) of Appendix
B, pp. Bl and B2). Since these deflated values are larger than
$25,000, the 1973 - 78 large loss data contain all known losses
whose 1980 values are larger than $75,000. Furthermore, more
credible excess frequency and loss amount estimates may be ob-
tained from evaluating a lower retention of $75,000. That is,
there are 171 (exponential) and 158 (econometric) known losses

whose 1980 values are greater than $75,000 (see Appendix B,
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pp. Bl and B2), while only 109 {exponential) and 104 (econo-
metric) have 1980 values greater than $100,000. Therefore,
we restrict our attention to those large losses whose 1980
level values are greater than $75,000. The 1980 level average
values and number of occurrences at e¢ach evaluation date are
shown in Appendix B, pp. Bl and B2.
Step 5

For each historical coverage year, we want an estimate of
the distribution of ultimate settlement values (1980 level) of
losses greater than $75,000. The age-tc—age development fac-—
tors displayed in Appendix B, pp. Bl and B2, for the 1980 level
average values indicate that the large less distribution for
the recent years will change as more losses plerce the retention
and as the losses are settled. Thus, these data must be adjusted.
In this case we observe that the loss amount distribution appears
to develop little beyond the 42 month evaluation. Also, the
two years for which we can expect the data to substantially de-
velop, 1977 and 1978, have only 14 and 3 large losses respec-
tively. Thus, in this case we choose to use multiplicative average
size development factors applied to the large loss values. These
factors are displayed in Appendix B, pp. Bl and B2. (For a more
sophisticated approach, which simultaneously accounts for the

development of loss counts and amounts, see Hachemeister (1976)).
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Step 6
The 1980 loss amount c.d.f.'s are derived from four data sets
by using the maximm likelihood estimation techniques and testing
procedures described in Patrik (1980). The data sets are:
1. The large losses together with their policy limits
adjusted to 1980 level via the exponential trend
model and developed to ultimate settlement.
2. Same as (1) except that the losses and policy
limits are censored at (limited to) $500,000.
3. The large losses together with their policy
limits adjusted to 1980 level via the econometric
trend model and developed to ultimate settlement.
4. Same as (3) except that the losses and policy
limits are censored at $500,000.
Censorship at $500,000 1s used in (2) and (4) for two
reasons:
1. The proposed reinsurance layer stops at $500,000.
Thus, we may focus upon the loss amount distribution
below $500,000.
2. 1In general, we have found that censored (by policy
limits) loss amount c.d.f.'s estimated via the
method of maximum likelihood fit better when there
are gome losses at the censorship points: the para-

meter estimates appear to have smaller sample error.
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However, the data in this case have no losses at
their policy limits.

The parameters for c.d.f.'s (1) - (4) are displayed in
Table 64, columns (5) - (9). Both the Kolmogorov-Smirnov Test
and an "'actuarial ad-hoc expected value test" (see Patrik
(1980)) show the Pareto model fitting much better than either
the lognormal or the Weibull models. Thus, each selected c.d.f.
ts Pareto (column (5) entry 1s 2). The column (8) and (9) en-
tries are selected for convenience to be 0O and 1, respectively,
because we are not concerned with the lowver end of the loss
apount distribution. See Appendix D and note that if XP = 1,
then the four parameter model reduces to &8 two parameter model
with the parameters PARL and PAR2 in Table 6A, colummns (6) and
(7). C.d.f.'s (2) and (4) fit well, while the fit of (1) and
(3) 1s only fair., This information will be used later when
selecting the subjective likelihoods {weights) of the parameters.
Step 7

The number of IBNR (incurred but not reported) 1980 level
losses excess of $75,000 for each year 1973, . . ., 1978 are es~
timated using & method developed by James Stenard and described
in Patrik (1978). The first step is to estimate a c.d.f. model
for the distribution of report lags. In this case, the report
lag ts defined as the time in months between the date of occurrence

of a loss and the date its 1980 level incurred value first ex-
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ceeds $75,000. Weissner (1978) showed how to estimate this
c.d.f. using the method of maximum likelihood when the data
include month of occurrence and month of report for every
loss. However in this case, such detail is not available:

the data have only year of occurrence (accident) and year of
report. Thus, we select a report lag c.d.f. model by com-
paring the actual number of occurrence age-to-age factors in
Appendix B, pp. Bl and B2, to tables of annual ape-to-age
factors generated by various theoretical report lag distribu-
tions, such as the exponential, lognormal or Weibull. 1In
this case, a Weibull distribution with parameters 8 = 34.0

and 8§ = 2,75 (see Appendix D) appears to describe both sets of
actual age-to-age factors best; so we will use it to calculate
IBNR. The annual age-to-age factors generated by this Weibull
are the row underlined in the table in Appendix B, p. B3. The
IBNR calculations are displayed in Appendix B, pp. B4 and BS.
Step §

Appendix B, pp. B6 and B7, displays the estimated IBNR per
year (column (4)) and the implied 1980 level frequency excess—
of-$75,000 per year (columm (6)) with respect to gross direct
earned premium at present (1980) rate level (column (2)).
Columns (7) and (8) display our estimates of the 1980 level base
frequency per yesr. We use the term '"base frequency" to dis-
tinguish these numbers from the true ground-up loss frequency.

The base frequencies are slightly ficticious numbers derived
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solely as convenient input for the RISKMODEL computer package
(table 6A, column (3)). They are interpolated downward from
the excess frequencies by use of the previously selected loss
amount c.d.f. models. For example, the base frequency of .0108
for 1973 in column (7) of Appendix B, p. B6, 1s derived from

the excess frequency of .0019 in column (6) via:

(excess frequency) + Prob[X>$75,000|c.d.f.(1)]

B s
6.1 = (. —E .
6.1 (-0019) * (135660
= .0108

where B8 = 124,016 and 6 = 3.6795.

The base frequencies with respect to all four loss amount c.d.f.'s
are displayed in Appendix B, pp. B6 and B?7, along with four
selected values which are input in Table 6A, column (3).
Step 9

The negative binomial c.d.f. i1s melected as the general form
for the distribution of Ni' the number of 1980 base losses for
policy limit group i. The expected value for each particular c.d.f.
i1s the base frequency times the estimate of the 1980 gross direct
earned premium in Table 6A, column (2). The ratios
VArl:Nile] 3 E[N1|e] in column (4) are again gselected on the basis

of research by the ISO Increased Limits Subcommittee.
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Step 10

The parameter weights U(6) in Table 6A, columm (10), are
selected on the following basis:
1. Each trend model is given weight .50.
2. The weight selected for loss amount c.d.f.
(2) together with its implied base frequency
is8 .40 (out of .50 possible) since it fit
best; the remaining .10 goes to c.d.f. (1).
Likewise, loss amount ¢.d.f. (4) together
with its implied base frequency is given a
weight of .35 because of its good fit, with
the remaining .15 going to ¢.d.f. (3).
As a final remark on the parameter estimation for example
B, it should be apparent that if we believe that the P&C large
loss data 1s not fully credible, then we can append more para-
meters based upon general industry information as in example A.
The parameter weights would be adjusted accordingly, perhaps via

some credibility procedure.

VII. MOMENTS AND PERCENTILES OF THE
DISTRIBUTION OF AGGREGATE LOSS

This section describes a computer package named RISKMODEL

which takes information such as in Tables 5A and 6A and transforms
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it into moments and percentiles of the distribution of aggre-
gate loss for any selected mixture of loss layers. Tables
7A, S5A and 7B-7D document a RISKMODEL run for exemple A; the
run for example B 1is contained in Appendix C and Tables 6A and
7E. In both caae; the printout displays both the package
interrogatories and the user's input. Almost complete runs are
displayed so that the reader can see how easily the complicated
model formulas translate into a working computer package; the
only parts eliminated are the step-by-step data input process
and some ending details regarding further displays and memory
storage.

Table 7A diaplays the beginning of the RISKMODEL run for ex-
ample A. The user enters the group names '"class 1, class 2,
.« . ., clasgs 7", specifies that there will be three parameters
and indicates that he wants the limits matrix LIM in the
package to be assigned the elements of a previously created matrix
LIMA. Since the proposed coverage is $750,000 excess of $250,000,
the loss layers we want to consider are 0 - $250,000 and $250,000
- §1,000,000; we observe the output for the lower layer to pro-
vide an extra check on the reascnableness of the output for the
excess layer., For each group (class), there are two rows with
lower and upper limit columns and a third column, INDEX, which
indicates when there ig a change in groun.

The usar next specifies that he wants the parameter wmatrix

PAR in the package to be assigned the elements of a previously
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TABLE 7A

FICKAUDEL
10 NOT PAMILC IF YOU MAKE AN ERROR WHILE INPUTTING.
OPPGRTUNITY 70 CHANGE LATER.

ENTER A
HOTE: AU
0:

QR GROUP NAMES AS FOLLOWS: JGRE1/GRPY ...\
T KE IN QUOTES. FOR MORE THAN 1 LINE OF INPUT., USE .0

J
3

'/CLASC1/CLASS2/CLASS3/CLASSL/CLASSS/CLASSS/CLASS?”

ENTER THE NUMEER OF PARAMETERS., E.G. S
D:
3

0 YOU WISH T0 (1) INPUT VECTOR OF LIMITS. OR

(2) USE MATRIX OF LIMITS PREVIOUSLY CREATEL. 1 OR 2.
0:

-
EMTER THE NAME OF 1HE MATRIX OF LIMITS PREVIOQUSLY CREATED
NOTE" NAME SHOULD HAVE PREFIX LIM

LINA
10 YOU WISH TO SEE THE LIM MATRIX. Y OR N
Y
LIMITS
LOWER UPPER INDEX
0 250000 1
250000 1000000 0
0 250000 3
250000 1000000 0
0 250000 1
250000 1000000 [}
0 256000 1
: 250000 1000000 0
0 250000 1
250000 1000000 [1]
[ 250000 3
250000 1000000 0
0 250000 1
250000 1000000 0

D0 YOU WISH TO MAKE ANY CHANGES IN THE LIM MATRIX. Y OR N
N

0 YOU WISH TO

(1) INPUT VECTOR OF PARAMETERS FOR THE FIRST SUERGROUP OR

(2) USE MATRIX OF PARAMETERS PREVIOUSLY CREATEL. 1 OR 2

. 2

ENTER [HE NANE CF THE MATRIX OF PARAMETERS PREVIOUSLY CREATED
NOTE: NANME SHOULD HAVE PREFIX PAR

PARA

D0 YOU WISH TC SEE THE PAR MATRIX. Y OR N
Y
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created matrix PARA. The paremeter matrix was displayed in
Table 5A.

Table 7B continues the run after the display of the para-
meter matrix PAR. Next displayed 1s a matrix of intermediate

calculations for layer 1: 0 - $250,000. The notation here is:

(7.1) A = layer lower bound (here A = 0)
B = layer upper bound (here B = 250,000)

S = ground-up loss amount random variable

P(S>A] = 1—GI(A|8) for each group 1 for each ©
p{S>B] = 1-Gi(B|8) for each group 1 for each 8
B
Es*m] = [ x® dGi(xla) for each group 1 for each 8
A
wvhere m=1,2,3

G, (x|e) = Prob[s, < x|6]

These values will be used to calculate the moments of the aggre-
gate loss L given 6 by using formula (4.7). They are displayed
g0 that the user can check that the run is going alright.

Table 7C continues the run with a display of a matrix of in-
termediate calculations for layer 2: $250,000 - $i,000,000.
These are similar to those for layers 1 except that here A =

250,000 and B = 1,000,000. Next fnput are the selected e's
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TABLE 7B

00 YOU WISH TO MAKE ANY CHANGES IN THE PAR MATRIX. Y OR N
N

GPNUPS AND PARAMETER INPUT COMPLETED
TO PROCESS INTERMEDIATE CALCULATIONS, HIT EXECUTE

[0 YOU WJSH TO PRINT THE INTERMEDIATE CALCULATIONS,
PLS:41, PLS>K],ELS].ELS=2],ECS*33. Y OR N,

Y
INTERMEUIATE CALCULATIONS USEDN THROUGHUOUT MOMENT CALCULATIONS

LAYER 1
GROUPS PLS>A) PLS*R] ELS] ELS%2] ELS%3]}
CLASS1 1 1.000 .021 2.2146E04 1.813E09 2.815E14
CLASS1 2 1.000 .026 2.258E04 1.878E09 2.546E1Y
CLASS1 3 1.000 .03y 2.363E04 2.065E09 2.868E1Y4
CLASS2 1 1.000 .021 2.216E04 1.813E09 2.41GE1L
CLASS2 2 1.000 L0268 2. 258E04 1.878E07 2.546E14
CLASS2 3 1.000 .03 2.363E04 2.085E09 2.86BE1Y
CLASS3 1 1.000 .02u 2.372E04 1.985E09 2.660E1H
CLASS3 2 1.000 .032 2.500E0Y 2.154E0? 2.960E14
CLASE3 3 1,000 042 2.717E04 2.4%7E09 3.4S46E1Y
CLASSY 1 1.000 026 2.4%78E04 2.093E09 2.82LELY
CLASSY 2 1.000 034 2,503804 2,261E09 3.128E14
CLASSY 3 1.000 0Ly 2.802E0% 2.571E09 3.632E14
CLASSS 1 1.000 .030 2.642E04 2.304E09 3. 144E14
Cl.ASS8S 2 1.000 . 018 2. 745EDY 2.4468E09 J.44LELY
CLASSS 3 1.000 .030 2.952E04 2.787E09 3.973E14
CLASSS 1 1.000 .02y 2.392E04 1.983E09 2.660E1Y4
CLASSS 2 1.000 ,032 2.500E04 2,154E09 2.960€E1H
CLASSS 3 1,000 042 2,717E04 2.439E09 3. 458E1Y
CLASS7 1 1,000 .033 2.795E04 2.507E09 3. 4463ELY
CLASS? 2 1.000 043 2.893E04 2.667E09 3.756E14
CLASS? 3 1.000 053 3.110E04 2.994E09 4.303E1Y4
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TABLE 7C

LAYER 2
GROUPS PL3>A) PLS-H] ECS] ELS%23 ECS*3)
CLASST 1 .021 .003 B.015E03 4.093E09 2.431E135
CLASSst 2 L0248 .005 ?.754E03 5.103E07 3.077E1S
CLASSL 3 .03y .007 1.227E04 6.522E09 4.014%E1S
CLASS2 1 .021 L0038 B8.015:£03 4. 093E07 2.431E15
CLASSD 2 026 .00% 9.754E03 S.103E09 3.077E1S
€LASS2 3 034 .007 1.227E04 6.522E07 4. 014E15
CLASS3 1 024 .003 ?.025£03 4, 622609 2,733E1S
CLASS3 2 .032 .006 1.176E04 6.177E09 3.763E1S
CLAS33 3 . 042 .009 1.513E04 8.059R0% 4.9467E15
CLASSH 1 026 .00u 9.7031E03 4.973ELY 2.964ELS
CLASSY 2 L0034 .006 1.253E04 6.5872£09 4.016E15
CLASSY 3 L 044 .00% 1.603E04% 6.555E09 5.276E15
CLASSS 1 . 030 .00y 1,108E04 5.690E09 3.396E15
CLASSS 2 . 038 .007 1.409E0Y4 7.419E09 4.527E1S
CLASSS 3 . 050 .010 1.790E04 ?.551E09 9.897€15
CLASES 1 024 .003 ?.025E03 4%.622€09 2.733E15
CLASS6 2 .032 L0046 1.176E04% 6. 177E09 3. 763ELS
CLASSS 3 Lo42 .009 1.313E04 8.057E09 4. 967ELD
CLASSY 1 .033 .00% 1.248E0Y 6.423E09 3.841E15
CLASSY 2 .0u3 .008 1.566E04 8.208E0? . 0UUELS
CLASS7 3 .055 .01 1.973e04% 1.055F10 6. 920E15

TO PROCESS MORE INTERMEDIATE CALCULATIONS, HMIT EXECUTE
ENTER EPSILONCS) FOR WHICH PROB(LOSS>MAX. PROE, LOSS) = EPSILON. (0<¢$.5)

0:
.1 .09 .01
NOW FOR THE FINAL PRINTOUY

ENTER COMPANY NAME
EXAMPLE A: A DOCTORS MUTUAL INSURANCE COMPANY

ENTER YOUR NAME (EG. J, SHITH)
HOWARD H. FRIEDRAN

ENTER TOIAY'S DATE (EG, JAN. 1, 1979)
APRIL 1., 19080

ENTER IN PARENTHESIS AND QUDTES A SEVEN CHARACTER NAME FOR THE UNITS

{E.G. ‘(DDCTDRS) " DR ‘__(BEDSI.")

o: OF EXPOSURE CENTERED IN 9 SPACES
*(DOCTORS) *

AIJUST PAPER TO TOP OF NEW PAGE & HIT EXECUTE
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(344

TABLE 7D

EXAMPLE A: A DUCTORS #UTUAL JHSURANCT CPMPANY
LAYER 1
LINLTS EXPECTER cneri, HAKIAUN PROMABLE LOSS
CXPDSURE LI EXPLEILD S1ANDARL o
LOWER UI'PER OF LOSLES LUSY LEVIAT TUN SKEWNFSS 10.0 TLARS 20.0 YEARS 100.8 YLARS
GROUPS ¢ 000) <DDCIORS) (s} +) (%) %) (3]
CLASSY o 230 215.000 1.3 39.072 75,227 2.993 160,419 380.%89
CLASD [ 77.000 .69 20,476 T4, 764 4.170 113,637 310,044
CLASSY o 250 464,000 .70 23,430 3.917 174,600 332.704
CLASSY 5 250 10,000 .13 4.500 8.026 LS. A00 234.3R4
CLASSS ¢ 250 46.000 .75 20,357 3.606 137,709
CLASS54 1 250 I%.000 7Y 25,015 €1.076 3.810 128,230 171 . 4%
CLACLS? Q 2%0 T1.009 1.00 40,319 00,928 3.055 170,547 3,008
TOTALS 300.000 5.35 182,404 149. 414 1.513 427,306 534,476 765.907
LAYER 2
LINIIG EXPECTED COLFF . MAXIMUH PROIARLE LOSS
-EXPOGURE NURVER EXPECIED STANDARD oF ONF IN
1.OWE? UPPER OF LOGSES LSS OLVIATTUR SKEWNLSS 10.0 YEARS 20.0 YEARS 100.0 YLARS
GROUFS ts 000> (DOCIURS ) o) X3 A} ts) 4
S0 1000 215,000 .04 11,003 TR 110.030 1. 640 SDB. 97
LU0 1800 77.000 02 V.74 11.790 T7.434% 114,848 S73.438
250 1000 54.000 .02 7,041 10,457 70,511 18D 648, ugy
259 1000 13,000 .00 1,808 23 a9 10,082 MO 1Ng. a0
0 1090 Ys. 000 .3 9,108 9.1 21,03 02,057 668, 343
U 1800 3u.000 .02 7.475 10.359 ML 7G2 PR ) &uB. 143
230 1000 S1.600 L] 13,508 06.970 7,700 133.001 270,163 TIL. T3
TRTALS Je0.000 +1R 55,367 174,305 3.842 RELE LY T39.089 V64.43%

PREPAHRLCD BY: HCGWARD H. FRIEDMAN
DATE: APRIL 1, 1980



(.10, .05, .01) for the aggregate loss distribution percentiles.
In the package, the 1 ~ ¢ percentile, L:' the point which L has
subjective probability e¢ of exceeding, is called '"the maximum

' years". This wording was chosen

probable loss for one in e
to be more meaningful to the underwriters who see the main output.
The main output is displayer'l in Table 7D. Various infor-
mation about the distribution of aggregate loss for each layer
18 shown. The display should be self-explanatory to actuaries.
Note for example, the amount of 'risk” being assumed by the
reinsurer as evidenced by the coefficient of skewness: 1.513
for the primary layer versus 3.862 for the excess layer. Or,
notice the coefficients of variation: .930 (169,614 & 182,404)
for the primary layer versus 3.184 (176,305 + 55,367) for the
excess layer. Approximations of the aggregate loss percentiles
are in the last three colums.
There are many methods for approximating the percentiles
of a distribution. The method used by RISKMODEL is the NP-
approximation described by Beard, Pentikéinen and Pesonen

(1969 - 2nd ed., 1977). This approximation 1is given by:

(7.2) L, ':' E[L] + (Var[L])H-(z: + X122 - 1)}
6 E
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vhere L. is minimal such that Prob[L>L ] < ¢
z, = o-l(l-c) for ¢ the standard normal (0,!) c.d.f.

3
Yy oug(L) ¢ (Var[L:l)/Z, the coefficient of skewness.

A problem with the NP-approximation is that if ylis
very large (say vy >8), then for certain values of ¢, the
approximation is much too large. However, there is a natural
bound on L, which RISKMODEL uses to bound the NP-approximation.

This bound is:
(7.3) L < e 1-E[L]

The necessity of this Chebyshev-like bound is seen immediately

from:
HL] = [ x-dF(x) since F(x) = 0 for x < 0
[
> [ x-dF(x) aince L_ > 0
(7.4) Le
> [ 1 -dF)
L
€
= golL

€

The extreme values of yj, which trigger this bound on the
NP-approximation seem to occur only when the expected number of
loss occurrences is very small, For example, the bound occurs

in the example A main ocutput, Table 7D, for the excess layer for
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each individual class when € = .10, .05 and sometimes .01;

in each case, the expected number of excess losses is less than
.05. It does not happen for the overall excess layer where the
expected number of losses 1s .18.

Thus, in certain extreme situations, the NP-approximation
may not be very accurate. In fact, there has been quite a dis-
cusgion in the recent literature regarding the accuracy of the
NP-approximation versus its various alternatives. The reasonable
alternatives presently include: 1) epproximation via simulation,
2) an NP3-approximation which uses the fourth moment of L in
addition to the first three and 3) approximation via the 3-
parameter gamma distribution. See the argument carried on in
Kauppi and Ojantakanen (1969), Seal (1977), Pentikdinen (1977)
and Seal (1979) and also the discussion in Cummins and Freifelder
(1978).

The reagons to use the NP-approximation are:

1. it 1s easier to compute than any of its reasonable

alternatives.

2. 1in most situations, {t 1s just as good.

3. 1t s slightly conservative; that is, LE i3 less than

the NP-approximation.
In particular, it is as good as the alternatives for the usual
excess-of-loss casuslty working cover situation. Beard, Pentikiinen

and Pesonen (1977), p. 5, said it well: "“Thus it 1s important
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not to develop mathematical tools of disproportionate accuracy
(and complication) without regard to the context in the problem
being solved".

The example B run, Appendix C, has four policy limit groups
and four parameters (see p. Cl). The reason for grouping by policy
1imit should be obvious. Again, the limits and parameter matrices
have been previously input. S8ince the proposed coverage is
$400,000 excess of $100,000, the loss layers of interest are
0 - $100,000 and $100,000 - min {$500,000, policy limit}. The
parameters, Table 6A, were discussed in detail in Section VI.

The intermediate calculations and the € selection (pp. C2 and C3)
are analogous to example A.

The main output 1s displayed in Tsble 7E. Again note the
"rigk" Being assumed by the reinsurer as evidenced by the co-
efficient of skewness: .216 for the primary layer versus .437
for the excess layer. Or again notice the coefficients of varia-
tion: .129 (1,247,991 + 9,678,618) for the prit;mry layer versus
.287 (641,998 + 2,238,766) for the excess layer. Note that there
is much less uncertainty in example B than there was for example A.
Since we are using 'base frequencies” as explained in Section VI,
the expected number of losses in layer 1 are probably understated;
the expected loss in layer 1 may also be understated. The esti-

mates for layer 2 have no known systematic bias.
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osouPs

aL/aee
GL/2350
fL/330
GL/500e

TOTALS

orOUPS

aL/200
GL/258
oL/358
oL/s0be

TOTALS

LIn1Te

100
100
100
1908

LINITO
LOWER UPPER
(% 0oD)
100 200
100 236
190 330
100 Soo

EXPOSURE

1nry.
1175, 000
2350.900
168000, 088

23390.000

EXPOBURE
wmw)
1173.0008
1175,000
23s50.008
16800, 000

23300. 800

TABLE TE

EXANPLE B: PRC INSURANCE COMPANY-GENERAL LIASILITY

EXPECTED
NUNBL R EXPECTLD
LOssED Loss
(s
13.58 A3, 731
13.38 463,931
27,17 747,842
217.33 T,I%2,89
11,86 9,470,818
EXPECTRD
NUMBEN EXPECTED
LOBSES LOS8
%)
77,023
?1.81%
213,779
1.856.156
2,238,764

LAYER 1

STANDARD
PEVIATION
)

219,137
219,139
314,939
1.070.2v8

1,287,991

LAYER 2

BTANDARD
DEVIATION
i)

79,993
108,998
180.223
600,303

481,998

CNEFF .,

aF
BXEWNEBS

COEFF,
QoF
SKEWUNEBS

1.22%
1.352
1.123

.4Bs

-w37

BAXIMUM PROPANLE LOSS

10.0 YEARS
(3 3]

780,360
760, 340
1,207,750
*.180.452

13,307,968

OHE IN
20.0 YEARS
)

o935, 753
885,703
1,529,073
?.372.8R3

11.808,837

RAXIMUM PROBABLE

YEARD
L 3]

199. 084
235,693

h66. 454
2,854,85%

3,491, 606

ONE IN
20.0 YEARS
s

234,484
296.0823
T4T7.0%%
2.926.009

3.3M. 779

PREPARED BY: RALPH M
DATE:

OCTORER

100.0 YEARS
(3 1)

1,100,
1,100,600
812,083

11,509

3
12,700,408

Loss
100.0 YEARS
o)
335,192
%27.208
782,016
I, ub7,635

3,939,912

. CELLARS

31. 1979



VIII. CONCLUSION

We have described a procedure for estimating the distri-
bution of the aggregate loss for the next coverage year of &n
excess—of-loss casualty working cover reinsurance treaty. Recall
that for both treaty proposals for each individual loss the
reinsurer shares the allocated loss adjustment expense (ALAE)
pro rata according to his share of the loss (the reinsurer’s
unallocated loss adjustment expense 1s included in his general
overhead expense). The ALAE share increases the reinsurer's
aggregate loss by 3% to 6% depending upon the line of business
and the excess layer., For both examples, we will increase all
aggregate loss figures by 5Z.

According to the list in Section IIl, there are four more
general items to consider before deciding about the adequacy of
the rate offered on example A or before proposing a rate for
example B. Without offering complete, elegant solutions, let us
briefly consider those items (2) - (4).

Item (2) is the potential distribution of cash flow. Both
proposals are fairly typical excess-of-loss casualty working
covers which we may assume will have standard monthly or quarterly
premium payment patterns and typical long tail casualty loss pay-
out patterns. That simple general cash flow models can be con-
structed should surprise no one who has read the CAS exam materials.

In the long run, such general wodels ghould be constructed so that
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any two treaty proposals can be compared to each other. However,
even without such models explicitly set up, we can say something
about these two treaty proposals. For instance, based upon
typical medical malpractice claims-made loss payment patterns,
the one year aggregate loss expected values or higher percentiles
for example A could be discounted from 10% to 15% on a present
value basis with respect to rates-of-return on investments of 5%
or greater. Based upon typical casualty loss payment patterns,
the discount for example B would be 10X to 20Z. The present values
of the premium payments for both examples would be discounted
around 5%. How this is viewed by the reinsurer depends upon items
3) - (5).

Item (3) is the collection of the reinsurer's various cor-
porate financial parameters and decision—making criteria. Assuning
that the reinsurer is at least moderate sized and is in good
financial condftion, then neither proposal in isolation leads to
overvhelmingly complex decision problems; there is nothing un-
usual or very exciting here, It is highly unlikely that either
treaty by itself could hurt such a reinsurer very much. However,
the loss results of a whole portfolio of typical medical mal-
practice treaties, for example, would be correlated and could hurt
a lot 1if priced badly.

Item (4) is the surplus necessary to "support” a treaty from

the reinsurer's point-of-view and item (5) 1s the potential dis-
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tribution of the rate-of-return on this "supporting surplus”.
These are very ambiguous but we believe useful concepts. Strictly
for {llustration, let us define an ad-hoc measure of supporting
surplus for our two treaty examples. In each case, we will con-
sfder the supporting surplus to be the difference of the 90th
percentile of the distribution of aggregate loss and ALAE minus
the pure premfum (that part of the premium available to pay losses).

The A Doctors' Mutual Insurance Company proposal, example A,
is expected to be profitable to the reinsurer based upon the
1980/81 expected aggregate loss of $55,367 in the layer $750,000
excess of $250,000 (Table 7D) and an expected net reinsurance
premium of $115,248 (Appendix A, p. A3). But the 90th percentile
of the reinsurer's subjective distribution of aggregate loss is
$354,284 (Table 7D), over three times the net premium. This 1is
very risky, and our ad-hoc supporting surplus is (1.05 x $354,284) ~
(.97 x $115,248) = $260,208 (take 3Z out of the net premium for
overhead expenses). The expected rate-of-return on this supporting
surplus 1s 217 (((.97 x $115,248) - (1.05 x $55,367)) + $260,208).
The reinsurer's decision to accept or reject the proposal would
be based upon his attitude toward risk and upon the extra premium
he wants for assuming such risk.

Example B could be profitable to the reinsurer if he can
negotiate a reasonable net rate with the P&C Insurance Company.

Exactly what the final rate will be depends upon the two com-
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panies’ attitudes toward risk, their separate evaluations of the
logss potential, the rates that are available for such coverage

in the reinsurance marketplace and finally the amount of premium
that P&C 18 collecting from his insureds for the layer $400,000
excess of $100,000. A quick check of the ISO increased limits
factors for state B for this coverage, i.e., the premiges/operations
bodily injury table B (ISO Subline Code 314), indicates that about
15X of P&C's gross general liability premium 18 collected for

thie layer. Since the expected excess aggregate loss 1is

$2,238,766 (Table 7E) and the expected gross direct earned .premium
is $23,500,000 (Table 7E total exposure), there is room to negotiate.

Purely for illustration, suppose that a flat net rate of
122 is negotiated for example B. Then the reinsurer's premium
is .12 x $23,500,000 = $2,820,000 and his pure premium 1s .97 x
$2,820,000 = $2,735,400. The 90th percentile of the reinsurer's
subjective distribution of aggregate loss is $3,091,686, so our
ad hoc supporting surplus is (1.05 x $3,091,866) - $2,735,400 =
$511,059. The expected rate-of-return on this supporting surplus
is 75Z (($2,735,400 - 1.05 x $2,238,766) + $511,059).

If the ingsurer and the reinsurer disagree strongly on the
loss potential, the rate could be negotiated to include a profit
commission arrangement by which they would share good years and
bad years fairly. Reinsurance contract wording is often very

inventive; treaties are custom—made for the particular situatiom;
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the terms are adjusted to suit both parties. This is an example
of a fundamental principle of reinsurance: reinsurance works
best when it 1s a long term beneficial partnership between the
parties.

We hope you noticed that the models, estimation techmiques
and decision procedures presented in this paper are not really
specific to excess-of-loss reinsurance. They may be useful for
pricing any large casualty contracts; with suitable modifications,
they are useful for property insurance also. You may have noticed
that we have presented no cookbook formulas for pricing reinsurance;
the area 1is too rich in diversity and too interesting for such
simplistic nonsense. We consider the work described here as only
the beginning of a truly satisfying pricing procedure.

We close by noting that the Btbliography contains some papers
on excess reinsurance pricing in addition to those previously
mentioned. You will find most of these to be informative and

interesting.
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APPENDIX A
EXAMPLE A: A DOCTORS' MUTUAL INSURANCE COMPANY
Parameter Selection

(1) (2) [€)] (4) (3) (6) (7)
Doctor Frequency Medium Severity Low Medium High
Class Of fset Frequency Offset £ 8 8

1 -90 .0062 1.00 23,640 18,450 18,155

2 1.30 .0090 1.00 23,640 18,450 13,155

3 .65 .0106 .50 23,923 20,106 20,597

4 .80 .0130 .95 25,253 21,224 21,742

5 1.00 .0163 1.05 27,911 23,458 24,031

6 1.30 .0212 .90 23,923 20,106 20,397

7 1.20 .0195 1.15 30,569 25,692 26,320

(1} 1S0 old class plan.

(2) Selected on the basis of IS0 data; the class 1, 2 countrywide
mean frequency is selected to be .0385 and the class 3 - 7
countrywide fean frequeiicy is selected to be .0904 for 1/1/31.

(3) The state A frequency éffset is selected to be .90; the first
year claims-made offset is selected to be .25; the contagion
(multiple doctors per incident) ig gelected to be .30, To-
gether with col. (2), these offset the countrywide mean fre-
quencies in note {(2). For example A, the low and high fre-
quencles are selected to be + 20X of the medium frequenciles.

(4) Selected on the basis of ISO data.

(5)- (7) The state A severity offset is selected to be .70; the con-

tagion offset is selected to be 1.25. Together with col. (4),
these offset the countrywide B8 perameters on p.A2.
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APPENDIX A
EXAMPLE A: A DOCTORS' MUTUAL INSURANCE COMPANY

General Loss Amount Distribution Model

Countrywide Loss Amount Parameters:

1/1/81
8 [ t Xp
Physicians - low 27,017 1.484 1000 .808
(1, 2) - medium 21,086 1.293 1000 .856
- high 20,749 1.191 1000 .838
Surgeons - low 30,378 1.465 1000 .356
3-17) - medium 25,531 1.278 1000 .886
- high 26,155 1.189 1000 .895

The parameters are selected based upon ISO medical malpractice data
via maximum likelihood estimation - See Patrik (198Q0). The gen-
eral loss amount ¢.d.f. is the L-parameter Pareto described in
Appendix D.
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(2)

(3)

(%)

A3

APPEHDIX A

EYAMPLE A: A DOCTORS' MUTUAL THSURANCE COMPARY
Estimated Premium: 7/1/80 - 6/30/81

(1) (2) (&) (4)
1980 1980
Doctor § in 1M/3M 1M/3M
Class Class Rate Premium
215 $ 400 $ 86,000
77 720 55,440
65 1,200 . 78,000
11 1,600 17,600
46 2,000 92,000
35 2,400 84,000
_ 51 3,200 163,200

500 $576,240

These are older 1S0 doctor class plan.

Based upon IS0 doctor distribution and the estimate
of 500 doctors.

First year claims-made rates to be used by A Doctors'
Mutual Insurance Company.

The reinsurance net premium is .20 x $576,2L0 = $115,2L8,
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EXAMPLE 8: P3¢ INSURANCE COMPANY

Average Incurred (Ground-Up) and Occurrence Loss Development
Excess of $15,000 at 1980 Level as of 6/30/79

Exponential Trend Model

Trend Deflated Accident Age In Nonths
Factor Retention Yenr 18 10 42 54 66 78
2,966 $25.291 1973 Avg. 8 RA 141,778 170,039 162,867 159,706 159,117
¢ 19 30 45 L1} 46
2.539 29,540 1974 Avg. 9 ]117,249 134,211 165,289 173,331 183,696 z
¢ 4 17 39 48 43 ~
g
2,174 34,502 1975 Avg. 81 92,268 103,421 113,232 122,553 =] =
' H 28 81 ol
o
1.861 40,299 1976 Avg. 3 1112,482 109,284 109,583
1 5 10 24
1,59 47,069 1977 Avg. § [+] 100,650
[} 0 14
1.364 54,976 1978 Avg. $|103,172
[ 3
Avarage Incurred Age-to-Ultimate Factors
18 - vle. 30 - Ule. 42 - Ule. 54 - Ult, 66 - Ulr.
Actual#® 1.7 1.22 1.04 1.02 1.00
Selected 1.20 1.12 1.05 1.02 1.00
Occurrence (count) Age-to-Ape Factors
18 - 10 30 - &2 42 - 54 34_- 66 66 - 78
Actuala® 5.64 1.81 1.34 .93 1.05
Selected 5.22 1.94 1.36 .98 1.05

* baned on vcighted avcrage fncurred
** based on average pumber of occurrences
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Trend
Factor
2.964
2,420
2.012
1721

1.306

1.350

EXAMPLE R:

PEC INSURANCE COMPANY

Average Tncurred {(Crcund-Up) ond Occurrence Loss Duvelopment

Excess of $75,000 ut 1980 Leval as of 6/30/79

Econometric Trend Model

tue 1o Months

Deflated Accident
Retentdon Year 18 30 42 S4 66 18
425,299 1973 Avg. § NA 141,960 170,257 163,076 159,911 159,321
19 0 45 44 46
30,992 1974 Avg. § |[111,925 140,014 160,026 172,256 183,063
’ 4 14 38 41 40
37,283 1975 Avg. § 100,600 118,962 124,117 131,588
L} 1 n 18 32
43,584 1976 Avg. § [121,726 121,905 102,667
L} 5 9 23
49,817 1977 Avg. § o 95,201
t 0 14
55,546 1978 Avg. § 1102,150
L 3
Average Inucrred Age-to-Ultimate Factors
18 - vit. 30 - Ule. 42 - Ult. 54 - Ule. 66 ~ vYE.
Actual® 1.16 1.12 1.03 1.02 1.00
Selected 1.20 1.12 1.05 1.02 1.60
Occurrence {(count) Age-to-Age Factors
18 - 30 30 - 42 42 -~ 54 54 - 66 66 - 78
Actual** 4.80 2,06 1.37 .98 1.05
Selected 5.22 1.94 1.36 .98 1.05
% baced on weighted average incurred

®» baged on

average muxber of occurrences

€ X1aNiddV
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EXAMPLE B:

P&C

INSURANCE COMPANY

WETHULE, DISTRUIWUTION *
ACCTLINT YEAR AGE-TN-AGE FACTOPS
HOAN PARAMETERS 18 7O 3n 10 uwr Tn sS4 TD 64 10 M 10 90 TO 102 10 1% 10
MON. SCALE SHAPE an " o &b wn ?0 102 1h uLT
27 30.000 2. 1.770 1.714 1.012 1000 1.400 1.000 1.000 1.000
2 o 1.0m3 1,205 1.053 L.ons 1.000 L.0n0 1.000 1.000
29 u 1.0106 1 1,049 1,007 1.001 1.000 1.000 1.000
9 2. 1.927 1 1.077 1.013 1.n01 1.000 1.000 1.000
30 2.32un0 1.766 1.¢ 1.0 1.m7? 1.002 1.o000 L.vug 1.00¢
3t 35.000 2.500 2.003 1.3 1. 1.003 1.000 [ R U] 1.000
3T J&6.00n 2.500 2,040 h 1. 1.004 1.008 1,000 1.0un
13 37.000 2.500 2.0 1 1. .00 toond 1.0u0 1,060
3 Jir.u0o 2.500 2.102 1. 1. 1.¢n7 1.r001 1.00nQ 1309
Y 37.000 2.500 2.151 1. 1. 1.010 1.upt 1.080 1,030
27 30.000 2. 1.997 1 1. 1.002 1.500 1.000 1.hng0 1.0
28 31.000 2. 1,754 1 1. 1.0048 1.000 r.an0 1.000 L.nan
I 32,000 2. 2.0u7 1. 1. 1.0, 1,000 1.000 1.100 1 0o
o J3.n00 a2 2.0 1.3 1. 1.007 1.000 1,000 1.010 1.000
30 3u.0up 2. 2.110 1.3 1, 1.010 1.001 1.0u0 1.000 1.000
31 3C.900 2. 2.1%7 1.374 1.094 .00 1.0n0 1.%00 1.u000
32 36.000 2. 2.201 1,408 1.110 L.o1y 1.00% £.000 i.nap
a3 37.000 2 2,242 1.0387 1.1 L. 1.000 1.000 1.0n09
34 33,000 2. 2,201 1.443 1,185 1.031 1.000 1.000 1.ho0
35 3%.000 2. 2.310 1.4/ 1.164 1.039 .1.000 1.000 1.0c0

* Expected value of annual age-to-age factors that would be genrerated

if the report lags of losscs occurring In each month are distributed
according to the Weibull distribution with specified paramcters.

*% Report lap c-d.f. selected with respect to hoth trend models.

4 XIINIdav
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APPENDIX B
EXAMPLE B: P&C INSURANCE COMPANY
Number of IBNR Occurrences Excess of $75,000
at 1980 Level as of 6/30/79
Total number of IBNR occurrences excess of $75,000 for
accident years 1973 - 78 as of 6/30/79 are estimated using

the method described in Patrik (1978).

(Known) * w

Total IBNR =
1 -w

= 87.2 and B80.4 with respect to the
exponential and econometric trend
models, respectively.

wvhere
Known = total number of known occurrences excess of
$75,000 for accident years 1973 - 78 as of
6/30/79.

= 171 and 158 with respect to the exponential
and econometric trend models, respectively.
] e[l - wogy]
—

EP

= .3375 for months m such that 1/73 <m < 12/78
EP_ = ponthly exposure base, in this case GL gross

direct earned premium at presgent rates,

for 1/73 <m < 12/78.

EP = ] EP for 1/73 tm < 12/78
m
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APPENDIX B

W(:) = selected report lag c.d.f. (see p.B3).

X; = mnaxioum observable report lag; that is, for
accident month m the difference between
6/30/79 and the mid-point of m.
Letting IBNR(x;6/30/79) denote the number of IBNR

occurrences for accident year x ae of 6/30/79, the total IBNR

is allocated to accident year x using the formula:
IBNR(x;6/30/79) = R - ; Ep_.[1 - LIC Y|

where
Known + Total IBNR

EP

1/x <m < 12/x, and x = 73,...,78.

The assumptions underlying this IBNR method are:
1. homogeneous coverage groups

2. the ratio of ultimate number of occurrences to
earned exposure is constant and independent of time

3. the report lag distribution does not vary with
occurrence date.
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EXAMPLE B: P&C TNSURANCE COMPANY

Excess and Base Frequencies and Excess LBNR
by Accident Yezr at 1980 Level

Exponential Trend Model

Present Level Occurrences Excess of $75,000
Gross Direct Frequency Bage Frequency?*
Accident Eerned Premium Knowvn TBNRAX Excess Of
Year (000) (6/30/79) (6/30/79) Uleimate $75,006  c.d.f.(1) e.d.f.(D)
1973 $24,524 46 0 46.0 -0019 .0108 .n1z8
1974 21,860 43 -5 43.5 .0020 0114 .0135
1975 19,435 41 3.2 44.2 .0023 .01 .C155
1976 19,685 24 12.5 36.5 -001% L0108 .0128
1977 21,137 14 28.6 42.6 .0620 .Ml L0135
1978 22,701 3 42.4 45.4 .0020 .0114 .D1135
Selected - - - - - .0108 L0135
* Base freq y - fr y divided by the probabllity of an occurrence

exceeding $75,000 for loss amount c.d.f.(l) and c.d.f.(2).

#4 Based on thc IBNR method described in Appendix B, pp. B4 and BS.

g XLaNIddY
94
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EXAMPLE B: PAC INSURARCE COMPANY

Excess and Rase Frequencles and Fxcess IBNR
by Acctdent Year at 1980 Lovel

Econometric Trend Kodel

Preaent Level Occurrencen Exceas of $75,000
Gross Direce Frequency Base Froquency®
Accidene Barned Premium Xnown YBERS* Excess Of
Tear (000} {6130/19) (6/30/79) Ultimate $75,000 c.d.£. (1) c.d.f.(4)
1973 $26,524 46 Q 66.0 L0189 L0101 . .0104
1974 21,360 40 .4 40.4 -0018 .0096 L0099
1975 19,435 32 2.9 36.9 L0018 .0096 -0099
1976 19,685 23 11.5 34.5 L0018 0096 .0099
19717 1 14 26.4 4D.4 .0019 0101 .0104
1978 22,701 3 39.2 62.2 -0019 -0im 010G
Selected - - - - - .009%6 L0106

# Rase frequency » excesa frequency divided by the probability of an occurrence
exceeding §75,000 for loss amount c.d.f.(3) and e.d.f.{4}.

## Based on the IBHR method described in Appendix B, pp. B4 and B5.

e
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APPENDIX C
EAMPLE B:  pgC INSURANCE COMPANY RISKMODEL RUN

RISKMOLEL
L0 NOT PANEC IF YOU MAKE AN ERPOR WHILE INPUTTING,
OPPORTUNITY TO CHANGL LATER

ENTER MAJOR GROUP NAMES AS FOLLOWS.  /GRPL/GRPD..........
NOTE: HUST BE IN QUOTES. FOR HORE THAN 1 LINE OF INPUT, USE .0
o

*&GL/2008GL/25048GL/35086L./5004

ENTER THE NUMBER OF PARAMETERS, E.G. S
ag:
y

10 you WISH 7O (1) INPUT VECTOR OF LIMITS, OR

(2) USE MATRIX OF LIMITS PREVIOUSLY CREATED. 1 OR 2.
. 2

ENTER THE NAME OF THE MATRIX OF LIMITS PREVIOUSLY CREATED
HNOTE: NAME SHOULD HAVE PREFIX LIM

LIMP&C

ID YOU WISH TO SEE THE LIM MATRIX. Y OR N
Y

LIMITS

LOVER UPPER INDEX

0 100000 1
100000 200000 0

0 100000 1
106000 250000 0

0 190000 1
1000C0 350000 o

0 100000 1
100000 500000 0

DO YOU BISH TO MAKE ANY CHANGES IN THE LIM MATRIX. Y OR N
N

LD yuuw WisH 10

<1) INPUY VECYOR OF PARAMETERS FOR THE FIRST SURGROUP OR

(2) USE MATRIX OF PARAMETERS PREVIOUSLY CREATED. 1 OR 2

0: 2

ENTER THE NAME OF THE MATRIX OF PARAMETERS PREVIOUSLY CREATED
NOTE: NAME SHOULD HAVE PREFIX PAR

ParPAC

DO YOU WISH TO SEE THE PAR MATRIX. Y OR N
Y

(The PAR matrix is displayed in Table 6A)
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APPENDIX C

EXAMPLE B: P&C INSURANCE COMPANY RISKMODEL RUW

U0 YOU WISH TO MAKE ANY CHANGES IN THE PaR MATRIX. Y DR N
N

GROUPS ANI PARANETER INPUT COMPLETED
TO PKRGCESS INTERMEDIATE CALCULATIONS. HIT EXECUTE

N0 YOU wisH TO PRINT THE INTERMEDIATE CALCULATIONS,
PLS>A), PL5. MY, ELS1,ELS*2],EL5=3). Y OR N,
Y

LAYER 1
GROUPS PLS:AY PLS*E] ECS] ELEw2] ELS*3)
GL/200 1 1.000 118 2.SUBEOY 1.270E09 8.047E13
GL/200 2 1.000 L0095 2.3%4E0Y 1.147€09 7.112613
GL/200 3 1.000 .122 2.591E0% 1.31°€09 8.3HBYELS
GL/200 4 1.000 .118  2.S4BE0Y 1.292€09 B.225€13
GL/256 1 1.000 L1114 2.94uE0N 1.270E09 8.047E13
2 1.000 .095  2,394E0Y 1.14TE09 7.112613
3 1.000 L1222 2.591E0Y 1.312F09 B.384UEL3
4 1.000 .118  2.568E04 1.292609 8.225€13
1 1.000 L11% 2.544E0N 1.270£09 8.047E13
2 1.000 L0953  2.394E0u 1.147E09 7.112E13
3 1.000 122 2,591E04 1.312E09 8.301E13
GL/3%0 % 1.000 .118  2.56BEOY 1.292€09 8.225E13
GL/S00+ 1 1.000 114 2,544E04 1.270E09 8.047E13
GL/S00+ 2 1.000 .095  2.I9uE0M 1.147€09 7.112613
GL/500+ 3 1.000 ,122  2,591E04 1.312E09 8.384E13
GL/S00+ & 1.000 .118 2.548E04 1.292E09 8.225613
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APPERDIX C
EXAMPLE B: P&C INSURANCE COMPAITY RISKMODEL RUN

LAYER 2
GROUPS PES>AJ PLS+E] ELS] ECS«23 ELS#3)
GL/200 1 Ll1n .02% 1.147E04% 1.623E09 2.387E1Y
GL/200 2 095 .029 9.S03E02 1.342e09 1.972614
GL/200 3 L1122 .031 1.233£04 1.747E07 2.572E14
GL/200 & .118 .031 1.195E04 1.692E09 2.490E1Y4
GL/250 1 -114 .017 1.LI8EOY 2.217E0% 3.718E14
6L/s250 2 .095 .015 1,171E04 1.834E09 3.074E1Y
GL/250 3 L1232 .018 1.522E08 2.391509 4.015E1Y4
GL/250 & 118 .018 1. u7uEDN 2. 31%E09 3.884E14
GL/350 1 L) .07 1.705E04 3.073E09 6.29%E1H
GLs/350 2 .09S .007 1.41PE0Y 2.362E09 S.233E1NH
GL/350 3 .122 .008 1.837e04 3.316E09 6. 7SVE1H
GL/7350 & .118 .008 1.7B0E0Y 3.214£09 6.550E1
GL/S00+ 1 RS .003 1.893E04 3.BueEQ? P M9IELY
GL/500+ 2 . 095 .003 1.507£04 3.259E09 B.154E1Y
GL/5%00+ 3 .122 .003 2.,037E04 4.14LuEQ? 1,021E15
GL/500+ & .118 .003 1,977E0Y 4.024E09 9. 9ULELY

TO PROCESS MORC INTERMEDIATE CALCULATIONS, HIT EXECUTE
ENTER EPSILON(S) FOR WHICH PROF(LOSS-MAX. PROE. LOSS) = EPSILON. (0<g5.5)
0:

.1 .05 .01
HOW FOR THE FINAL PRINTOUY

ENTER COMPANY NAME
EXAHPLE F: P&C INSURANCE COMPANY-GENERAL LIAKILITY

EMTER YOUR NAME (EG. J. SNITH)
RALPH M. CELLARS

ENTER TODAY'S DATE (EG. JAN. 1, 197%)
OCTORER 31. 1979

ENTER IN PARENTHESIS ANL QUOTES A SEVEN CHARACTER NAME FOR THE UNITS

(E.G. '(DOCTORS)" OR “__(BEDS)_')

D: . \\Qr EXPOSURE CENTERED IN 9 SPACES
©oocoe0 ¢

ADJUST PAPER TO TOP OF NEW PAGE & HIT EXECUTE

(The main output is displeyed in Table TE)
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D1

APPENDIX D

Probabilicy Distribution Definitions

Negative Binomial
atx-l

density: f(xlp,a) - pu(l - p)a for x = 0,1,2,....
a

where p,a > 0.
This is our basic wmodel of the loss occurrence (count)

process. Note, if Var[N] +E[NJ = 1, then RISKMODEL
assumes that the occurrence process Lis Poisson with A = EN].

Four Parameter Loss Amount Distributfions

H—(ﬁm)- H(x|c,8) for O<xs<t

XQ + XP-{H(x|c,B)-H(t |a,8)} for x>t

c.d.f: Gglx|a,8,t,XP) =

vheret > 0, 0 < XP < 1
%Q = 1 - XP-{1 - H(t|a,B)}

H(x]a,B) 1s some c.d.f. for x > O with parameters (a,B).

RISKMODEL's present library of choices for H(+|a,B) are
(1) = lognormal, (2) = Pareto and (3) = Weibull. Definitions
of each of these distributions are given below,

h s
H_(é?u_,—ﬁ) (x]a,8)  for Dex<t

density: gs(xlu.B.t.XP) - |
XP-h(x|a,B) for x>t
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D2

APPENDIX D

A graph of the density g(-‘a.s,t,XP) in general looks like:

7 = 8g(x|a,B,t,XP)

y-axis

y = h(xla,B)

1) lognormal

c.d.f: Hx|p,0?) = Q(EL:__'_“.) for 0 < x < =

where ¢(*) is the standard normal (0,1) c¢.d.f. and
g>0, =<y <o,

1
density: h{x|u,0?) = exp{-(log x - u)?}
Y ' Fox 707

(2) Pareto
6
c.d.f: H(x[8,6) = 1 -(x 8 ) for x > 0
+

vhere 8,8 > O,
Y]

density: h(x|8,6) = og’x + gy 7!
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D3

APPENDIX D

(3_Weibull .

c.d.f: H(x|8,8) = 1-exp(—(ﬁ°) for x > 0

where 8,8 > O

density: h(x|B,) = GB-Gxé-lup(—mG}

For more details on probability distributions, see Hastings and
Peacock (1975) or Johmson and Kotz (1969,1970).
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PRICING EXCESS-OF-LOSS CASUALTY WORKING COVER
REINSURANCE TREATIES

by Gary Patrik and Russell John

biscussion by Jerry A. Miccolis

GENERAL COMMENTS

This is an interesting paper. It presents a progress report on
the analytical approach one large reinsurer is developing toward the
pricing of excess casualty coverage. The approach is an analytical
one, in that pricing decisions are made on the basis of information
generated by a theoretical pure premium distribution fitted to

sample data.

The authors illustrate their techniques via two examples: one a
new doctors' mutual (for which there is precious little historical
data) and the other an excess-of-loss treaty between a reinsurer and
a large primary insurer (foar which there is a wealth of detailed

pricing infarmation).

A note on format. The authors present their work in phases:
description of the coverages, the pricing approach, the model,
parameter estimation, results, and conclusions. Within most phases,
the two examples are presented separately with much of the technical

detail left to appendices. The order of presentation is a matter of
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personal preference, but I had a much easier time following the flow
of the paper by reorganizing it so that I could trace the complete
development of first one example through all phases, and then the

other.

PRICING PHILOSOPHY

In Section III, the authors mention five items to consider in
pricing a reinsurance treaty: 1) the distribution of aggregate loss
of the treaty, 2) the distribution of the cash flow of the treaty, 3)
a number of corporate criteria (including other treaties in the
reinsurer's portfolio, surplus, assets, investment opportunities,
corporate goals, and corporate views on risk vs. rate-of-return), 4)
"needed surplus® to support the treaty, and 5) distribution of the
rate of return on "needed surplus” for each treaty in the reinsurer's
portfolio. The paper concentrates on item (1), the distribution of
aggregate loss to the reinsurer under the treaty, citing it as "the

least ambiguous and most important® item of the five.

I balk slightly at the term "most important™. I would select
any of the other four items as being more important than item (1),
and I suppose that when the perfect pricing model is someday devel-
oped, all five items will be thoroughly treated. However, given the
present state of aur art/science, I grant that knowledge of item (1)
is a prerequisite to intelligent formulation of a model treating the
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latter four items, and in this sense, then, it may be the most

important, and deserves our current attention.

AGGREGATE LOSS MODEL

The oonceptual meat of the paper is contained in Section IV.
The portfolio is assumed to consist of several groups of "independ-
ent” risks. {I'll explain the use of the quotation marks shortly.)
Each group has its own distribution of number of claims, and its own
distribution of size of loss for each claim. Further, the specifica-
tion of these distributions is contained in a "parameter vector®, ©,
for each group. This is a convenient formulation, since anything
that might cause the losses in different groups to move together
{e.g., inflation) can be parameterized and thrown into the parameter
vector. This allows one to state that the conditional distributions
(given 9) for all groups are mutually independent (and hence the
quotes above). The authors show how the necessary conditional
distributions are derived and their moments computed, and then
describe how to weight these moments together to arrive at the
moments of the unconditional distribution of aggregate loss for the

entire portfolio.

SOME TECHNICAL POINTS

There are Some errata in the version of the paper that I

received. They are itemized in the Appendix following.
- 477 -



Below are some random thoughts of a somewhat technical nature

arranged in no particular order:

Section IV

1. It should be moted that unless some grouping of the
portfolio is found such that the authors' three assumptions preced-
ing equation (4.3) are met (or at least approached), then there is no
advantage to grouping.

2. A simple description of the convolution concept before
equation (4.3) might be useful to the lay reader.

3. I'm not sure the presentation would suffer if the notion of
"cumulants®™ was never introduced. Egquations (4.5) could be derived
without them.

4. PBquations (4.7) might deserve derivation in an appendix.

Section V

5. The next-to-last paragraph, last sentence, mentions low,
medium and high loss-amount c.d.f.'s. On what basis are these
c.d.f.'s characterized low, medium and high? (unlinited mean?

coefficient of variation?)

Section VII
6. It 18 interesting to note that the structure function
(i.e., the subjective distribution function of the parameter vector

8) in Example A does mot permit much mixing of the Efrequency and
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severity distributions. That is, the "low" claim-count c.d.f.
always occurs in conjunction with the "low" loss-amount c¢.d.f. and
similarly for the medium and high c.d.f.'s.

7. To a casual reader of the risk theory papers in the
authors' bibliography, it would appear controversial that Patrik and
John claim good results for the NP-approximation when the coeffi-
cient of skewness is fairly large (i.e., 2 < Y) < 8). I think
further elabaration by the authors on their position and its apparent
conflict with the views of some of risk theory's pioneers would be
extremely enlightening.

8. I wonder if a simulation approach would not produce more
cost-effective results. In particular, I wonder if it would elimi-
nate recourse to the "Chebyshev-like bound® of equation (7.3).

9. Despite the above comments, I certainly agree with the
authors that too much concern over an approximation technique may
miss the point. There is so much opportunity for error (the
gpecification of trend and loss development, the choice of the
general form of the c.d.f.'s, the use of broad industry data in
Example A) that perhaps nothing more than ballpark estimates should

be strived for.

Appendix A

10, Page A2: One would expect a smooth progression of para-
meters for the loss-amount c.d.f. as one moves from low to medium to

high. This is not the case for the XP parameter for physicians nor
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for the B parameter for surgeons. A rationale for these apparent

reversals might be instructive.

Section VIII

11. In the discussion of item (2), mention is made of discount-~
ing the future cash f.ow. I think treatment of this topic is
incomplete without oonsideration of the potentially offsetting
phenomenon of inflation on outstanding losses.

12. The discussion of items (4) and (5) contain some ad~hoc
measures of supporting surplus and the expected return on. such
surplus. These measures are elegant in their simplicity and
usefulness.

13, The next-to-last paragraph claims that the paper has
application beyond excess-of-loss reinsurance. I'd like to issue a
warning against using the model (in particular the four-parameter
loss amount c¢.d.f. of Appendix D) for pricing coverage at limits near
the truncation point, t. The four-parameter c.d.f. was derived in
the context of increased limits pricing where the truncation point
was well below basic limits. In this context, the shape of the
c.d.f, to the left of t is immaterial, and the form chosen in
Appendix D for Gs(xlu, B, t, XP) for x < t, is as arbitrary as any
other choice. Indeed, all that matters is that G_{x{a, 8, t, XP]
reach XQ by the time x reaches t from the left, and the route Gs(')
takes to get t XQ is quite irrelevant. As it happened, the ISO

Increased Limits Subcommittee only decided to use a truncation point
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in the first place because mo theoretical c.d.f. could be found to
fit empirical data from first dollar. Purther, since in increased
limits pricing the concern is with the “tail" of the distribution, it
was only necessary to find a distribution which fit the empirical
data to the right of a chosen truncation point. This background
should be kept in mind when applying the authors’ model to anything

other than increased limite or excess-of-loss pricing.

SUMMARY

This is an important paper, as are all intelligent attempts at
modelling an insurance process. It takes some high~powered tech-
nigques and applies them in a practical way. It claims application
for risk theory technigues beyond the boundaries imposed by the
originators of those techniques. In the "spirit of a cCall for
Papers" it should generate much response among actuaries and hope-

fully some suggestions for future enhancement.

I comnend the authors on their progress thus far.
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Appendix
Sheet 1

ERRATA

Section IV, first paragraph: the first reference should be

"Bihlmann (1970)".

Section IV, group definition: the passage reads, "... Por
example A, our groups will be defined by year of coverage and
IS0 doctor class ...". Since the authors are only dealing with
the first year of coverage in example A, the groups are defined

solely by ISO doctor class,

Section IV, definition of cumulant following equation (4.4):
"... the moment generating function of L evaluated at 0 ...,"
should read "... the moment generating function of L given 6

evaluated at 0 ...".

Section IV, following equation (4.10): "When 8 is unknown,
equations (4.3) - (4.7) usually no longer hold. In particular,
equation (4.5) now holds only for the first moment ..." should

read "when O is unknown, the unconditional counterparts to

equations (4.3) - (4.7) usually do not hold. In particular,
equation (4.5) would hold unconditionally only for the first

moment ...%.

Section 1V, equation {(4.14): As it stands, the ei;uation imparts
a positive probability to the event of a negative claim. The

equation should read:
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Appendix
Sheet 2
o if x<0
G, x|y = Gy (x + r[0) if 0&x<b-r
1 if b-r<x

Section V, next-to-last paragraph: The reference, "NAIC (1977,

1979)* should read *NAIC (1977, 1978)".

Appendix A, page Al: FPootnotes (2) and (3) are confusing and do

not seem to match their respective columns.

Appendix D, page Dl: The specification of the Negative Binomial

density function is wrong. It should be:

,/u+x-1 a %
f(x|p,a) = PP 1-p* forx=0,1, 2.
x
where 0<p<1l and ¢ =1, 2, 3 ...

The density may be generalized to the case of non-integer a as

follows:
. x+) @ RS -
£ (x|p,a) T P G-P for x =0, 1, 2 ..
where 0<p< 1l and a >0
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Appendix
Sheet 3

Bibliography: The following reference is missing:
Weissner, Edward (1978) "Estimation of the Distribu-
tion of Report Lags by the Method of Maximum Likeli-

hood®, PCAS, Volume 65.
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Using an individual insured's own past loss experience to arrive at
its rate is a procedure that 15 used in many different areas of in-
surance. In addition to the formal individual risk rating plans,

ad hoc procedures of this type are used in large risk departments

of primary companies, excess and surplus lines companies, treaty and

facultative reinsurers, and by various tvpes of insurance consultants.

The purpose of this paper is to discuss the concepts of bhias and
variance of experience rating proceduresl, and illustratelthese con-
cepts by using a computer simulation model to examine the properties
of some simple experience rating techniques. We will also discuss
the effect that the misestimation of an insured's true loss poten-
tial hes on the "risk' that the insurer faces. The rating techni-
ques used are not represented as being the best available -- however,
the paper presents some useful results concerning the superiority of

certain types of techniques.

EXPERIENCE RATES AS ESTIMATORS

View the less process as follows: a given insured's losses during

an accident year '"a" are random variables drawn from some probebility
distribution determined by a vector of parameters Ga. Let B repre-
sent a VEClOT containing all the parameters from the first accident
year of the experience period thru the year to be rated (denoted V).

So

, 8= (91,...,6V)

1. For the purposes of this paper, define "experience rate' as a rate
quoted to a given insured where the expected losses portion of the
rate is wholly or predominantly determined by the insured's own
loss experiencc over the past several years. Note that the term
insured here could refer to anything from an individual auto to

an entire insurance company (under a treaty reinsurance agreement).
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Let X be a vector representing the insured's known loss experience
during the experience period. X is a random sample drawn from the

distributions determined by 6.

Let the ultimate losses that a particular insured will have for the
policy period to be rated be a random variable "L''. The purpose of
the experience rate is to give the "best" estimate of E(L) 2' E(L)

is some function of the Gy, whereas the experience X was drawn from

distributions determined by 91""'9y-1' In order for X to be use-
ful in estimating E(L), there must be some relationship between
91,...,By_1 and ey.

The simplest assumption would be that €, = ... =8 , that is that

1 y
an insured's loss potential is constant over the experience period. A

more refined model would be that the severity and frequency componants
of the Gi's would be influenced by inflationary trends and by changes
in a measurable exposure baseS, and that, after proper adjustments for

these, the parameters would be stable over time.

The experience rating procedure is an estimatora of E(L); it is some
function "R" of the insured's past known loss and exposure informa-
tion X 5. A perfect experience rating system would be a function R

such that R(X) = E(L). However, X is also a random variable, so ful-

2. This paper will only consider estimates of E(L). In real life
cases, we might want estimates of other attributes of the dis-
tribution of L, such as Var(L) or 95% percentile of L,

3. Such as number of cars in a commercial fleet, or sybject prem-
ium in a reinsurance treaty.

4. An estimator is a function of a random sample and is therefore a
random variable; an estimate is the result of the estimator func-
tion applied to a particular realization of the random variable,
and is therefore itself a particular number.

5. (Consider X to be a vector containing all pertinant rating infor-
mation.
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filling this condition is not possible, except by chance. We can,
thever, hope that R(X) is an unbiased estimator of E(L), that is,

that E(R(X)) = E(L).

We would also like R(X) to be close of E(L), on the average. One
common way of expressing this is to minimize E(R(X) - E(L))z), the
mean square error (MSE), which for an unbiased estimator is equiva-
lent to minimizing Var (R(X)). For many simple statistical models,
the form of estimator R that satisfies these criteria can be ex-

plicitly calculated. This is referred to as a UMVU6 estimator.

For large samples, the Maximm Likelihood Estimator (MLE) usually
satisfies these properties (asymptotically). However, there are
reasons why we cannot always use the MLE, the main one being that

in order to calculate it we must explicitly know the forms of the
probability distributions that generate X. Of course, we can specify
a model of the process that we believe is ''reasonable' (as is done
later in this paper), but there still are several problems. First,
the MLE can be very difficult to calculate; second, although it is
known to have good properties for large samples, it may be a bad
estimator for smaller samples (it is usually biased); third, while
it may be a good estimator if the model we assume is in fact the true
one, it may be a bad estimator for a different model -- that is, it

may not be robust.

6. Uniform Minimm Variance Unbiased.
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The approach taken in this paper is to take several ad hoc (but hope-
fully reasonable) estimation techniques and examine their properties
by a computer simulation model. Briefly, for an individual insured,
the computer generates several accident years of known loss exper-
ience (X.l for the ith trial) from distributions with fixed parameters.
It then applies several rating techniques to this set of known loss-
es, arriving at several different estimates of E(L). The estimates
and the actual ultimate losses are stored. This whole process (gen-
erating experience, then calculating estimates) is repeated several
hundred times -- using the same underlying distributions and para-
meters. It can then be determined how well the estimates R(Xi)
fared as "guesses" of E(L), and which estimator function R does the

best7

COMPUTER MODEL
An individual insured's past experience was ''rerun' several hundred
times in order to see how the results of a single rating method would

be distributed.

Each iteration produced a set of loss experience for six accident

vears -- a five year cxperience period to rate from and the exper-

ience for the year to be rated (denoted y = 6). Not only was the

ultimate experience generated for each of these years, but also the

portion of it that would be known at any point in time.

7. E(L) can in principle be calculated explicitly from 8. However,
for the loss generating model that was used, the calculation is
quite complex, so the actual loss outcomes L. were used to esti-

mate E(L). The standard errors on these estimates were small
compared with the standard errors of the estimates of E(R}.
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A single accident year for a single iteration was generated as

follows8 :

A random number of losses, N, was drawn from a Ncrmal9 distribution

with mean = 40, variance = 60.

For each of the N claims, the following random variables were

drawn:

=
"

Date of loss within year (Uniform with minimum = 0, maximm = 1)

= Report Lag (waiting time between accident date and report date)
(Exponential with mean = 1.5 years)

All experience was viewed as being analyzed as of year-end, so

a claim would first become known in ['(Mi + Qi - 1} vears after
the accident yearw.

P. = Payment Lag (waiting time between report date and payment date)
(Exponential with mean = 1 year)

So ['(Mi + Q.1 + Pi - 1) is the number of years after the accident vear

that the claim is paidll. Let '"a" denote the accident year, a =

1,...,y. Then I_('M.1 +Q +P; +a-1)is the year of payment of the

claim, where year 1 is the first year of the experience period.

8. The computer model allows the choice of several different distribu-
tions with arbitrary parameters. The distributions and parameters
specified here were the principle, but not only ones, that were
used.

9. The normal distribution was chosen as an approximation for the nega-
tive binomial, which is more difficult to simulate. Also, N was re-
stricted to be between 1 and 65.

10. The APL symbol 'f'', referred to as ''ceiling'', means "the smallest
integer greater than',

Note that if M. + Q.< 1 the claim is reported during the accident’
year, "zero" ydars 3fter the accident year.

11. Note that the maximum value allowed was 10 vears.
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An inflation index I(Mi + Qi +P ota- 1} of 8% per year (others
were tested as will be explained in the results), from 'year 1 until
the year of payment was assumed to affect the expected value of the

payment distribution.

The random payment amount of C; was drawn from a Lognormal distribution
with M= § + In (M, + Q, + P, +a - 1), and G'= 2.5. This means that

the mean and standard deviation trended at 8% per year.

So far, the number of claims, and (for each of these claims} the re-
port date, the payment date and final payment amount have been deter-
mined. The last thing to do is set the reserve on each open claim.
Each reserve was set as an unbiased guess of what the claim would set-

tle for, if it closed in the year for which the reserve was being set.

For each claim that was reported but unpaid for at least a year, a
random Reserve Error, Vi’ was drawn from a Lognormal distribution with
mean = 1, and variance = 2. This was multiplied by the final payment
amount and the result was trended backwards from the payment year to
the year for which the reserve is being set. Two things are important

to note:

1. The reserve error is only chosen once for each claim, regardless
of how many years it remains open, so the reserve, once set, will

mearly be updated each year for inflation, and 2. this system leads

to under reserving -- by the amount of future inflationlz.

12. A method of setting reserves at V times the ultimate payment,
which does not lead to under reserving, was tested, but it made
no significant difference in the results.
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th

The known loss amount at time "t'"' on i~ loss from accident year

nar =
0 if Mi + Qi >t
Ki(a,t) = Ci v, I(a-1+t)
- . P, i . . < . . .
T(a T *R+P,) if M, +Q € t<M, +Q  + P,
g ifMi+Qi+PiSt
N
So the actual ultimate losses L = > _ C;-
i=1

The full experience matrix known at the beginning of year y for an

insured would be

N Ny
2K e 3 K (ya)
i=1 i=1
e 0

N-_1 ’ . :
i Ki(y-1,1) 0 -0
i=1

This represents the familiar "loss development triangle". We will
denote such an experience matrix by "$'" and the triangle of claim

counts by "#"13.

Once the experience matrices $ and # have been calculated for one
iteration, they are used as input for several different rating tech-
niques (estimators of E(L)). These will be described in the "RATING

METHODS'' section.

13. The results to date are based on rating methods that use $ and/
or # as their input statistics. Of more interest are techniques
that use triangles of some function of each known loss (such as

losses truncated at basic limits)..
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CREDIBILITY

Often in experience rating we wish to use some outside experience

that we believe is '"related" to the insured in question. For ex-

ample, we may usc an insured's own basic limits experience, but

rely on outside information for loss development factors, trend

factors and expected excess losses.

The model underlying the use of this outside data is that the par-

ticular insured being rated was randomly selected from the group of

all potential insureds of the same type. Therefore, the 6 that we

are trying to estimate is a realization of a random variable. 8's

probability distribution is referred to as a structure function

u(e) 14, If we have statistics available for many other insureds

we can estimate certain properties of the group of all potential

insureds (referred to as the collective). This then gives us valid

information to use in estimating E(L) for a particular insured.

Credibility theory addresses the question of how to combine data

from the collective with data from the individual insured to ar-

rive at the estimator of E(L) with the best propertics

for certain credibility systems have been explicitly r.‘alculalted1

15 Tne MsE's

6

however, trend has seldom bcen'l7 and loss development has not been

addressed.

14. H. Buhlmann, Mathematical Methods in Risk Theory, Springer-Verlag, 1970

15. More precisely credibility theory restricts itself to linear
combinations of collective data and individual risk data.

16. Fl. DeVylder, Introduction to the Actuarial Theory of Credibility.

17. C. Hachemeister, "Credibility for Regression Models with Applica-

tion to Trend" in Credibility Theory and Applications ed. P. Kahn,
Academic Press, 1975,
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Several rating techni'ques that use outside information, in particular
trend factors, were tested in the simulation. These tests are not
strictly valid within the framework of credibility theory because
the trend factors have not been estimated from a collective -- they
have simply been postulatedls. However, in all cases several differ-
ent trend factors have been tested, including ones known to be wrong,
in order to test the sensitivity of the rating method to incorrect

assumptions about trend.

RATING METHODS
The following methods that used only the information contained in §

were tested:lg

Method #1: Loss dollars are projected to ultimate by age-to-age
factors. A least squares linezo (restricted to a slope2 0)
is fitted to the five ultimate results to project the

sixth year.

Method #2a, b, c, d, e:

Loss dollars are projected to ultimate using age-to-age
factors. The ultimate result for each accident year is
trended to the current year by multiplying it by an in-
flation factor raised to the appropriate power. The 5
trended results are then averaged to predict the current
year. Cases, a, b, ¢, d and e refer to trend factors of
0%, 5%, 8%, 12%, and 15%, respectively.

18. To the extent that trend factors serve to project the effects of
fug_lllre.lnféatwn rgther than adjust eyperience fqr th.g g fects of
inrlation dyring t ex?en(énce rlgél one wou Bro a not
want to estimat8 Inflation from the data anyway, but rathér use an
exogenuous_factor_based on econgmic coErsilderamons. . . .

19. A numerical example of each ratmg technique 1s contained in Appendix B.

20, Unreic»tncted linear and exponentidl fits were tested and gave Similar
results. - 494 -



Method #3a, b, ¢, d, e:
"Adjustment to Total Known Losses method"

i _j s
Estimated expected ultimate losses = (Z_ Kj < (1+1) 6 J):_(Zl )
o )
]

'
where Kj is known losses at current ycar for accident year j
fJ. is the age-to-ultimate factor for accident yéar j
i is a trend factor which was set at 0%, 5%, 8%, 12%
and 15% for 3a thru 3e, respectively.
The derivation of this formula is given in Appendix A.

The following rating methods using both § and # were tested:

Method #4a, b, c, d, e:
Claim counts are projected to ultimate using age-to-age
factors. The estimate of the 6th year is the average of
these five results, This is multiplied by actual average

known claim size, trended to the current year as in Method 2.

Method #5a, b, c, 4, e:
Same as Method 4 except ultimate claim counts are projected

by the Adjustment to Total Known Losses method.

Method #6: Ultimate claim counts by year are projected by the Adjust-
ment to Total Known Losses method. For each accident year
these are multiplied by actual average claim size. The
results are trended by linear least squares (restricted

to a slope2 0) to project the sixth year.
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RESULTS

The computer simulation model was written in APL and run on an IBM
5110 mini-computer. Creating six year's experience (five years to
rate from, and one year as the policy's experience) for an average
of forty losses per year, then applying twenty different rating
téch.niques to the known losses took about 5 minutes, so 500 itera-

tions took about 42 hours to run.

The simulation was run under four different sets of parameters. The
first set were the ones given in the previous section. The second
set were the same except that the severity trend was 8% the first
four years (during the experience period) and 12% thereafter. The
third set was the same as the first except the expected value and
standard deviation of number of claims (N) increased by 5% each ac-
cident year starting with an expect number of 25 the first year.

This could be used to reflect either an increase in exposure units
not reflected in the rating method, or an unsuspected frequency trend.
For the fourth run, the distributions were set as uniform to test the
robustness of the previous results to wild departures in the form of
the distributions. Exhibit 1 gives a swmmary of the parameters in

each of the above cases. It also shows t:rue21

E(L) for each case --
this is the value we wish the rating techniques to be close to most

of the time.
Exhibit 2 shows the simulation results of the distribution of R (the
experience rated estimate of E(L)) for the first set of parameters.

21. Actually this value is also an estimated one, see note 7.
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EXHIBIT 1

The four sets of parameters against which the rating methods were tested.

#1 42 #3 Ha
E(L) for $731,000 $837,000 $575,000 $1,664,600
year 6
Standard
Error of $8,000 $13,000 $15,000 $29,000
Estimate based on 2025 iteruations |[based on 1000 iterations [|based on 500 itcrations | based on 1000 iterations
of E(L)
Number of Normal M= 40 Normal M= 25 x (1.05)3. 1 Uniform max = 30
Losses N o= 60 o= 40 x (1.05)"3 min = 1
j=0,...,5

Date of Loss Uniform max = 1
within year min = O

i
Report Lag Exponential mean = 1.5 Uniform max = 4

: min = 0

i
Payment Lag Exponential mean = 1 Uniform max = 4

P. min = 0

i
Payment Amount | Lognormal M= 8 + In I (a+ !‘\Ij + Qi + Pi - 1) , o-z = 2.5 Uniform max = 100,000 x

i

__ [mean = 10,405 x T, standard deviation = 34,793 x 1)_ _

t-1 [T e R L
_ ot _$1.08 R - t-1 : _t ! .
I(t) = 1.08 1(t) _51.084 x 1.12¢ S t>5 T(t) = 1.08 I(t) T=r1 (.l+rj) where lj
generated randomly uni-
form (.2, 0)
Reserve Error Lognormal = -.519 Uniform max = 2
= 1.099 min = (}

V.
1

(mean = 1, variance = 2)




ACTUAL INFIATION 8% PER YEAR
TRUE E(L) = $731,000

Chosen
Rating Information Trend
Method- Used Factor
1 $ fit
2 s 8%
3¢’ $ 8%
ac’ $, 8%
5c”/ S, 4§ 8%
6 g, 4 fit
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EXHIBIT 2

Distribution of R

Bias

$240,000

50,000
- 30,000
- 70,000
- 90,000

- 50,000

Standard
Deviation

$870,000
370,000
250,000
220,000
180,000

540,000



The bias (E(R-L})colunm shows whether each method will produce too
much or not enough premium on the average. The standard deviation
of R measures of how wide a range of results the various methods

will give. Because there is only one right answer ($731,000), the

smallest possible spread of estimates is the most desirable.

The six rating methods can be sorted into two groups depending on
how they handle trend. Methods 1 and 6 fit a least squares line
thru the estimated ultimate results for the past five years to pro-
ject the sixth year. They, therefore, try to estimate the under-
lying trend based solely on the insured’'s experience.” Both of these
perform poorly in terms of standard deviation, and method 1 is high-

ly biased.

Methods 2 thru 5 use a postulated trend factor that adjusts each ac-
cident year to current level. '0Of course, the bias for the version
using an 8% trend factor (Methods 2c thru 5c) should be low because
that is the true inflation rate underlying the model. The bias need
not be zero because the rating technique may not take inflation in-
to account exactly the way the loss generating model does (the rat-
ing techniques all trend past accident years to the current year
whereas in the loss model inflation acts on all open claims across

calendar years).

A way of reflecting trend in Methods 2 thru 5 that appears to be
superior22 to trending each accident year separately and averaging

the results (as is done in methods 2 thru 5,b thru e) is to adjust

22. The conditions under which each of the two methods are superior

are discussed in Appendix C. The simulation did not provide con-
clusive results either way.
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the untrended result for three years trend; in other words, trend
the average result rather than average the trended results. The
methods labled 2c’thru 5c’are ones for which the untrended results
(Za thru 5a) were adjusted by (1.08%). 2% The bias and standard de-
viations shown in Exhibit 2 for methods 2c¢’thru Sc/were not arrived
at by simulation, but rather a straight adjustment of the simulated

results for methods 2a thru 5a (the untrended versions).

Methods that use both § and # (methods 4 thru 6) have a smaller vari-
ance than those that use $ alone (methods 1 thru 3). a However,
all the ones using $ and # tested here suffer from a serious defect.
That is that they have no way of detecting reserve deficiencies from
the data. In this model, (the expected value of) reserves are de-
ficient to the extent of future inflation, so this leads to a down-
ward bias in the techniques. Methods that analyze loss development
from § can attempt to detect such under reserving (at least to the

extent that the earliest experience year is truly fully mature).

One obvious conclusion is that the more things we try to estimate from
the data (e.g., trend, reserve deficiency) the higher the variance of
the estimator will be. This suggests that for a given set of data we
should be realistic about what effects we can estimate from it. This
is, of course, the "full credibil'{ty" question: ‘'How much data do you
need to give your estimator satisfactory variance?’ In the case of
the risk sizes used in this simulation it seems that one should not
5
23. Actually the gnbiased adjustment is 5/3 ,—'0—'1 which is very
close to 1.08”, =
24. This is plausable result, which should be true in all but very
unusual cases. However, it should be noted that the loss model

further tilts results in this direction because it uses constant
frequency parameters.
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try to estimate trend (methods 1 and 6) but onc can use a method

that is sensitive to reserve deficiency (method 3).

Method SC/gives the best overall result with a variance slightly
higher than methods 4c’and 5¢/ but the smallest (absolute value of)
bias of any method. It is interesting that the Adjustment to Total
Known Losses method (methods 3 and 5), which takes the total known
losses for all years and divides that sum by an overall adjustment
factor for loss development, has a smaller variance than simply
projecting accident years to ultimate and averaging the results
(methods 2 and 4). This is analoguous to the earlier comment about
more efficient trend adjustment. Appendix C shows that under some

conditions this is a Best Linear Unbiased Method.

The calculation of the bias and standard deviation for any of the
methods 2 thru 5 where a trend factor different from 8% was (incor-

rectly) selected is straight forward:
1+ r)3
bias for trend r = (E(L) + bias for 8%) (TUB‘

std. dev. for trend r = (std dev for 8%) (%—&Bl)

A 50% error in selecting r (i.e., 12% or 4% instead of 8%) will in-

troduce a bias of about + 12% to an otherwise unbiased technique.

Exhibit 3 shows how well each method performed under parameter sets
2, 3, and 4. Remember set 2 has an accelerating severity trend,

set 3 has a frequency trend and set 4 uses all uniform distributions.
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EXHIBIT 3

Parameters #2 Parameters #3 Parameters #4
True E(L) = $837,000  True E(L) = $575,000  True E(L} = $1,664,000

Rating

Method Bias R Std. Dev. R Bias Std. Dev. R Bias Std. Dev. R
1 $170,000 $1,140,000 $100,000 $780,000 $800,000 $5,120,000
2c” - 30,000 460,000 - 60,000 290,000 130,000 1,870,000
3c” - 120,000 260,000 -120,000 210,000 -280,000 380,000
dc” - 170,000 250,000 -140,000 170,000 -330,000 470,000
5c’ - 190,000 230,000 -130,000 160,000 -370,000 330,000
6 -

140,000 540,000 -100,000 360,000 -460,000 570,000
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Method 2¢/does the best in terms of bias, however, has a high stand-
grd deviation. This exhibit shows that the ranking of methods from
low to high standard deviation and from low to high bias seems to be
fairly insensitive to changes in parameters. However, performance in
terms of absolute value of bias depends on how the trend underlying

the model compares with the trend chosen in the rating method.

VALIDITY OF THE RESULTS

Two issues should be considered when assessing the validity of the

results.

1. Are 500 iterations a sufficient number to give stable estimates
of the mean and variance of the distribution of R? The stand-

ard errors of the bias can be estimated as (Var(R-L))11
e

A 95% confidence interval around the estimates of the bias shown
in exhibits 2 and 3 should be roughly two standard errors on

either side of the estimated value.

Taking Var(R-L) to equal Va/r\(R) + Va/r\(L) where these are the vari-
ances estimated by the simulation, give standard errors of the
bias estimates ranging from $15,000 to $30,000 (the rating methods
with larger Var(R) having larger standard errors). This means
that a rating method that is actually unbiased could show a bias

of roughly + $50,000 based on 500 simulations.

The stability of the estimates of Var(R) are not known.
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Note that because several (but not all) rating methods were
tested during the same computer run (the same set of 500 simu-
lated experience periods) there is a positive covariance between
the estimates of E(R-L) (and also Var(R)) for rating methods 1
thru 4,and 5 and 6, but the estimates between these two groups

of methods are independent.

2. Are the results specific to the form of the loss generating model
that was used; how different would the ranking of efficiency of
the rating methods been under a somewhat different mode1?25
Many possibilities suggest themselves: inflation may affect
different sizes of losses differently, reserves may be set in a
different fashion with strengthenings occurring during a calendar
year across all accident years, frequency and severity may not
be independent. At least the model has shown that an extreme

change in parameters (set 4) does not affect the conclusions

greatly.

At the time of the writing of this paper, the computer model was not
sufficiently sophisticated to test rating techniques of real interest,
such as ones that adjust losses for changes in exposure during the
experience period, ones that truncate losses at various levels,
credibility weighing techniques and excess of loss experience rat-
ing techniques. Hopefully simulation results on some of these types
of techniques will be available for presentation at the Spring meet-
ing.

25. One error in the current model is that the severity distribution

should allow for claims closed without payment.
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RISK
Viewing premium as a random variable raises some new issues in the

calculation of profit loading.

The random variable of ultimate interest to an insurer is its pro-

fit26 on a given insured or group of insureds.

Let U be the random variable underwriting profit on the individual

insured.

Let W be a fixed profit loading27

Let R be the experience rated estimator of E(L)

So U = Experience rated premium - L= (W +R) - L

The variance of profit on a single insured is

Var(U) = Var( W + R - L)

Var(R) + Var(L) - 2 Cov(R,L)

R is based on known losses for prior vears whereas L is losses for
the period to be rated. We have been assuming that loss occurrences

are independent, so Cov(R,L) = 0.

26. For simplicity's sake we are ignoring investment income consid-
erations here.
27. Of course, this term should depend on the ''riskiness" of insured.
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If U were not random, the insurer would face no tisk or variability
of results. The insurer's risk28 arises from the variability of U,

which in turn arises from the variability of both R and L.

The insurer is frequently in a situation of being one of several
companies quoting prices From which the insured will pick the low-
est. This means that E{U) no Tonger equals E(R) - E(L) +iT (or
bias plus loading) but rather

E(RIR#*W< k) - E(L) + 7

where k is the minimum of the other quoted prices for the insured.

Consider an unbiased rating technique R . Assume that the "proper"
expected profit margin (based on risk considerations) has been de-
termined to be ™/, That is, we wish

EQU) = ®'

n

E(U) = ERIR +T<k) - E(L) + T

n

E(R) - E(L) - (E(R) - E(RIR +7T<k)) + T

So Tr=T'+ (E(R) - ER|R +7 < k))

This says that the profit margin added to an unbiased estimate of
expected losses should contain two pieces, 1. a risk loading (m')

and 2. a factor to load for the antiselection you expect to suffer

28. The proper measure of '"risk' for an insurer (or in fact for any
financial transaction) is a much debated topic. Two the leading
candidates are Var(U), which seems to be favored by actuaries,
and Cov(U,M) where M is the return the entire market of assets,
which arises from the CAPM. The CAPM unfortunately implies that - 506 -

insurance underwriting is almost riskless, because

Cov(U,M) = Cov(R,M) + Cov(L,M) (with our independence assumptions)
and both of the terms on the right should be near zero.



in a competative bidding situation (if your quote is accepted, it
is more likely that you underestimated expected losses). Notice
that an estimator R with a smaller variance will be desirable be-

cause it will decrease both components of the loading.

29. ’l‘wo implications of this:
in a renewal situation with no outside quotes, an insurer

should be able to quote a lower price than otherwise be-
cause he will not need this loading
2. the more companies quoting, the higher this loading should

be
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APPENDIX A

Derivation of "Adjustment to Total Known Losses method"

For Accident Year j
kj = Known losses (thru current year)
Uy = Actual ultimate losses
IBNRJ. = IBNR
fj = Age-to-ultimate factor

i = Trend factor

u = True expected losses for year 6

5 .
Assume 1) u =é— 2;;—1 uj(1+i)€'_J

2} u, = k. + IBNR:
J ) J

L. E Le) LT N
So S = 2 K ()T e B IBNR, (1) (%)

.1 u :
Assume 3) IBNRJ. =(1 Tj) (U——i")u-]

S0 B, (14100 = uGs-E 1)
j= ) =t

substituting this into (*) gives
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APPENDIX B

Numerical Fxamples of Rating Methods

Let
$242,744 $202,907 $216,946 $223,772 3243,633
135,700 536,598 608,794 636,252 D
§ = 70,734 535,107 733,341 0 0
42,031 222,841 0 ] 0
185,689 0 0 0 0
M 2) ) ) (5) (6)
Reciprocal of
Accident  Age to-fige Age to Ultimate Known Ultimate Age to
Year Factor” Factor Losses Losses Ultimate Factor
1 1 1 $243,635 $243,633 1
2 1.0888 1.0888 636,252 692,751 9184
3 1.0415 1.1340 733,341 831,609 .8818
4 1.2232 1.3871 222,841 309,103 L7209
5 3.0485 4.2285 185,689 785,186 L2365
Total $2,021,756 $2862,282 3.7576

Method #1  Column 5 projected to accident year 6 by linear least

squares = $782,294
S -
Method #2¢’  ((Sum of column 5) : 5) x 5/F 73 = $716,877
[T

Method #2c  (§243,633 X 1.08°

+ 692,751 x 1.08%

+ 785,186 X 1.08) + 5 = §711,317
Method #3a ((Sum of colum 4) : (Sum of colum 6)) = $538,044

636,252 + 223,712

30. e.g., 10415 = 648 794 + 216,946
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Let

10 21 28 28 29
23 45 49 52 0
§ = 14 44 54 0 0
11 29 0 0 0
11 0 0 0 0
(7 ®) )] (10) (11) (12}
Reciprocal of
Accident Age-to-Age Age to Ultimate Known Ultimate Age to
_ Year Factor Factor Counts Counts Ultimate Factor
1 1 1 29 29 1
2 1.0357 1.0357 52 53.86 .9655
3 1.0390 1.0761 54 58.11 .9293
4 1.1909 1.2815 29 37.16 .7803
5 2.3966 3.0712 11 33.78 .3256
Total 175 "211.91 0007

Method #4a  ((Sum of Colum 11): 5) x (($243,633 : 29
+ 636,252 1 52
+ 733,341 + 54
+ 222,841 : 29
+ 185,689 + 11) + 5) = $498,263

Method #5a ((Sum of Colum 4) + (Sum of Column 32)) = $505,351

(13) (14) (15} (198)
Accident a1 - a2)x 21;.91
Year (10) + (14) (15) x (5) + (10)
1 0 29 $243,633
2 1.46 53.46 654,116
3 3.00 57.00 774,082
4 9,31 38.31 294,381
5 28.58 39.58 668,143

Method #6  Columm 16 projected to accident year 6 by linear least
squares = $673,657.
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APPENDIX C

Comparison of "adjusting, then averaging" vs "averaging, then adjusting"

Let X, be a random variable representing observed losses for accident

year i

Assume that these losses arise from distributions with expected
values that are constant over time, except for an adjustment factor.
This adjustment factor can represent either a loss development fac-

tor or a trend factor or both.

128 .
So xi ”a; +ei iz1l,...,n

where M= underlying expected losses
a, = non-random adjustment factor (1)

€. = random error E(éi) =0, Var (Ei) =d["

We wish to estimate M

» 1 n
Let Wy== 2 X. a
n o Gopii

This represents trending (and/or developing) known losses for each

year and averaging the results
> ) [E
A - 1
let M, (i=1 xi)' li=1 5—.)
i
This represents the '"adjustment to total known losses method'!

It is easy to see that both j and i, are unbiased, ie

EA) = E(Ay) = m - 511 -



Calculate the Best Linear Unbiased Estimate (B.L.U.E.)J1 of s
That is, find weights ¢ such that M( ZC X: ) is unbiased and has minimum

1=

variance.

"
So minimize \’ar(ic )(;) subject to E c X:] "

Yo z
e —l<“'f—£-:o =ty m
by > ¢ 2 )\
= g =
So ¢ TZagt ot FZ.ZqL‘U'["
N z
= 7
5 -Zj’,“;lﬂl
, i
So = = 2
“STaut Toargt
J=l 4 +

Now consider various possibilities for g¢- %
i

1. Let X-Lqi:luf e where Var(e;)=f'L Ve

. . e. F | -
This means that €= 35 S TERT g oc:a:

v e

Therefore /C\I , is the BLUE

2. Let Vr.r(*)_k Y.

E[x'.]
So
TL g""q T
B A T TR

31. The approach of calculating the B.L.U.E. was suggested by Aaron
Tenenbein, Associate Professor, Statisics and Actuarial Science.
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This means that ¢; = ! Zx
i <

Therefore »:,_ is the BLUE

. . . , A\ i
As was discussed in the results section, .‘)‘z performed better than M, A0 the

simulation.

- 513 -



ADDITIONAL REFERENCES

Bicker, Peter and Doksum, Kjell, Mathematical Statistics: Basic
Ideas and Selected Topics, Holden-Day, 1977

Fishman, George, Concepts and Methods in Discrete Event Digital
Simulation, John Wiley & Sons, 1973

- 514 -



EXPERIENCE RATES AS ESTIMATORS: A SIMULATION OF
THEIR BIAS AND VARIANCE
By James N. Stanard

REVIEWED BY John P. Robertson

Mr. Stanard's paper opens a new area of actuarial reasearch,
namely the use of simulation to investigate the reliability of
cammonly used pricing (and related) models. He is not using sim-
ulation to forecast insurance results directly, but rather to
determine how well a given technique for .auch forecasting can
be expected to perform. I believe this is not a paper to read
to find final answers, b'ut rather to find groundbreaking results
from a technique which should become more widely used.

In this review, I will comment on the interpretation of the
results fram the standpoint of bias and variance, clarify (I hope)
the algebra underlying the derivation of the "adjustment to Total
Known Losses Method" and conclude with some caments on other
possible areas of application of this technique.

BIAS OF RESULTS

On an initial reading of the paper, I was surprised by the
biases developed by the various experience rating procedures. These
range fram +30% to -10% of the expected losses under the first set
of parameters and are statistically significant since they are
quite a bit larger than the standard error of the estimate of the
expected losses. 'The technigues used are similar to caumonly used
ones which are not normally assumed to be biased. It is possible,
however, to see the causes for the bias in the procedures used.

Mr. Stanard notes the underreserving of claims by the amount
of future inflation. This carbined with the use of loss development
factors that only go to the fifth year, produce a dowrward bias in

Methods 1 through 3. Methods 4 through 6 are given dowrward biases
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both by thc usc of claim development factors that only go through
year 5, and by use of the actual average known claim size. Given
the reserving method used, the average actual known claim size
for a given accident year will tend to increase as the accident
year develops since new reported claims came in at a higher
average amount.and outstanding reserves are increased for inflation.
The latter has two effects on Method 6; it serves to reduce the
average claim size (as in Methods 4 and 5) and since it reduces the
latest year the most and the earliest year the least, it biases the
average trend downwards. Finally, the restriction of fitted slopes
to be positive in Methods 1 and 6 contributes an upward bias to these
methods .

The above effects are all of the significant sources of bias
in the cases where the trend factor used is equal to the true inflation
rate underlying the model (8% per year). (There is another minor
source which I will discuss in the "Adjustments to Total Known Losses”
section.) I do not agree with Mr. Stanard's camrent that in this
case "the bias need not be zero because the rating technique may not
take inflation into account exactly the way the loss generating model
does". If the ultimate losses for each accident year were projected
without bias (which, of course, they're mot), then any of the Methods 2
through 5 should give unbiased results. Methods 1 and 6 would also give
unbiased results if exponential fits were used (the straight line gives
a very slight dowrward bias) and if the slope of the fitted line were al-

lowed to become negative. Clearly, if the trend factor used is not
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equal to the underlying rate of inflation, then a bias will be
introduced into any of the above methods.

- I remain surprised by the positive bias of $50,600 reported
for Method 2c' under the first set of parameters. The only major
source of bias in Method 2 is the dowrward one due to lack of full
development., The possible likely error in the bias, as noted by
Mr. Stanard in his section on "validity of the Results” is about
$50,000. The direct interpretation of the simulation is, therefore,
that Method 2 is very unlikely to have a negative bias. This seems
to me to be in conflict with the "a priori" expectation of Method 2's
bias. The fact that the second set of parameters gives a negative
bias does not help explain this conflict since under the second set
of parameters all of the biases (including method 2's) have moved
down about $90,000 fram the biases under the first set of parameters.

The fact that biases exist in the methods under consideration
is interesting, but I hope my discussion has shown that their exist-
ence is not too surprising, since reasons can be found for expecting
bias. Of more interest is the relative magnitudes of the biases,
since these are harder to predict in advance. Also Methods 1 and 6
have both positive and negative sowrces of significant bias, and
predicting which will win out would not be easy by a priori methods.
VARIANCE OF RESULTS

I believe that the simulated standard deviations are of far greater
interest than the biases. Bias in pricing methods is samething
that actuaries are used to dealing with and there are cbvoius tech-

niques for eliminating the bias in Methods 2 through 5. (Under
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Methods 1 and 6, it would be difficult to part with the restriction
of non-negative slope; hence, eliminating bias for these methods is
not as easy.)

The standard deviations are not only harder to predict than
bias, but they cannot be "repaired" in the sense that a suspected
non-zero bias can be repaired. I do not disagree than Method 3c’'
gives the best overall result of the methods tested, but I would
nominate Method 5c' as having the greatest promise since it shows
the least variance. In most applications of Method 5, the lack
of full development of claim count would be apparent and some ad-
justment could be made to approximate full development. Similarly,
the development to ultimate of the average claim size in each ac-
cident year could probably be addressed. Hence, eleminating the
bias in Method 5 could likely be achieved, As the underlying
parameters are changed, I think Method 5's advantages become clear.

Moving from the first set of parameters to the second (that is,
missing a change in the trend) influences the bias of all the
methods similaxly. If all were unbiased under the first set of
parameters, all would be biased by about $-90,000 under the second
set. while Method 5 does not d any better than the other methods
here, it doesn't do any worse either. The various methods do not
react as uniformly to the introduction of an unsuspected claim
count trend. 'The bias of Method 5 changes less from the first to

the third set of parameters than any of the other methods. No
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matter what set of parameters is used, Métivd 5 shows the least
variance.

Obviously, neither Mr. Stanard's paper nor my discussion
will prove that some one experience rating technique is the ultimate
such technique. I do hope that I have sftown that Mr. Stanard's
results already contain much information of value in choosing a
technique and that the variance information he gives is likely to
be as useful or more useful than the bias information.

ADJUSTMENT TO TOTAL KNOWN LOSSES METHOD (ATTKLM)

The ATTKIM is an interesting method far applying development
factors to reported results. My purpose here is to show the algebra
underlying the general application of this method, and to tie to-
gether all of the places it is actually used in Stanard's paper.

The Appendix to this discussion shows that if A;B;=C for ail i
in scme set, then (€Af)+®1/Bj)=C and that is essentially the ATTKLM.
The application shown in Standard's Appendix A {used in Methods 3,
5, and 6} is the first application in my appendix. Additionally,
Methods 2¢' through 5¢' use the same theory but with the Bj as
trend factors. Stanard justifies this latter use in his Appendix C,
wherein he notes that he is also justifying the use as loss or claim
development factors. While his Appendix A and my appendix show that
the ATTKIM will not introduce any bias into an experience rating
method, his Appendix C makes a strong argument for expecting less
variance in results when this method is used.

The paper effectively campares the use of the ATTKIM to the

more normal "adjust, then average" since this is the essential
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difference between Methods 2 and 3 and also between Methods 4 and 5.
In either case, the ATTKIM shows less variance than the “adjust, then
average" method. It would be interesting to campare Methods 2c through
5¢ to Methods 2¢' through 5c' to further test this comparison.
Stanard's footmote 22 notes "the simlatfdn did not provide conclu-
sive results either way." Since the average loss development factors
are likely to be larger than the average trend factors, it is pos-
sible that the test using loss development factors is more likely
to show a differemce.

As a final comment on the use of the ATTKIM, I must point cut
that as used in methods 3c¢' and 5c¢’, it introduces a slight bias.
To illustrate with Method 3c', Stanard has taken

(3'- ) + [:(5/ L£7E)) x(f/;:(: /(t.av)‘-‘;))j
where it is more correct to take
(Lz0) = [ 5/2 (0(ited ~)1

One cannot keep spinning off factors B; since after the first time
the relationship AjBi=C fails to hold. The effect of this difference
is to introduce a very slight negative bias in Methods 3c¢c' and 5¢’,
which coincidentally is approximately offset by the use of (1.09)3
in place of 5+%1/(1.08)677,
CONCLUS TON

In most applications of Stanard's technique, one is not going
to be able to specify the distributions underlying the experience
(if one could, then one could estimate mean losses far more accu-
rately than any normal experience rating method allows). Thus,

the most significant conclusions to be drawn from the simulations
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are not in the area of what model best fits same given data, but
rather arc in the area of choosing a technique in the absence
of any information other than the reported results.

Areas worthy of further investigation include refinements
to the underlying assumptions to make the model more realistic
(including application of credibility weighting techniques), use
for larger models (what variation should be anticipated in Home-
owners or Auto Liability indications when the standard ratemaking
techniques are used?), and the use for testing possible variance
in rating or ratemaking methods due to particular camponents of
the methods. Gbviously the larger the model, either in termrs of
nutber of assumptions needed or the muber of claims and other
iters which may need to be simuilated, the greater the possibility
of the cost of running the simulations of becoming prohibitive.
Even though the simulations presented are based on relatively simple
experience rating technigues, it is clear that a great deal of work
was required to achieve the results.

In sumary, Mr. Stanard has provided a very interesting and
useful paper, both fram the standpoint of the results of the sim-
ulations given and also because of the introduction of the "average,

then adjust" method of applying trend and development factors.
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APPENDIX

The following lemma generalizes the result of Stanard's
Appendix A. Applications include the two used in his paper and
two new ones.

Lemma: If AjBj=C for i=l to n
Then (£;A;)+% (1/B;)=C (1)
Also (&iWiA;)+£; (W;/Bj)=C for any Wi 2)
Proof: Aj=C/Bj
£A;=Cx81/B;)
(£A;)+%{(1/B;)=C

This establishes (1). (2) follows by substituting W;A; and

B;/W; for A; and Bj in (1).

., and u as

Applications: For these applications, thirk of kj, uy

expected values rather than as actual reported values.
Buzks - £s(141) 63
3 5By - 554
Then u=@&k;(1+1)6-3) + &1/£5)

1) Aj=ky (1+i)6-3, Bj=fj, C=u=A+

This is the application given in Stanard's Appendix A. The fact
that u=kj"fj(l+i)6-j follows fram his Assumption 3} as follows:

mNRj=uj—kj==uj-uj/fj=(1-1/f.j) (uj) (Definitions)

=(1-1/£5)_ Y . (By his assumption x{3))

/%3 (1+1)6-3 By ump i

Thus, ug_ Y ¥ ueus (140 ok g, (149670
(1+1) 6-3 I J

2) Aj=uj,sj=(1+i)6‘j,c=u=1\jaj
Then u=(Euy)-51/(1+1)6-]
= (Euy) x (5:F1/(1+0)6)
This is the method used to adjust untrended results per footrote 23
of Stanard's parer.
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D Agky, By=f, (1+0)67) coumagpy

Then u=(k3) =+ E(1/£5(1+1)673)

These first three examples show that £ and (1+1)®7J play
symmetric roles in the projection of results.

4) “Ratemaking”

Let Aj be the reported loss ratio (developed to ultimate or
not) and let B; be the ratio of loss trend to premium trend (if
any) from the ith year to the period the rates apply to (times
an ultimate development factor if not included in 3j). Then
€w;A) = ER;/Bi), where the Wi are weightings of the various
years such as 10-15=20-25-30, gives an estimate of the ultimate
loss ratio analogous to the camonly used EWjA;B;. Mr. Stanard's
results indicate that the former may show less variation about

the true mean loss ratio than the latter.
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A Statement of The Problem

A recent article in the Journal of Commerce cited
an address given at the convention of The tHational Asso-
ciation of cCasualty & Surety Agents by its President,

Mr. John S. Childress, Vice President of Marsh & McLennan.
His remarks emphasized the value of educating the public
regarding casualty ratemaking procedures and company
needs.

Speaking before NACSA, Mr. Childress noted that
bills are being introduced at both federal and state
levels "by legislators of Senator Metzenbaum's persuasion®
that would substantially restructure the insurance busi-
ness. He went on to say that, "Not only is the way in-
surance operates being guestioned, but its credibility
is on the line as well. We need to better explain our-
selves, as there are those who question the integrity of
our business simply because they do not understand it.
That is cleavly our fault. We must ecuacate the public,
the legislatures, and other governmeut officials, who are
all demanding accurate, credible and understandable
answers to their quescions. They have a need to know why
we use certain rating classificavions and not others.™
e indicated that we must make a genuine effort to under-

stand the need of our insur=ds and helv them comprehend
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the breadth as well as the limitations of their insurance
policies. At the same time, Mr. Cﬁildress states "we

must thoroughly examine our industry and find a reasonable
balance between the profit motive of private enterprise
and our responsibility to society at large. Society has
changed faster than we expected, and we will have to ad-
just ourselves to the needs of the society in which we
live. However, before we do that, the public must also

be made to understand the price they will have to pay for
these changes. Once consumers have a clearer picture of
what is 1nvolved, they may be able to judge better what
changes are either necessary or desirable, especially

when they desire the same degree of protection and service
or better, than what they already receive."

We believe Mr. Childress accurately gauges what one
of the main challenges to the insurance industry will be
in the 1980's. It is our responsibility as actuaries to
explain to outside sources {(state agencies, consumer
groups, etc.) the factors that are {(or should be) consi-
dered in rate reviews and filings and quantify them as
much as possible. This paper begins to respond to this
challenge by first describing the variables which should
be expressly considered in rate filings, discussing the

reasons for their inclusion and quantification and finally
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suggesting guidelines for the structuring of rate
filings 1n a manncr that will assist all sides (state
departments, consumer groups and the company) to pro=-

perly evaluate an entity's rate level regquirements.
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Introduction

buring the course of our actuarial careers, many of
us face the prospect of having our rate filings chal-
lenged by a Statc Insurance Department, a consumer bureau
or our company manégement. The depth and level of the
questions posed depend upon the quality and quantity of
the reviewer's actuarial knowledge and/or personnel.
This is true even when formal rate filings are not pro-
duced and rate changes are obtained via informal rate
reviews not submittcd to outside sources.

Some of these questions deal with the standard
isgues that have traditionally been considered when
analyzing a filing. These are:

{1) The derivation of Loss Development Ffactors.

(2) The derivation of Trend Factors.

{3) Expense Provisions, including those for Loss

Adjustment Expenses and the reflection of
Investment Income.
(4) Reconcilliation of filing results with those

of the Annual Statement.

Until recently, the treatment of these variables
was rather perfunctory in nature, and is summarized in

Part 1 of this paper. dowever, there are scveral hidden
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variables which impact on insurer results and therefore
affect each of these four items. Unfortunately, these
hidden variables have, in many instances, not been
analyzed carefully during the preparation of the rate
revision and this has caused state agencies and consumer
advocates particularly to contest rate filings and criti-
cize ratemaking procedures. In the absence of this out-
side criticism, omiss:ion of the considefation of these
variables can often lead to an inadequate, excessive or
unfairly discriminatory rate structure.

The problem cannot be attributed to a lack of
understanding since most, if not all, ratemakers are
familiar with these missing factors. Instead, the blame
lies with their lack of guantification and reflection in
the rate structure through the filing's statistical
support.

The first part of this paper consists of a discuss-
1on of the present methodologies underlying a rate filing.
In the second part the author illustrates, by means of
hypotnctical ¢xamples, biases resulting from the appli=-
cation of these current treatments which affect the cal-
culation of the factors enumerated in items (1)-(3) above.
Part three suggests various tests that should be admini-
stered during the preparation of a rate filing or review

in order to anticipate any qguestions that may arise.
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included in that section is a proposed lList of inter-
rogatories to be answered concerning the filer's re-
serving, claim setctlement rate, changes in its business
mix and other relevant factors.

Part four consists of a sample newsletter written
1in laymen's larnguage containing a braef description of
ratemaking procedures along with an explanation for
rate adjustments. Distribution to policyholders or this
summery mignt help educate the general public about in-
surance projections and remove some of the potential
causes of consumer dissatisfaction and distrust of the

industry.
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Part 1: The Traditional Approach

Loss Development Factors

The loss development model usually followed in the
past and, still employed to &4 great extent presently,
rcalls for an age-to-age valuation of incurred losses
over an expericnce period. This typical loss development
exhibilt is similar to that shown in Part A of Exhibit I.
The selected "link" ratios, displayed on the bottom of
Part B of that table, are frequently the result of com-
puting the mcan of those determined arithmetically above
for the particular maturity studied. From these results,
completion ratios are calculated. Application of these
factors tc the losses reported to date would yield a
proiaction of ultimate incurred losses for each accident
or pelicy year, as displaved in part ¢ of Exhibit TI.

Coaspicuously absent 121 this trcatment are explicit
mcasures of the variables which rmpact greatly on the
loss growth vurves defined by the link ratios. These
variables reflect the foilowing changes during the ex-
perience period {or expected to occur subsequently)
used tn the filing or subsequent thereco:

(i) filer's reserving policy and claim settlement

proccdures
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(ii) policyholder profile such as the book of
business such as by classification, territory,
liability limit

(iii) propensity of late reported claims and all
variables attendant thereto based on (1) and
{ii} above

{(iv) cause of loss for packaged policies

It w;uld be desirable, therefore, to include within
the filing or review analysis, statistical support quanti-
fying each of the above variables in order to properly
gauge the company's need for a rate revision.

All of these are combined and hidden by the simplistic
traditional loss development method described above, re-
sulting in possible biases in the results. In view of
these possible distortions., therefore, it is not sur-
prising that, in this age of consumeriem, the past has
finally caught up. Insurcds and their political repre-
sentatives have become more alept at fiscerning these
inherant bilases and have of late been requesting measure-
ments of the effects of these varlables on loss growth

patterns and therefore on lass development factors.

B. Trend Factors

Traditionally, calendar year trend data of the type

displayed in Exhibit IT have been used to derive factors
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reflecting insurance inflation. This measure 1is com-
prised of two aspects: frequency and severity of claims
and 1ncrcases in fixed and variable expense costs.

As is seen, Exhibit II utilizes calendar year paid
(i.e., closed) claim data usually fitted to an exponen-
tial curve to project measures of average frequency and
severity.

However, any such trcatment and calculation of
trend 1s faulty because it ignores variables which impact
on a filer's implicit trend data, viz:

(i} No determination is made as to whether the average

maturity level of the closed claims in Exhibit II

has changed over time. Hence, it is possible that

at any point in time, there might be a large number
of either older or younger claims being settled
which might 1n turn yield larger or smaller than
usual claim sizes. This, naturally, would throw

off the results significantly. Claims closed during

an accident year's first maturity may exhibit dif-

ferent claim cost trends than those closed later

and there might have been a shift in the average

age of closure during the experience period. It

would therefore seem desirable to include a trend

exhibit showing changes in frequency and severity

Bylmaturity within accident year, for example.
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(ii) No ccrrelation is made between changes in clainm
cost and frequency and changes in the company's
policyholder profile during the experience period.

A shift in the mix of insureds may affect loss growth
patterns in the areas of propensity to sue and rapi-
dity of reporting. The influence of these changes
by classificationr and territory is cbvious. It is,
for example, known that urban insured's claim costs
are higher than those of rural policyholders and
that younger drivers tend to sue for less than those
of miﬁdle age (i.e., or higher wage earning) group.
(iii) With respect to packaged policies, most filings
do not include a cause of loss data breakdown. Such
an analysis would provide trends of exactly where
the loss dollars are coming [rom. Then, separate
trend factors could be computed, using the filer's
actual state experience or industrywide data in that
particular state for that specific cause of loss
(fire, liability, theft, etc.). Such cause of loss
data would also be helpful in predicting trends in
loss development patterns. Just as different loss
development patterns are applicable for each cause
of loss, so are different trend factors, both with

respect to froquerncy and severity.
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Once again, the problem with the traditional
statistical support, as shown in Exhibit II, centers
around the fact that the impact of these important
variabl;s, (i} - (ii:r1) above, 1is not quantified. As in
the case of loss development factors, severe biases can

result when there has been a change in a particular

aspect contributing to the final result

C. Expense Provisions

The method traditionally used to quantify overhead
expenses is illustrated in Exhibit III. Frequently, a
provision for each ;xpense item is developed using ratios
of costs to written and/or earned premiums for the most
recent several years.

However, there are two significant shortcomings in
this method:

(1) Expenses are taken as a percentage of past

calendar year collected earned premiums. The effect

of prior year rate changes on these ratios and a

list of budgetary estimates for the coming year are

rot considered.

(ii) The tradicional loss ratio method of ratemaking,

by which expense provisions are reflected in the

rate structure in deriving a gross rate or level

change, assumed that all expenses var; directly with
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losses. In fact, only some of the total insurer's
expenses vary with premiums while others are rela-
tively fixed. Separate treatments of these different
types of overhead cosns are reguired in order to

arrive at a fair rate¢ level.

several skaues have begur recognrizing the need ang
propriety of separating fixed fror variable expenses and
territorial flattening of fixed costs in their ratemaking
mode 1. This has proven bencficial tn insureds who, in
the pazt, might have faced as large an increase in the
expense porcion of Lhe rate, which often totaled 35% of
the :otal rate, as they did in the loss portion. This
was particularly true in the professional liability area
during the middle 1970's.

D. Reconciliation of Filer's Results With Those
Shown In The Annual Statement

Increased consumer conScicusness nas given rise to
policyholder in;ignation regarding companies' financial
results. Insureds, cognizant of satisfactory earnings
records nnjoyed by insurance comparies, fail to compre-
hend the necessity for large rate increases. It is vital
that we in the insurance industry be equipped to explain
this seeming contradiction.

In actuality, Annual Statement results are not and
should not be used as statistical support for rate

Eilings. Statement losses reflect countrywide data with
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all coverages, voluntary and assigned risk, Bodily
Injury and Property Damagu, net as to reinsurance, and
s0 on, combined. I1f premiums and losses shown in the
Statcement were required to be as detailed (or anywhere
near so) as those required 1n a rate filing or review,
an eighteen wheel Mack truck would be needed to deliver
a company's Statement to the insurance department.

Be that as it may, there is no doubt that some im-
portant parts of rate filings do not appear to be treated
anywhere nrar as rigorously as they are on the filer's
Statement. The main reference herein concerns reserve
ievels. A company's Annual Statement contains reserves
which, in most cases, have been calculated with the ut-~
most care to reflect the items of Subsection A above.
Input from actuarial and other departments is used to
properly evaluate a company's loss and loss adjustment
reserve requirements, particularly in the area of case
reserving adequacy, rate of settlement,.trends and changes
in the book of business. On the other hand, the deri-
vétion of loss development factors shown in rate filings
(Exhibit 1) is comparatively cursoery in nature. If one
performed such an analysis using the data in Part 2 of
Schedule P of a company's Statement, the resulting
ultimate losses and/or statement reserves would, in most

cases, be far different than those predicted in the
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company's balance sheet. As we stated earlier, this
often results from not analyzing separately the above
variables.

The above Subsections A - D of Part One have
summarized the major issues the writer feels should be
addressed when preparing a rate analysis or filing.

Part 2 will examine, for each of the three major
adjustments (loss develcpment, trend and expenses)
discussed above, some of the biases which can occur
without a complcte and thorouyh review of the variables

which impact on these factors.
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Part 2: Discussion of Hidden Biases in The Traditional
Approach

A. Loss Development Factors

(i) Changes in a filer's rescrving pelicy

Consider the situation where a company has altered
ite reserving policy and is now reserving more adeguately
at the case lewvel than it was in the past. At this paret-
icular point in time, therefore, the company's incurred
losses are at a more mature level than at comparable
dates in the prior accident or policy years.

However, application of historicaily derived loss
development factors, particularly using the methcd des-
cribed in Exhibit I, to the present, more adequate
valuation of incurred losses would bias the filer's est-
mate of ultimate losses dramatically upward.

We describe below an example of how changes in the
reserving policy of the filer can affect results. Part
A of Exhibit IV displays the ocutstanding loss partion of
the Exhibit I incurred development. Using the claim
counts in Part B of Exhibit IV, average outstanding loss
costs are computed 1n Part C. As evidenced upon exami-
nation of the last diagonal, a significant increase in
this average outstanding loss cost appears to have
occurrcd during the latest, 1978, calendar year. This,

in the absence of large claims (for which these average
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reserves should always be examined for bias), may mean
that the insurer has begun to reserve more adequately
during 1978. Before any subsequent adjustment is made,
this should be confirmed by questioning company per-
sonnel in the claim or underwriting area.

The Exhibit I completion ratio of 2.137 for ex-
ample, which 1s applied to the 1978 incurred losses to
date of $400,000 results from past reserve deficiencies.
Applying it to the 1978, more adequate, first maturity
incurred losses results in the possibly overstated ult:i-
mate loss projection of $854,800 produced in Column ({3)
o1l Exhibit I.

It i35 important to realize that, in any test of
reserve adeqguacy similar to that shown in Exhibit IV,
allowance must be made to reflect normal inflationary
pressures that manifest themselves in rising claim costs.
In Exhibit IV we notice that 1974-78 calendar year changes
in the first maturity (i.e.,, 12 months) hovered in the
25% to 35% area. I1f we assume that external sources
indicate that company claim costs are increasing 10% per
year, we may conclude that the insurer has adopted a
policy, express or i1mplied, 1ncreasing its reserve ade-

quacy.
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This apparent strengthening at the case reserve
level will greatly affect the future incurred loss
growth pattern and should be recognized when selecting
completion ratios. As we indicated earlier, any failure
to reflect these changes will bias the projection of
ultimate incurred losses dramatically upward. An ad-
justment should therefore be made to the link ratios
produced in Exhibit I to reflect this change in the
reserving policy of the carrier.

It is, therefore, imperative to include, in the
rate filing or review, an exhibit measuring explicit or
implied changes in the company's reserving policy.

One way to correct these biases is suggested in
the description and numerical example shown in Exhibit
V-A, wherein the most recent average outstanding loss
cost for each past accident or policy year is used and
prior ycar's average outstanding losses (for the same
maturity) are adjusted backward by an estimated in-
filation factor. These "smoothed” average costs are then
multiplied by the corresponding outstanding claim counts
for the maturity/accident year cell to obtain total
“"adjusted” outstanding losses. When paid losses are
added in the corresponcding cells, the resulting artificial
incurrcd development pattern can be used to calculate

development factors and finally, ultimate incurred losses.
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As can be seen from Exhibit V-B, this would result in
incurred losses smaller by about $262,000 (i.e.,
$3,194,746 per Exhibit V-B compared with $3,456,639 per
Exhibit I) or 8% as compared with the unadjusted re-
sults using the traditional approach in Exhibit I.

O0f course, the above example may be an over simpli-
fication of the approach needed to be taken. However,
the fact remains that, currently, little effort is
expended by filerxs in the determination and quantification
of changing reserving practices. This failure leaves the
industry susceptible to criticism from state agencies
and consumer groups.

(ii) Changes in the filer's rate of settling claims

A situation similar to that described above can re-
sult from a modification in the rate of claim settlement.

As before, application of historically derived paid
and/or incurred development factors to present, more
mature or adequate valuation of paid or incurred losses
would likewise bias the results.

To illustrate, Part A of Exhibit VI has been pre-
pared to test paid loss development data. Normally, in
a fast closing line like Homeowners or Physical Damage,
such paid loss input can be used in estimating a carrier's
ultimate losses. Parts B and C of Exhibit VI display the
projection of ultimate losses of $3,154,653 resulting

from these empirical results using the traditional
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development approach. No test has yet been made to
ascertain whether the company's claim settlement pattern
has changed. Let us assume we perform such a study in
Exhibits VII-A and VII-B.

Exhibit VII-A sets forth a simple age-to-age
pattern displaying ratios of the number of paid claims
during a period to the total number of incurred claims
by maturity within accident year. Although use of report
year data in the manner described in Part 3 of this paper
is preferable, many insurers 4o not have such data readily
available. However, the Exhibit VII-A calculation is
usually available and can be used for our purpose. As
can be seen in Exhibit VII-A, therefore, these "disposal"
ratios indicate an increase in the rapidity rate of claim
settlements.

1f we reflect this speed-up in a modified paid de-
velopment approach in the manner described beginning in
Sheet 1 of Exhibit VII-A, we would apply a factor smaller
than that employed in Part C of Exhibit VI for each year.
The change in the ultimate loss projection between
Exhibits VII-B and VI exceed $600,000 or about 19% due
to this adjustment. Basically, the method involves an
adjustment using the same ratio of paid to total losses
going back in time by maturity within accident or policy

year.
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Changes in the reserving and claim settlement
policy of the filer, either explicit or implied, con-
stitute the two most prolific influences in a historical
loss growth pattern. Estimation of these influences
would greatly aid in providing a more accurate loss and,
therefore, rate picture.

Unfortunately, most companies make no effort, at
the present time, to explain and document these variables
in their filings.

The above studies to determine changes in reserving
policy or settlement rates do not have to be confined to
state data. Regional or countrywide data could be used
to determine a filer's reporting pattern and its reserving
and claim settlement policies. The broad conclusions
reached from these studies can be applied to the statewide
data used in the filing, when relevant. The main point
here is that these items should be considered since they
do eventually impact on rate levels. Inclusion of some
of these studies can improve a filer's credibility with
its insureds and state agencies.

(iii) Changes in the policyholder profile

Loss growth patterns are significantly affected by
the territorial and classification mix of the insurer.

A shift in the policyholder profile will obviously bear
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on the results. Tllustratively, a morc urban insured
profile will give risec to a more litigious claims

picture in the future. Tnis will in tiurn cause a more
pwrotracted loss growth pattern for the more recent
accident years and hence, greatcer weight should be placed
thereon (or alternatively projected loss development
factors should be used) if this type of insured profile
will continue 1n the future.

Similarly, if the filer has changed its policyholder
profile by classification and is, for example, insuring
more young drivers, the loss growth pattern should be
different in the future than was the case historically.

These policyholder mixes would affect implicitly
both claim settlement and reserving policies and to the
extent possible their influence within these areas should
be studied.

Statistical tests of significance can be made to
determine if a correlation might exist between terri-
torial or class splits and changes in the insurer loss
growth pattern. The input for such tests may be in the
form presented in Exhibit VIII and either a judgmentally
or statistically based adjustment may be made in the
filer's loss development factor.

In rate filings there is little, if any, evidence
of this type of analysis at the present time. There is

usually no indication as to what the current policyholder
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profile is, vis-a-vis territory and classification and
how it has changed during the experience period.
Furthermore, no attempt is made to correlate and quan-
tify changes in the policyholder mix with factors
affecting louss development patterns, such as propensity
to sue and early reporting of claims.

(iv) Propensity for late reported claims

When performing a comprehensive reserve study, the
actuary usually separates loss data by report year to
determine and uantify changes in the development
patterns of losses for claims repvorted carly as compared
with those reported late. The same type of analysis
should be dore for rate filings. Usually, late reported
claims will exhibit characteristics different with re-
spect to both development and trend from those which are
reported during the accident year. As we indicated in
the preceding subsection, such a study can and should be
considered with changes in the exposure profile of a
company . As a minimum, loss development data already
submitted in a filing or prepared for a rate review
should bec broken down between claims reported within the
accident or policy year and late reported to
allow for a more detailed sctudy. If these data lack
sufficient credibility, regional or countrywide statis-

tics could be used to document these effects.
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(v} Packaged policies

With respect to packaged policies, we believe that
cause of loss data should be made available so that the
reviewer can make a determination as to exactly which
direction the preponderance of losses are taking. If
the liability component is increasing, for example, a
more protracted loss growth pattern can be expected in
the future and vice-versa. An exhibit such as that
shown herein, i.e., Exhibit IX, could be prepared when
reviewlng a rate structure.

All of the above items are considered carefully
when gquantifying a particular company's reserve level
for Annual Statements or other purposes. 1t seems
logical to expect that similar care be given to quanti-
fying these reserves on a hy-state and subline basis

for rate filing purposes.

B. Trend Factors

The current valuation of trend factors, in most
cases, leaves much to be desired. Ordinarily, a table
such as that set forth in Exhibit II is displayed and
the problems attendant with the procedure followed using
this table were discussed 1n Part 1 of this paper.

A demonstration of the biases caused by combining
claims of different age yroups is seen from Exhibit II-A.

This table displays average paid claims cost data by
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maturity within accident year. It is demonstrated that
there are different trends existing at various maturity
levels. If we ascertain that the most recent average
cost corresponds to an average settlement dat; of 2.0
years as compared with say an histor.cal average of 3.0
years éruvailing during the past, the 1mplied trend
factor would be different by, say, 10%. This is ex-~
tremely prevalent where there has beun a shift toward a
policynolder prcfile of tnsureds who tend either to have
their case closed earlier or later tnan :n the company's
past profile.

It must be recognized that there are multiple com-
ponents comprising the trend {actor. Each of the 1ssues
addressed above should be guantified, as much as possible,
with respect to both loss frequency and severity.
Furthermore, when cxposure is measured by the amount of
insurance purchased, premium trend factors must be used
as an offset to the loss cosSts in order to recognize
inflation resulting in increasing insurance-to-value.

When government indices are used, thez filing should
statistically correlate insurance company results
(severity and frequency) with those using Consumer Price
or related indices. Such a correlation.can take the
form described in Exhibit I1I-B by maturity within acci-

dent year. Once we establish this correlation, these
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external indications can be used and the argument that
they are not relevant to insurance industry data can be
diffused. Of course, these severity trends should al-
ways be used in conjunction with frequency trends to

obtain a total pure premium trend picture.

C. Expense Provisions

The insuring public and state agencies will, for
the most part, no longer accept the old notion that all
expenses can be assumed to vary with losses and premiums
as implied by the formula dictated by the old loss ratio

method, viz:

Indicated Rate _ Rate Level Loss Ratio _ 1.000
Change Expected Loss Ratio )
Recent rate models allow for a breakout between
fixed and variable expenses and include the following
general models:

a} Indicated _ Rate Level Loss Ratio + Fixed Expense Ratio

- 1.000
Rate Chg. 1 - variable Expense Ratio
b} Indicated - Rate Level Loss Ratio Fixed Expense Ratiox -1.000
Rate Chg. 1 - variable Expense x Inflation Factor
Ratio

It seems logical that a breakdown between fixed and
variable costs would be appropri;tE. Certain expenses,
such as taxes, underwriting profit and a portion of pro-
duction costs are and should be computed as a percentage

of premium. On the other hand, a portion of others,
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such as general overhead expenses (salaries and rent),
are relatively fixed in nature and should be treated as
such.

In addition to the above treatment of fixed and
variable costs, it is important to point out that the
present system of determination of expense provisions,
as a ratio to premiums, leaves much to be desired.
Normally an historical three year ratio of various ex-
penses to written or earned premiums is examined as a
provision selected for use in the future.

A more appropriate way to estimate this provision
would be to project a budget for the coming year (the
estimated dollars needed for various expense categories
in a line for a state). This would result in a flat
policy fee to be charged on each policy to be supplemented
by other variable costs. The formula then for each class
premium would be as follows:

Gross gluss _ Indicated Lo;s Cost For That Flass Policy Fee
Premium 1 - variable Expense Ratio

The above would remove the inconsistency of obtaining
percentages of expenses to past calendar year premiums,
which may be composites of many different rate levels for
the particular year. For instance, if a company intends
to increase its rates by 20% beginning next year and its

general expense costs by only 10%, the general expense
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ratio should change from that estimated the year before.
The percentage used in the separating of expenses
into the fixed and variable components can and should be
quantified. These aifect rate levels by a significant
degree, as Exhibit I111-A shows, using hypothetical data.

D. Reconciliation Between Rate Filings and Annual
Statement Results

We indicated in Part 1 of this paper that if the
methods used to estimate loss development factors had
been followed in setting reserves on the financial level
(i.e., for the Annual Statement) those liabilities might
be much different than would presently be the case. In
order to obviate this problem, a guantification of the
various adjustments that are used in the calculation of
Annual Statement reserves should be made and included as
a separate memorandum in the rate filing.

Explicitly, then, the methodology used and in fact,
the bottom-line reserves appearing in the Statement will
tie in with those shown in the rate filing and a consis-
tency would result. This consistency will serve to
counter-balance the argument that consumer groups have
in terms of the anomaly between Statement "profits" and
losses claimed in rate filings. It will also allow for
a more accurate representation of insurer results in the

rate review process by reflecting the most likely more
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sophisticated techniques that were employed in the
development of annual statement reserves.

In order to accomplish this goal, we suggest that
a supplemental memorandum be included within each filing
or rate review describing the reserving process used in
the Statement and showing how the variables reflected
therein were introduced as input in the filing or rate
review under examination. Studies such as those ex-
plicitly set forth in Part 3 could be included in this
analysis. Inclusion of such exhibits can ease approval
of the filing and satisfy departmental inquiries re-
garding loss development and trend.

The issues of reflecting investment income in the
ratemaking process has heretofore not been addressed
because of the author's wish to keep within underwriting
and actuarial areas. However, regardless of whether or
not such income to whatever degree 1s reflected, it is
important that insurers quantify this aspect correctly
in rate filings or reviews. Exhibit X presents a brief
description of the familiar cash flow approach and
quantifies investment earnings on both loss and unearned

premium reserves.

All of the above would, in the judgment of the writer,
serve to ameliorate the relationship between the insurance

company and the public and/or regulatory body.
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The Casualty Actuarial Society in recent years has
been blessed with numerous excellent studies regarding
reserving methodologies. It is our belief that some
part of these can and should be integrated in the rate-
making process and in the actual filings to help estimate
the insurer's liability for claims. This will provide a
more accurate picture of ultimate losses and ultinately
rate levels.

The report formats in Part 3 of this paper serve to
highlight the information process which should, if possi-
ble, be included in rate filings and reviews and allow

for reflection of these aforementioned studies.
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Part 3: Recommended Report Formats To Be lncluded 1In
Rate Filings

Tihis section discusses tests which should be per-
formed at every ratc and rescrve evaluaciorn.

These two studics cannot he separated because, in
most lines, losses x:o;malLy comprise at least 60% of
any insurer's gross rate and proper estimation of these
losses requires production of an actuarially accurate
ruLerve level by accident or policy vear.

It is felt that these tests or reports could be
ased to help answer the foullowing questions regarding
an insurer's loss experience and the variables influ-
encing this experience, particularly in the areca of
loss development, viz:

(1) Change in the company's reserving policy.

(2) Change in the company's claim settlement rates.

(3) Change in the company's policyholder profile

(by class and territory).

(4} Change in the company's cause of loss for

packaged policies.

(5) Change in the company's reporting patterns and

trend factors (frequency & severity) by

report vyear.

In order to be able to explicitly measure each of

these variables and respond accurately to the changing
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conditions of the insurer in terms of the claim climate
and policyholder mix, the following tests must be per-

formed:

Test 1. calculation of Reserve Adequacy

This test will estimate the effect of any changes
in the'filer‘s reserving policy affecting the adequacy
of the case reserves. It is important, of course, that
the data be presented separately by layer of losses
(i.e., basic limits only, losses for amount of insurance
range x to y, etc.) so that large claims do not distort
the results.

The following format is suggested:

Average Average Outstanding Cost For Limit at:
Year 12 Mos. 24 Mos. ... 60 Mos. 72 Mos.
X
X + 1
X + 9

The average annual changes can be computed by
dividing the "n"th average ocutstanding loss cost at each
maturity by the "n-1"st as described in Exhibit IV of
this paper to determine if a large change occurs at any

one point,
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Test 2. Calculation of Claim Disposal {(or Settlement)
Rate

As stated, this measures the filer's rate of settling
claims and has an effect on both paid and incurred loss
growth patterns. A calculation of disposal rate of claims
to measure claim settlement practices of rate filers
follow.

A. Definition of Disposal Rate (DR)

NS

u

DR —————
NOB + NR

where DR = Disposal Rate

NS = Number of Claims settled during
calendar period

NOB = Number of Claims that were
outstanding at the beginning
of the period

NR = Number of Claims reported during
the peirod

B. The following ‘table would be prepared by the filer:

(1) (2}
Period (normally an Disposal Rates
accident year) 0-12 Mos. 12-24 Mos. 24-36 Mos.
X
X + 1
X + 2
X + 3

If report year data are unusable, then ratios of

paid to total reported claims by maturity within accident
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years can be developed as described by Exhibits VII-A.

Test 3A. Calculation of Implicit Average Annual Change
In ¢Claim Costs

Implicit changes in claim costs could be obtained
by examininy the average 1i1ncurred claim cost {(by amount
of insurance range x to y, basic limits losses, etc.)
by maturity within accident year. The followling table
would be produced:

TABLE A

Average Loss Cost Reported (or closed)

Accident In 12 Mos. Ending With
Year 12 Mos. 24 Mos. ... 60 Mos. 72 Mos.
X
X + 1
X + 9

The average cost at each maturity could be computed
as a weighted arithmetic mean or by fitting a curve to
the average costs at each maturity. Thus, claims re-
ported or closed during the first 12 months may average
an annual increase in cost of 5%, those closing the
second 12 months, 10% and so on. An overall average
annual change in cost would then be computed by obtaining
a weighted average date of reporting or closure (i.e.,
payment) underlying the historical period studied. This
"averdge" maturity in the past could be compared to that
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cscimated presently on reflecting the current disposal
rate to estimate the overall value of the trend factor
to be used.

Hence, 1f Test 2 results indicate a speedup of
about 12 months in the average date of settlement and
historical data indicated a trend factor of 10% on an
average 36 month closure and a 5% trend on a 24 month
closure, then a trend factor closer to 5% might be in-
dicated.

The above trend calculation only refers to claim
severity and hence measures only one-half of the insur-
ance inflation index. Claim frequency should also be
considered and this could be determined by maturity
within accident year in Test 3B.

Test 3B. Calculation of Kverage Claim Frequency Per
Exposure

Ratio of the No. of Claims Rptd.
Accident No. of Earned (or Settled) To Column (1) as of:
Year Exposures 12 Mos. 24 Mos. ...60 Mos. 72 Mos.

The combination of the maturity changes of frequency
with those of costs in Test 3A would determine the insur-

ance inflation component scparately for each maturity
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keeping in mind the basic laws of ratemaking: Pure
Premium = Claim Severity x Claim Frequency and Total
Insurance Inflation = Claim Cost Trend x Claim
Frequency Trend.

Test 4. Compilation of Data Reflecting Changes In A
Company's Book of Business

This is a very critical area which, unfortunately,
has not received the attention it should have in the
past.

If a filer has changed its book of business in the
most recent year, the experience for years prior thereto
becomes much less relevant to future situations and an
adjustment (either qualitatively or quantitatively) must
be made to reflect these changes. Some of the data re-
quired which would determine whether the filer has
changed its book follows:

{l) Distribution By Class

(2) Distribution By Territory

(3) Distribution By Liability Limits or Deductible

The above are all very important in analyzing ex-
perience. When considering the situation by class,
different types of insureds have different propensities
to sue and if there has been a class shift, then the

development factors obtained would be affected. The
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insurer should ke prepared to correlate changes in its
business mix with changes in its trend, development and
other results. Following are types of formats which
should be presented as part of any rate filing.

Compilation of Data Used To Determine
A Shift In The Book of Business

Number of Car Years Earned (or Other
Exposure Mecasure) During Year
Class X X+1 X+2 X+3 X+4

. A. Distribution By Class

Territory X X+1 X+2 X+3 X+4

. B. Distribution By Territory

These are only "marginal" distributions in statis~
tical terminology, hence would not disclose an interchange
of classes of insureds between territories where terri-
torial totals and class totals remained unchanged. 1f
such a development is suspected, a two-way classification
should be prepared for each year.

Year Basic 50/100 100/300 50 Ded. Coll. 100 Ded. Coll.

X

X+1

X+2

. C. Distribution By Liability Limits
. or Deductible Coverage

X+4
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Test 5. Interrogatories

The tests usually performed produce a number of
guestions, the answers to which shouid be made part of
each report. Suppose the data seem to imply that a re-
serve policy change took place during the experience
period. The company should have the opportunity to re-
spond to the indications. It 1s possible that tne data
may be misleading and the company should have a chance to
rebut.

The following questions may be included in an
Interrogatory section:

1) Has there been any change in reserving policy
during the experience period to make reserves more or
less adquate?

2} Has there been a change in company's claim
settling policy, either faster or more slowly?

3) Has there been any change in the company's System
of reporting claims?

4) Has there been a change in the company's claim
adjustment procedures, tactics, or policies?

5) Has there been any change in the book of business
by territory, classification or by policy offering
(higher or lower deductibles, policy limits}?

6) How have the above been reflected explicitly in
the development of historical incurred losses to an

ultimate scttlement basis?
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PART A. Iosses Incurred as of Maturity
Year 2 4 5
1974 250,000 375,000 487,500 560,625 588,656
1975 300,000 435,000 543,750 598,125
1976 325,000 463,125 567,328
1977 350,000 481,250
1978 400,000
Link Ratios
Year 1-2 2-3 3-4 4-5
1974 1.500 1.300 1.150 1.050
1975 1.450 1.250 1.100
1976 1.425 1.225
1977 1.375
PART B. Average Link Ratios
1-2 2-3 -4 4-5
Selected: 1.438 1.258 1.125 1.050
Completion Ratios
1-Ult. 2-Uit. 3-ult. 4-ult,
2.137 1.486 1.181 1.050
PART C. Calculation of Ultimate Losses & Reserve levels
(1) (2) (3) 4) (S)
Losses Ultimate
Incurred Completion Incurred Losses Paid Indicated
Year To Date Ratio losses To Date Reserve
1974 588,656 1.u00 588, h56 588,656 [¢]
1975 598,125 1.050 628,031 541,875 86,156
1976 567,328 1.181 670,014 450,328 219,686
1977 481,250 1.486 715,138 319,250 395,888
1978 400, 000 2.137 854,800 188,950 665,850
TOTAL 3,456,639 1,367,580

Exhibit I

Derivation of Reserves Using Historical
Incurred Losses
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Exhibit II

AUTOMOBILE LIABILITY INSURANCE
Private Passenger Cars

Average Paid Claim Cost Data

$10,000 Total Limits Total Limits

Year Ended Bodily Injury Property Damage Medical Pymts.
6/30/75 1,623 373 403
9/30/75 1,666 383 407
12/31/75 1,721 391 411
3/31/76 1,771 399 416
6/30/76 1,811 407 423
9/30/76 1,836 417 434
12/31/76 1,867 429 446
3/31/77 1,901 440 459
6/30/77 1,946 453 468
9/30/77 1,990 467 475
12/31/77 2,025 480 483
3/31/18 2,047 494 491
3/31/78 Claims 202,333 1,446,868 91,464
Avg. Annual Chg. +8.7% +10.7% +8.1%

Average Paid Claim Frequency Data

{Claim Frequency Per 100 Cars)

Year Ended Bodily Injury Property Damage
6/30/72 1.9487 7.2151
9/30/72 1.9103 7.2084
12/31/72 1.8622 7.2010
3/31/73 1.7924 7.0722
6/30/73 1.8091 7.3311
9/30/73 1.7845 7.3780
12/31/73 1.7018 7.1910
3/31/74 1.6591 7.0924
©/30/74 1.5682 6.9167
9/30/74 1.5408 6.8727
12/31/74 1.5824 7.0670
3/31/75 1.5831 7.0202
6/30/75 1.6222 7.1884
9/30/75 1.6269 7.2716
12/31/75 1.6018 7.2865
3/31/76 1.5720 7.2697
6/30/76 1.5608 7.1284
9/30/76 1.5569 6.9747
12/31/76 1.5729 6.7731
3/31/77 1.5765 6.7320
6/30/77 1.5397 6.5212
9/30/717 1.5019 6.3103
12731477 1.4598 6.1057
3/31/78 1.4330 5.9851

3/31/78 Claims 202,333 1,446,863

Avg. Annual Chy. -4.1% -2.3%
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Exhibit TI-A

Average Paid* Claim Cost For Claims Closed

Accident In Maturity
Year 1 2 3 4
1974 100 115 160 170
1975 110 135 210 290
1976 121 159 280
1977 133 188
1978 145

Avg. Annual Chg. 10% +20% +30% +60%

* or incurred

~ 564 -



Exhibit II-B

Insurance Company Government
Date 1 Claim Costs* Index **
Acc.Yr. Acc.Yr. Acc.Yr.
1977 1978 1979

3/77
6/177
9/717
12/77
3/78
6/78
y/178
12/78
3/79
6/79
9/79

12/7¢

* Adjusted for changes in the deductible mix.

** Such as Modified Consumecr Price Index, Construction
Cost Index, etc.
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Exhibit ITII

Historical Derivation of Expense Ratios angd
Reflection In The Traditional Loss Ratio
Method of Ratemaking

1977 1978 1979
Written Premium 1,000,000 1,200,000 1,500,000
Earned Premium 900,000 1,100,000 1,400,000
Total Production Costs 200,000 252,000 300,000
General Expense 100,000 110,000 130,000

Expense Ratio

Production Costs Mean
of Written Premium 20.0% 21.0% 20.0% 20. 3%+
**General Expense
of Earned Premium 11.1% 10.0% 9.3% 16.1% ¢
* Use 20%

** 3 Use 10%
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Exhibit III-A

Percentage of Premium

Variable Fixed
Data Data TOTAL
a) Commission & Brokerage 20% os 20%
b) Other Acquisition 1-1/2% 1-1/2% 3%
c) General Administration 5% 5% 10%
d) Taxes 2% 0% 2%
e) Profit 5% 0% S%
f) Total Expense Ratio 33-1/2% 6-1/2% 40%
g) Expected Loss Ratio 604

If the rate level loss ratio is 70%, the indicated
change under the old loss ratio methods is +16.7%, viaz:

Indicated Rate _ .700

Change T600 1.000 = .167

1f we split between fixed and variable expense, we
would obtain a +15.0% change, viz:

Indicated Rate .700 + .065
= — = -1.000 = .15
Change 1.000 -.335 L.0 o

If we accept the idea that producers should receive
at least a partially fixed commission for each policy
{say 10% fixed, 10% variable instead of 20% variable as
above), we obtain a +13.,1% change, viz:

Indicated Rate _ .700 + .065 + .100 _ 1.000 = .131
Change 1.000 - .235
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Exhibit IV

Derivation of Rate of Change of Outstanding Loss Cost

PART A. Losses Outstanding as of Maturity

Year 1 2 3 4 5
1974 75,000 80,000 75,000 45,000 0
1975 86,250 100,000 90,000 56,250
1976 125,050 120,000 117,000
'1977 156,350 162,000
1978 211,050

PART B. Number of Losses Outstanding as of Maturity
Year 1 2 3 4 5
1974 50 40 3¢ 15 0
1975 50 40 30 15
197% 50 40 30
1977 50 40
1978 50

PART (. Average Outstanding Loss Cost as of Maturity
Year 1 2 3 4
1974 1,500 2,000 2,500 3,000
1975 1,725 2,500 3,000 3,750
1976 2,501 3,000 3,900
1977 3,127 4,050
1978 4,221

PART D. Rate of Change of OQutstanding Loss Costs
Year 1 2 3 4
74-75 1.150 1.250 1.200 1.250
75-176 1.450 1.200 1.300
76-77 1.250 1.350
77-78 1.350

Average Change
L 2 3 4
1.300 1.267 1.250 1.250

- 568 -



Exhibit v-A
Sheet 1

Test For Change In Adequacy of Case Reserves

Incurred losses are composed of both paid and
outstanding losses. Hence, any change in the stremngth
of case reserves will affect incurred losses and, there-
fore, will distort any analysis performed on them. The
way to test for changes in the adeguacy of case reserves
is to examine trends in the size of average outstanding
loss costs over time. Such changes can occur in two ways.
First, there can bec a slow increase in the strength of
reserves over a number of years. If this is the case,
then average outstanding loss costs will be increasing
at a rate faster than total average loss cost. For in-
stance, the former may be increasing at 25% a year while
the latter increases at only 10% a year. In contrast to
this, the reserves strengthening may be a2 one time pheno-
menon. This would show up as a large increase in the
average outstanding loss costs for all accident years in
one particular calendar yvyear. The way to correct this
is to adjust all case reserves to the same adequacy level.
This is usually done by starting with the most recent
average outstanding loss cost for each maturity and then
trending back over time using an appropriate factor. When
dealing with workmen's compensation insurance, the same
procedure would be ut:ilized except that law amendment

benefit factors would be utilized in place of trend factors.
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Exhibit V-A
Sheet 2

Ar example will help clarify these concepts.

Exhibit I shows the derivation of loss reserves utilizing

actual incurred losses. In Exhibit IV, the rate of
change of average outstanding losses is determined. The
change is in the area of 254 to 30%. Let us assume that

external data show that costs are increasing only 10% a
vear. From this we can conclude that the company has
adopted a policy of gradually increasing its reserve ade-
quacy . In Sheet 3 of this exhibit a set of adjusted
average outstanding loss costs are derived. This was
done by trending the latest average outstanding loss
cost back in time at 10% a year. These adjusted out-
standing losses were then utilized to derive adjusted
incurred losses. The latter are shown in Exhibit V-B.
Application of the link ratio technique to the adjusted
losses yields a reserve 19% lower (or incurred losses
10% lower) than that obtained in Exhibit I wusing the

unadjusted losses.
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Exhibit V-A
Sheet 3

Derivation of Adjusted Average Outstanding Losses

Adjusted Qutstanding Loss Cost as of Maturity*

Year 1 2 2 4 5
1974 2,883 3,043 3,223 3,409 0
1975 3,171 3,347 3,545 3,750

1976 3,488 3,682 3,900

1977 3,837 4,050

1978 4,221

Adjusted Outstanding Losses as of Maturity**

Year 2 2 =N 4 S
1974 144,150 121,720 96,690 51,135 0
1975 158,550 133,880 106,350 56,250

1976 174,400 147,280 117,000

1977 191,850 162,000

1978 211,050

* Using the latest calendar year's (i.e., last diagonal)
average outstanding loss cost from Part C of
Exhibit IV trended back by l10% per year by maturity
within accident year. Thus, 4,221 = 1.10 = 3,837,
3,837 + 1.10 = 3,488, etc. for maturity 1. For
maturity 2, 4,050 # 1.10 = 3,682, etc.

** Adjusted average outstanding loss cost multiplied by
corresponding outstanding claim count from Part B
of Exhibit IV.
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Exhibit V-B

Derivation of Reserves Using Adjusted Incurred Losses

Year

1974
19175
1976
19177
1978

Year

1974
19735
1976
1977

Year

1974
1975
1976
1977
1978

Total

Adjusted Losses Incurred as of Maturity

1 2 3 4 5
319,150 416,720 509,190 566,760 588,656
372,300 468, 880 560,100 598,125
374, 350 490,405 567,328
385,500 481,250
400,000

Adjusted Link Ratios
1-2 2-3 3-4 4-5
1.306 1.222 1.113 1.039
1.259 1.195 1.068
1.310 1.157
1.248
Adjusted Average Link Ratios
1-2 2-3 3-4 4-5
1.281 1.191 1.091 1.039
Adjusted Completion Ratios
1-Ult. 2-Ult. 3-01t. 4-Ult.
1.729 1.350 1.134 1.039
Adjusted
Losses Adjusted Ultimate Adjusted
Incurread Completion Incurred Losses Paid Indicated
To Date Ratio Losses To Date Reserve
588,656 1.000 588,656 588,656 0
598,125 1.039 621,452 541,875 79,577
567,328 1.134 643,350 450, 328 193,022 -
481,250 1.350 649,688 319,250 330,438
400,000 1.729 691,600 188,950 502,650
3,194,746 1,105,687
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Exhibit VI

Derivation of Reserves Using
Historical Paid Losses

PART A. Losses Paid as of Maturity

Year 2 2 3 a 5
1974 100,000 250,000 350,000 420,000 462,000
1975 150,000 330,000 429,000 493,350

1976 175,000 350,000 437,500

1977 200,000 390,000

1978 250,000

Link Ratios

Year 1-2 2-3 3-4 4-5
1974 2.500 1.400 1.200 1.100
1975 2.200 1.300 1.150

1976 2.000 1.250

1977 1.950

PART B. Average Link Ratios

1-2 2-3 3-4 4-5
2.163 1.317 1.175 1.100

Completion Ratios

l1-ult. 2-Uit. 3-ule. 4-Ule.

3.682 1.702 1.293 1.100

PART C. Calculation of Ultimate Losses and Reserves

Losses Paid Completion Indicated Ultimate
Year To Date Ratio Reserve Losses
1974 462,000 1.000 [¢] 462,000
1975 493,350 1.100 49,335 542,685
1976 437,500 1.293 128,188 565,688
1977 390,000 1.702 273,780 663,780
1978 250,000 3.682 670,500 920,500
TOTAL 2,032,850 1,121,803 3,154,653
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Exhibit VII-A
Sheet 1

Test For Change In Rate of Payment

In this method, the ratio of the number of paid
claims to ultimate claims is measured by maturity within
accident year. An upward trend in the data indicates
that claims are being disposed of more rapidly and vice-
versa. The way to correct for this is to adjust the
paid loss data so that the same proportion of claims are
paid for all accident years at each maturity stage. The
procedure to be followed can be illustrated by a single
example using the hypothetical paid loss development data
set forth in Exhibit VI. These data were analyzed using
the normal paid link ratio pattern described earlier for
incurred losses. Use of the average growth factors
yielded a reserve level in Exhibit VI of $1,121,803 and
ultimate incurred losses of $3,154,653.

Sheet 4 of Exhibit VII-A displays the accident vear/
maturity fractions of paid to incurred number of claims
underlying the Exhibit VI data. Examination of this
table illustrates that the insurer whose data are used
is apparently paying claims at a more rapid rate than it
has in the past.

Using these results, we produce an adjusted set of

paid loss data in Exhibit VII-B by interpolation. For
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Exhibit VII-A
Sheet 2

example, the adjusted accident year 1974 paid losses as

of maturity 1 are calculated as follows:

.50 - .30
200,000 = 100,000 + ———— x {250,000 - 100,000)
.60 - .30

where

100,000 = losses paid for accident year 1974 as
of maturity 1

250,000 = losses paid for accident year 1974 as
of maturity 2

.50 = adjusted ratio of number of paid to
ultimate losses as of maturity 1

.30 = ratio of number of paid to ultimate
losses for accident year 1974 as of
maturity 1

.60 = ratio of number of paid to ultimate
losses for accident year 1974 as of
maturity 2

Similarly, the adjusted losses paid as of maturity

2 for accident year 1975 is calculated as follows:

.75 - .65
396,000 = 330,000 + ————— x (429,000 - 330,000)
.80 - .65

These adjusted losses are analyzed in Exhibit VII-B
in developing an alternative reserve level. It should
be noted that link ratios derived using the adjusted
losses are much more stable than those calculated using
historical losses. This is to be expected since the ad-
justed losses reflect the same rate of claim payment for

all accident years. The reserve derived utilizing the
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Exhibit VII-A
Sheet 3

adjusted data is only $521,559. This is a reduction of
54% below the figure obtained before in Exhibit VI.

It should not be construed from this example that
all changes 1in payment rate will produce such dramatic
reserve changes. However, it should be obvious that
significant distortions can arise when historical data
are employed without adjustment.

Hence, the general procedure that emerges when em-
ploying paid data is:

(1) Test to see if the rate of payment of claims
has changed. If so, then

(2) Derive an adjusted loss payment data set.

{3) Use the adjusted figures to determine the re-

serve requirements.

A more exact way to determine claim settlement rates
utilizes report year data. This technigque involves
measurement of the fraction of claims available for pay-
ment in a given time period that are actually paid. The
number of claims available for payment is usually taken
as the number of claims outstanding at the beginning of
the period plus the number of claims reported during the
period. Sheet 6 of Exhibit VII-A displays the calculation
of disposal rates for the hypothetical company already

used. As can be seen, this test confirms the fact that
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Sxhibit VII-A
Sheet 4

claims are currently being paid off faster than in the
past. Therefore, this technique also implies that the

historical paid losses should be adjusted.
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Exhibit VII-A
Sheet 5

Test For Changes In Rate of Claim Payment

Assumed Ratio of Number of Paid Toc Number of
Ultimate Total Losses As of Maturity

1974 .30 .60 .75 .90 1.00
1975 .35 .65 .80 .95

1976 -40 .70 .85

1977 .45 .75

1978 .50
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Exhibit VII-a
Sheet 6

Calculation of Disposal Rate

Number of Losses Paid as of Maturity

Year . 2 3 A4 S
1974 30 60 75 90 100
1975 35 65 80 95

1976 40 70 a5

1977 45 75

1978 50

Number of Claims Outstanding as of Maturity

Year i 2 3 4 s
1974 50 35 25 10 0
1875 45 30 20 5

1976 40 25 15

1977 35 20

1978 30

Number of Claims Reported During Maturity

Year 0-1 1-2 2-3 3-4 4-5
1974 80 15 5 0 o]
1975 80 15 5 0
1976 80 15 5
1977 80 15
1978 80

Disposal Rate During Maturity
Year 0-1 1-2 2-3 3-4 4-5
1974 0.375 0.462 0.375 0.600 1.000
1975 0.438 0.500 0.429 0.750
1976 0.500 0.545 0.500
1977 0.563 0.600
1978 0.625
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Derivation of Reserves

Exhibit VII-B

Using Adjustcd Paid Losses

Year

1974
1975
197¢
1977
1978

Year

1974
1975
1976
1977

Year

1974
1975
1976
1977
1978

TOTAL ,

Adjusted Losses

Paid as of Maturity

L2 3 8 5
200,000 350,000 396,667 441,000 462,000
240,000 3%6,000 450,450 493,350
232,333 379,167 437,500
221,667 390,000
259,000

Adjusted Link Ratios
1-2 2-3 2-13 4-5
1.750 1.133 1.112 1.048
1.650 1.138 1.09
1.€25 1.154
l.e83
hdjusted Average Link Ratios
1-2 2-3 3-4 4-5
l1.677 1.142 1.104 1.048
Adjusted Completion Ratios
L-ult. 2-Ult. 3-ult. 4-ulc.
2.218 1.321 1.157 1.048
Adjusted Adjusted
Paid Losses Completion Indicated Ultimate
To_ Date Ratio Reserve Losses
162,000 1.000 0 462,000
493,350 1.048 23,681 517,031
437,500 1.157 68,688 506,188
399,000 1.321 125,190 515,190
250,000 2.216 304,000 554,000
2,032,850 521,559 2,554,409

- 580



Exhibit VIII

1)

Policyholder
Territory or Premium
Groupings Concentration Changes In * Between Accident Years
1977 1978 1979 (a) (b)

(a) Rural
{b) Suburban

{c) Urban

Note: In this example, territories have been placed in one of
three broad groups: Rural, Suburban, and Urban.

* Can elther be average outstanding loss costs at comparable
maturities, average settlement rates or other measures
affecting loss growth patterns.
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Exhibit IX

Percentage of Ultimate Losses For Accident Year

Cause of Projected Selected Loss *
Loss 1976 1977 1978 1979 Dev. Factor

1. Liability 10 15 20 25 1.60

2. Theft 40 30 35 35 1.00

3. Fire 40 35 35 30 1.00

4. Other 10 20 10 10 1.00

Overall Development Factor:

25¢of 1.60 + 35% of 1.00 + 30% of 1.00 + 10% of 1.00 = 1.15

* After consideration of the variables discussed in Part 2
concerning claim settlement rates, reserving policy, policy-
holder mix, etc.
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Exhibit X
Sheet 1

The cash flow discount model shown for the exper-
lence of a company in Sheet 3 of Exhibit X produces an
investment income offset to the gross premium to reflect
reserves for losses and unearned premiums.

Column (b) of Sheet 3 sets forth expected percen-
tages of ultimate losses paié during cach of the calendar
year periods beginning with day 1 of the policy vear
studied. Thus, 3% of the ultimate losses are paid within
12 months after the start of the year, 7% from month 13-
24, etc.

Column (c) estimates the amount of time from the
start of the policy year the money was available for
investment. Columns (d) and {e) represent the discounted
payments at 9% and 10% rates of return, respectively.

Losses and loss expenses (Line (14)) comprise 86%
of the total premium dollar for the client and thus,
taxes and general expenses production and profit are
considered separately in Lines (16) and (17)

Premiums are normally received between 60 and 90 days
after inception of a policy. We have assumed 2/10ths
of a year as the average. Regular commissions (zero,
in our case) are deducted from premiums remitted by

agents. Hence, the insurer never holds this money.
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Exhibit X
Sheet 2

Taxes are paid following the end of the year and we
have assumed March lst of éhe foilowing year as the
date of payment.

In accordance with this schedule, all loss and
expense payments and underwriting profit are discounted
for interest back to the mid-point of the policy year
to give us the Present Value of Outgo. Subtracting this
from the correspondingly discounted value of premiums
less commissions gives the Present Value of Income Less

Present Value of Outgo.
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Exhibit X
Shect 3

Calculation of Potential Income Through Present
Values as of the Midpoint of a Policy Year
(July 1) of All Income and Outgo
€9% and 10% Interest

(a) (L) (c) (d) {=)]
Yecars From Yearly Years of
Start of Percent of Interest Discount Payments
Line Policy Year Losses Faid Discount @94 elos
(1) 1 3t .2 2.95 2.94
(2) 2 7 1.0 6.42 6.36
(3) 3 14 2.0 11.78 11.57
4} 4 2C 2.9 15.58 15.17
(3) 5 106 3.9 11.43 11.03
(%) G 11 4.9 7.21 6.30
(7) 7 8 5.9 5.81 4.56
(8; 8 7 6.9 3.86 3.63
(9) 9 5 7.9 2.53 2.35
(10) 10 3 5.9 1.39 1.28
(11) 11 3 9.9 1.28 1.17
(12) 12 3 10.9 1.17 1.06
(13} Total 70.41 68.02
(14) Expected loss and loss expense ratio - B6O .860
{15) Present value of payments (13) x (14) 60.55 58.50

(16) Taxes, as percent of Premium
2.0 667 1.89 1.88

{17) General expenses, other
production and profit

12.0 o 12.0 12.0

(1B) Total present value of outgo
(15) + (16) + (17) 74.44 72.38

{19) Premiums less commissions
100.0 .2 98.29 98.11

(20) Present value of income less present
value of outgo (19) - (18) 23.85 25.73

(21) Line 20 as a percentage of losses
(20) = (14) 27.7% 29.9%
1 (c) N (c)
// (e} = (b) x
1.09 _ 585 - 1.10

NOTE: (d) = (b) x




Part 4: Sample Explanation of Ratemaking Procedures

Insurance rates 1n general consist of two parts:
1) Expected Losses

2) Expenses

Unfortunately, although losses normally make up
approximately 70% of the total premium dollar, they are
not fully known by the time rates arc set.

Rather, actuaries have to go through a projection
process to estimate what the losses will be for a parti-
cular year of coverage. Such losses are an approxi-
mation of results from past years. Hence, actual losses
from these past years are adjusted for the following

items.

1) Development Factors

Th2se are historically~derived ratios which adjust
losses arising from claims reported to date to reflect
losses from c¢laims not yet reported and changes in the
valuation of known claims. Insurance company clains
personnel initially estimate the ultimate value of
claims based on data which are not yet complete. The
difference between these estimates and the first value
of claims is referred in the insurance industry as

“development on known claims".
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Thus, loss development factors adjust historical
losses for a particular year of coverage to reflect
losses not vet reported and changes in the valuation

of known claims.

2) Trend Factors

Trend factors are used to project ultimate losses
to claim severity and frequency levels expected to pre-
vail to the future. There are two types of insurance
inflation:

a) claim frequency = the probability of having a
claim

b) claim severity = the cost of the claim once it
occurs
Each component varies and is projected separately

to reflect these future conditions.

3) Expenses
After losses are adjusted using development and
trend factors, expenses of an insurer's operation are

added in to arrive at a gross premium value.
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ACCTUARIAL ISSUES TO BE ADDRESSED
IN PRICING INSURANCE COVERAGES
By E. James Stergiou
REVIEWED BY Sheldon Rosenberg and Aaron Halpert

As most actuaries that have had an opportunity to prepare a rate
filing will tell you, the ratemaker will generally have to convince
three principals that the rate he is generating is a reasonable one.
First, he must convince himself. This first step alone is, in many
cases, a difficult and laborious task due to the many technical
uncertainties with which an actuary must deal. However, only when

this task is accomplished can one proceed to the next level of

review.

Second, company management must be in agreemeat with the conclu-
sions offered by the actuary. The questions posed by management
will generally deal less with technical specifics of how the rate
indications were developed and more often with whether due consider-
ation has been given to past or proposed changes in all aspects of
company policy as it affects the claims department, marketing

department, underwriting department or others.

Finally, having gained the blessing of his management, the actuary
must also receive approval for the filing from the respective
regulatory agency. The regulator has the responsibility of seeing
that rates promulgated by him are adequate and neither excessive nor
unfairly discriminatory. At this point the actuary must be able to
defend any judgement made within the rate filing; be it expense

provisions, classification criteria, etc.
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It is in dealing with this third level of review, that Mr. Stergiou
provides us with much helpful advice in how to prepare a better rate

filing.

He discusses and provides several examples of variables that he
feels currently receive summary treatment at best and are more often
perhaps totally ignored in the preparation of a rate filing. Yer,
several of these factors may, in his opinion, have a direct and

significant impact on the bottom line results.

The thrust of the author's points are that consideration of these
variables will lead to better understanding on the part of regulators
and the insureds they represent, and thus facilitate receiving
approvals of needed rate revisions. One must wonder however to what
extént action taken by regulators .are based on considerations that

are well beyond the scope of the technical arguments being presented.

We feel that Stergiou's paper would have been more effectively
presented, had he keyed his remarks toward that important first
level of review. Certainly the elements of ratemaking referenced in
this paper relate to the technical soundness of a rate review;

they should therefore be geared toward the ratemaker, to be used as
a tool to convince himself that the answer he gets is a realistic

and non-biased one.

Another issue to be raised in light of the additional exhibits the
author wishes to see incorporated in rate reviews is that an

actuary may never have the time nor the need to look at all the
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pieces of information that may impact a given rate indication. The
key juncture therefore becomes the point at which the data base is
defined and report specifications are prepared. The actuary must
always leave himself the option of looking at data in a specific
format, but may actually exercise that option only if and when it
becomes necessary to do so. This issue will have particular meaning

in the area of loss development as will be discussed later.

Another comment pertaining to the entire paper, is that the author's
purpose would have been better served had he used examples incorpora-
ting actual data rather than hypothetical data. The latter, although
designed to mgke 2 point, may not be true representations of the
"real world." An example based on actual annual statement data

would have been particularly effective in illuatrating the authors
contention that applying the traditional loss development approach

to data in Part 2 of Schedule P of a company's statement will lead

to projections of ultimate losses that are "far different thanl those

predicted in the company's balance sheet."

Comments of a specific nature will now be addressed to several of

the issues mentioned in Mr. Stergiou's paper.
g pap

Loss Development Factors

The method of developing losses by analyzing historical age-to-age

valuat ions of incurred (or paid) losses is evaluated by Stergiou.

He points out several instances where this approach may lead to a
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biased forecast of ultimate losses. But does it? Let's examine two
of his examples carefully. His first example deals with the case

of a company that has changed its reserving adequacy gradually over
time. To show how a bias may result, he first employs the tradi-
tional loss development approach in Exhibit I to project the needed
reserves for the years listed. He then adjusts the outstanding
losses by assuming the latest diagonal to be indicative of the
company's present reserving practice. These most recent reserves
are '"detrended" at iOZ annually in order to estimate what loss
reserves in prior years would have been had the company used its
current reserve practices. After adjusting the outstanding losses
he adds back the paid losses and recalculates the needed reserves on
Exhibit V-B. These ultimate incurred losses based on the adjusted
ouﬁstanding logses are 82 lower than the ultimate incurred losses on

Exhibit I.

We do not agree though that this comparison between Exhibits I and
V-B is proper. If one examines the link ratios on Stergiou's
Exhibit I, it becomes evident that the chosen ratios should not be
the average of the link ratios in each column. One chooses the
average only when several elements are believed to be sample esti-
mates of the same underlying value. In this example, there is
clearly a downward trend in the link ratios over time. This by
itself is fairly conclusive evidence that the company is becoming
more accurate in setting its initial reserves. Thus rather than
using an average of historical age-to-age loss development factors
an actuary faced with the figures on Exhibit I might use the link
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ratios based on the latest available information (the last link
ratio in each column). Perhaps he would even project a trend in
these ratios and use a ratio lower than that of the latest years.
Had the last link ratio in each column of Exhibit I been used
instead to project ultimate losses, the projected losses would have
been 3,330,920. This number serves as a more reasonable compar ison

to Stergiou's result on Exhibit V-B.

The point is, a bias exists only if the traditional loss development
procedure is used blindly without examining the numbers for trends.

If a trend of the type in Exhibit I exists, then it can be incorpor-
ated into the procedure in conjunction with information derived from

the more detailed exhibits presented by Stergiou.

The same comment applies to the gecond example presented in Exhibit
VI of Mr., Stergiou's paper. In that exhibit, loss development
factors are based on historical movements in paid losses. After
analyzing disposal patterns on Exhibit VI-A, and realizing that the
company is currently closing claims at a faster rate than during the
earlier experience period, the author adjusts the historical paid
logses in Exhibit VII-B so that the underlying pay-out pattern for

all years is the same.

Once again, the downward trend in the link ratios on Exhibit VI
would have yielded similar information. The average should not (and
in most rate reviews would not) be chosen as the representative link
ratio. Again, the main point is that prominent changes in the

company’s handling of claims or reserves are usually evident from
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the traditional loss development diagonale themselves. In these
cases additional information may be required to aid in the selection
of representative link ratios. In the examples cited, an actuary
choosing the average link ratios would not just-risk losing credi-
bility with regulators but would more importantly derive a wrong

answer.

Regarding the examples themselves, we feel that the reader is left
somewhat confused in proceeding from the example based on incurred
losses (Exhibit I) to the example based on paid losses (Exhibit VI).
Unless told otherwise, one believes they are both based on the same
experience. The author would best serve the reader by stating

clearly that they are not.

It should be ment ioned that Stergiou's wethod for adjusting the
outstanding losses derives no information from reserves prior to the
latest diagonal. While the evidence of a 302 trend in average
cutstanding losses (when overall inflation is assumed to be 10%) may
signal a change in reserve adequacy, some information may still be
derived from prior diagonals. One way to do this would be to
muleiply each of the earlier average outstanding losses by (1.3/1.1)"
where n is the number of years between the evaluation of the reserve
and the latest evaluation date. In this way outstanding losses
would be on the same "adequacy level" and yet yield independent
pieces of information. The analogue of this is when one uses several
policy years of data in reviewing liability rates. Because each

year is at a different cost level, a trend factor is applied to each
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year's data. However, the earlier years are not set to be equal to
the latest year divided by the trend factor. Instead all the years
are used to derive a trend factor and after the trend is applied,

each year's information is used in setting the rates.

The adjustment wade on Exhibit VII~A to reflect the change in the
company's settlement rate raises an interesting question. The
author mentions that ''although use of report year data....is prefer—-
able, many insurers do not have such data readily available.
However, the Exhibit VII-A (Sheets 1-5) calculation is usually
available and can be used for our purpose."” The key question is,
without any information regarding reported claims, how can the
ratios on Exhibit VII-A, Sheet 5 be hypothesized. Specifically, how

does one assume that 502 of all claims to ultimately be reported for

Accident Year 1978 are paid as of the first maturity. It would seem
therefore that an adjustment based on disposal ratios (which are
perhaps difficult to retrieve within a company's data base, but are

actual numbers rather than assumed ratios) would be preferable.

One must also be careful in defining cases where it would be proper
to apply the author's adjustment to paid losses. For example had

the numbers in his Exhibit VII-A, Sheet 5 been changed only slightly,
the resulting adjustment would lead to questionable results. The
author claims that the adjustment leads to more stable link ratios.
If the numbers in column E of Exhibit VII-A, Sheet 5 were changed to

read as follows:
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Year 1 2 3 4 5
1974 .30 .40 .75 -90 1.00
1975 .35 .45 .80 .95

1976 .40 .50 .85

1977 45 .55

1978 .50

then the general arguments in favor of making the author's adjustment
would still hold (i.e. disposal ratios are still increasing over
time). However, the derived first to second link ratios after the

ad justment would be

RES
1974 .732
1975 .853
1976 1.036
1977 1.322

As can be seen, the author's adjustment does not lead to stable

results in this case.

Trend Factors

Stergiou provides an interesting example of how calendar year paid
claim cost trend factors may be distorted wht.an the average settlement
date is changing over time. While the assumption in his example

that average paid claim cost increases with each maturity level
within an accident year is certainly a familiar assumption, the idea
that significantly different trends exist at each maturity is some-~

what surprising. It is important to note though that the distortion
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trend can occur even when the underlying severity trend is the same
at each maturity level. This will happen when there is a sudden
increase in claim frequency. To see this, consider the simple case
where 50% of ultimate claims are closed in the year they are in-
curred, 501 in the following year. The underlying severity trend is
102 for both types of claims. Also assume that 100 claims are
incurred each year except the latest year when 200 claims are
incurred. The loss data may look as follows:

Average Claim Cost
For Claims Paid

Accident Number of Claims
Year Incurred During Year In Following Year
1970 100 1000 2000
1971 100 1100 2200
1972 100 1210 2420
1973 100 1331 2662
1974 100 1464 2928
1975 100 1611 3222
1976 100 1772 3544
1977 100 1949 3898
1978 200 2144 4288
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The corresponding calendar year paid claim cost data would then be

as follows:

Calendar Year Average Paid Claim Cost
1971 1550.00
1972 1705.00
1973 1875.50
1974 . 2063.00
1975 2269.50
1976 2497.00
1977 2746.50
1978 2728.67

Notice that the paid claim cost entry for the latest calendar year

is distorted due to the fact that it contains an artificially large
number of smaller claims (closed within the accident year). Thus, we
see there are other good and sufficient reasons to exercise care
when using paid claim cost data for trend, particularly in lines

with a long payout pattern.

Expenses

Tvo models for calculating rate changes are presented by the author
as alternatives to the loss ratio procedure currently used. The
current procedure is:

Indicated Rate Change = Rate Level (Indicated) Loss Ratio

Expected Loss Ratio -1
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The alternative models presented are:

a) Indicated Rate Change =

Rare level Loss Ratio + Fixed Expense Ratio
I - Variable Expense Ratio

b) Indicated Rate Change =

Rate Level Loss Ratio + Fixed Expense Ratio _

1 - variable Expense Ratio x Inflation Factor

It is difficult to interpret the inflation factor included in model
(b) above. Is this a relative trend factor to measure how fast
fixed expenses are growing relative to premium? Are variable

expenses loaded on this part of the premium?

Also, it should be noted that using model (a) above (as the author
does in Exhibit I1I1-A) implicitly makes the drastic assumption that
fixed expense dollars will remain the same as during the experience

period.

Perhaps a more appropriate model would be:
c¢) Indicated Rate Change =

Rate Level Loss Ratio + (Fixed Expense Ratio)t _
1 - variable Expense Ratio

Where t is the rate at which fixed expense dotlars will be increasing

for the period for which rates are being set.

This formula can be derived as follows. Suppose L' is the rate

level loss ratio (i.e. L' = 1'/P where 1' is the projected loss
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dollars, and P represents premium &t present rates). Furthermwore
suppose f is the fixed expense dollars needed during the experience
period, and f' is the fixed expense dollar that will be needed
during the upcoming period (i.e. f' = tf). Also define F' = f'/pP, F
= £/P, and let V be the variable expense ratio. If r = 1 is the

indicated rate level change, then:

(1-v)rp = PL' + PF’'
= PL' + PFt
r=1"+Ft
1-v
Again, model {a) above implicitly assumes t=l. The indicated rate
change derived by the author in Exhibit ITI-A using the simple loss
ratio method is +16.7%. This implicitly assumes that fixed expenses
will also increase at 16.7% annually. His second calculation based
on model (a) indicated a +15.0% change. Had he used model (¢) with
the assumption that fixed expense dollars are increasing at 102 a
year the result would have been:
.700 + .065 (1.10) -1 = .160
1 - .335
It is import;nt to note that fixed expenses will be decreasing as a
percentage of premium (i.e. after the rate change fixed expenses
will constitute .065(1.1)/1.16 = .062 of premium) but the loading in

the equation should be .065(1.1) rather than just .065.
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Investment Income

While the author explicitly mentions in the text of his paper that
he is not discussing the propriety of reflecting investment income
in the ratemaking process, the reader may be easily misled by the
words used in Exhibit X, Sheet 1. 1t states '"the cash flow discount
model.... produces an investment income offset to the gross premium
to reflect reserves for losses and unearned premium". The numbers
derived on line (20) of Exhibit X, Sheet 3, are only one source of
input into the general equation to calculate the company's total
return. The appropriateness of this return for the risk being
assumed by the insurer, must be weighed in choosing the correspond-

ing underwriting profit to be used in calculating rates.

The numbers calculated on line (20) of Exhibit X also seem unneces-
sarily high until various assumptions are recognized. An expected
loss ratio of .86 is used and no commissions are contemplated. The
results in line (20) are extremely sensitive to these assumptiona.
For example suppose commissions are 202 of premium and therefore the
expected loss ratio is .66. Lline {20) then becomes:

e 92 e 102

(20) Present value of income less 18.2712 19,722
present value of outgo
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FINAL COMMENTS

Mr. Stergiou's paper has made an important contribution in reinforc-
ing our need to always test the assumptions incorporated in a
filing. He has gone even further by sharing with us specific tests
he uses to verify the accuracy and reasonableness of loss develop-
ment factora. We do not believe his intent is to give us a method
to use, by rote, to replace the methods we currently use. Rather,
his goal is to get us to constantly reappraise our assumptions.

This goal is as important as any in the ratemaking process and is

well worth the author's efforts.
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To set the stage for the current interest by the requlatory
authorities in the pricing of and the benefit content of Medi Gap
policies same analysis of the advent of Medicare and its subsequent
inmpact on the econcmy might be helpful.

The seeds for providing health care to the aged were planted
in 1935 in same of the initial versions of the Social Security Act.
Under the stidy provisions of the Act, the Social Security Board
was empowered to cordhuct research and investigations relative to
national health insurance. During the intervening years, 1935 to
1965 (passage of Medicare), a series of hills dealing with national
health inswrance were presented to the Congress: 1939, the Wagner
Bill; 1943, the Wagner, Murray, Dingell Bill; 1946, the Taft Bill.
In the 1951 to 1964 era, most of the bills dealt with social insur-
ance proposals for persons aged 65 and over. In 1960 the Kerr-Mills
Act was passed establishing a program of medical assistance for the
aged. Beginning in 1960 efforts to enact a social insurance program
of hospital benefits were stepped up with a series of attempts to
enact a sound insurance program of hospital benefits known as the
King-Anderson Bills., Sufficient momentim was gained so that in 1964
the Senate passed an admendment providing hospital insurance benefits
for the aged 65 and over. The Bouse, however, would noct agree an a
carpromise position and the legislation died in conference. In 1965,
in additicn to a King-Andersan Bill, other proposals were presented
such as the Byrnes Bill (named after its author Representative
Byrnes), the Eldicare Bill (sponsared by the American Medical Associa~
tion and introduced by Representative Herlong and Curtis). Early in
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1965, under the leadership of Chairman Mills of the Bouse Ways &
Means Conmittee, the Ways & Means Cammittee put together the Medi-
care program which was to became effective on July 1, 1967.

The social pressures hrought about by the cost to the aged to
rrovide for medical care was a major factor influencing the passage
of Medicare. The aged were caught in the hind of fixed incomes and
rising cost with medical care costs constantly consuming more of
their available incame. An examination of the Medicare benefits is
in order to assess its impact an the covered individual as well as
its impact upon the health.care system and the group benefit package
for the under 65.

The Medicare program for the 65 and over provides a most campre—
bensive packaga of benefits. On the hospital side inpatient room and
board for a samiprivate acocammodation (and where medically necessary
private roam) and all special services (general muxsimg, drugs, oper—
ating roam, diagnostic services etc) were paid in full for the first
60 days after payment of a deductible. Frum the 6lst to the 90th day
the sare benefit provisicns prevailed but with a daily copayment equal
to 25% of the initial deductible. In additian, there was coverage for
care provided in a skilled nursing facility (SNF) plus home health
services. Full outpatient diagnostic berefits were also provided to
minimize use of inpatient usage for such services. Skilled nursing
facility benefits were covered in full for the first 20 days, the
next 80 days of benefits had a daily copayment equal to 1/8th of the
initial inpatient deductible. All of these benefits were provided

under the hospital insurance portion of Medicare and commonly referred
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to as Part A.

Physicians benefits, in addition to home health services, were
provided under the Supplementary Medical Inswance (SMI) portion of
Medicare gemerally referred to as Part B. The SMI portion had an
anmual deductible (as contrasted to a spell of illness deductible
under Part A) with the patient and SMI sharing an a 20%-80% (20%
patient payment - 80% SMI) baais. Physicians were to be reimbursed
an a reasaneble charge basis.

wWith the passage of Medicare the people 65 and over had avail-
able to them camprehensive benefits which equalied to and in mamy
cases was greater than that held by the under 65 population. By
removal of the financial constraints dve to inedequate or no insur-
ance and a backlog of medical need, the medicare population mede
full use of the program. Its impact upon the medical care system
far the entire population has been well docurented by health econo-
mist and is reflected in:

Table 1. Portion of Health Care Costs Paid By Individuals

versus Third Party Payors
Table 2. Health Care Expenditures As % Of Gross Naticnal
Product.

Table 3. Ratio of Personal Expenditures For Medical Care To
Persanal Income

Table 4. Armual Changes In Consumer Price Index and In

Medical Companents of the Index
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The following tables present those variables from 1966 to 1977:

Table l.—Portion of Health Care Costs Paid By
Individuals versus Third Party Payors

NDER 65 65 AND OVER

Fiscal Years Out of Third Out of Third

Exding June 30 Total Pocket Party Total DPocket Party
1966 100% 51% 49% 100% 53% 47%
1967 100% 48% 52% 100% 378 638
1970 100% 43% 57% 100% 3% 67%
1973 1008 38% 62% 100% 33% 67%
1976 1008 358% 65% 100% 27% 73t
1977 (Sept) 100% 32% 68% 100% 27% 738

Table 3.—Ratic of Persanal Expen-—

Table 2.—Health Care Experditures As ditures For Medical Care To
% of Gross Naticnal Product Disposable Personal Income
Fiscal Years Calendar
gggggg Year

1966 5.8% 1966 6.2%

1967 6.2% 1967 6.3%

1978 7.2% 1970 7.1%

1973 7.7% 1973 7.4%

1976 8.7% 1976 8.6%

1977 (Sept) 8.8% 1977 9.1%

Table 4.—Anmual Changes In Comsumer Price Index
and In Medical Camponents of the Index

Calendar All All Medical Physician Bospital Prescriptiong

Year Items Care Items Fees Foam & Drugs
1966 2.9% 4.4% 5.8% 100% 1.3%
1967 2.9% 7.1% 7.1% 19.8% - 0.5%
1970 5.9% 6.3% 7.5% 12.9% 2.3%
1973 6.2% 3.9% 3.3% 4.7% 0.3%
1976 5.8% 9.5% 11.3% 13.8% 6.1%
1977 6.5% 9.6% 9.3% 11.5% 6.4%
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The results speak for themselves as to the rapid rise in medical
care costs. Considering the limited and relatively fixed income for
the 65 and over population one can see how the social pressures to
provide relief in the form of medical care arcse in the early 60's
and have been aggravated in the latter half of the 70's.

A history of the movement of the medicare deductibles and the
cost to purchase Part B (medical) benefits will also show how the
increase in these elements have further impacted the standard of
living of the aged.

MEDICARE DEDUCTTELES, COPAYS & COINSURANCE AND PREMIUM

PART A PART B

Benefit Daily
Period 6lst to 90th 21st to 100th Armuaal Qoin=-
Deductible Hospital Days SNF Days Premium Deductible surance

$40 §10 $5.00 7/66 $3.00 $50 20%
$44 s11 $5.50 4/68 $4.00
$52 $13 $6.50 7/70 $5.30
360 $15 $7.50 /71 $5.60
$68 $17 $8.50 7/73 $5.80 $60 20%
$72 518 $9.00 /74 $6.30
$84 521 $10.50
$92 $23 $11.00
$104 $26 $13.00 1/76 $7.20
$124 $31 $15.50 /77 §7.70
$144 $36 $18.00 7/78 $8.20
$160 $40 $20.00 T/79 $8.70

It should be noted that in 1972 the Medicare benefits were

extended to the disabled under social security and those receiving

treatment for chronic kidney disease. As was mentioned earlier in

this treatise, deductibles were introduced to keep down the cost of

the program to the goverrment.
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set equal to the daily cost of care in a semiprivate roan. The Part
B deductible was set at $50 per calendar year with 20% paid by the
recipient for the remaining balance with the first period being only
6 months to minimize the cost of the program to the govermment.

To meet the needs of the 65 and over population as to insuring
the uncovered portions of the Medicare program, policies were de-
signed which tended to duplicate in conjunction with Medicare campre-
henaive programs offered by the industry.

The major elements of cost to be met were:

1. The initial inpatient deductible for each spell of illness.

2. The copay days fram the 61st to the 9Gth day.

3. Full coverage frum the 91st day om.

4. The copay days in a skilled mwsing facility fram the 2lst
to the 100th day.

5. The deductible (currently $60) and coinsurance (20%) for
services provided by physicians and surgeons which were
routinely provided under a typical health insurance policy.

6. Prescription drugs not provided by the hospital.

More than a decade has past since the program began and along
with it the availability of data particular to the insured medicare
population, Data pertaining to the camplimentary Part A deductible
and copays is relatively clean as the benefits are for a spell of
iliness ar benefit pericd. On the other hand the Part B presents
by Social Security and the difficulty if not the inability to main-
tain appropriate service cownts and distribution of losses by size
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that limits the ability to measure the impact of inflation upon the
deductible and the truncation of service counts under the deductible.
An additicnal ramification relative to inflation is the coverage

provided under Part B far certain services provided in the cutpatient
area of a hospital similar to those provided an an inpatient basis.

For apalytical purposes I've taken the pure premium calculation
underlying the rate calculation for policies issued April 1 thru
June 30, 1979, for a duration of 12 months.

The largest element, in terms of cost, is the inpatient hospital
deductible. The estimation of the utilization for this benefit is
relatively simple. A regressicn analysis is perfarmed using 13 data
points. These points represent 12 months of incurred ar accident
year data for successive quarters. The actual results and extrapo—
laticons considered and used are cantained in Exhibit 1.

The estimaticn of the deductible amount, unfortunately, is not
quite as simple since it is based upon natiorwide data for a period
of time which is incomplete as far as development. In the case of
this example the 1980 deductible will be develcped fram 1978 data
and as shown in Exhibit 2 (the rates were calculated during the last
quarter of 1979).

Tha method employed to estimate the deductible is dependent
upon two sources of data. The first is the calculation of the hospital
deductible for the period prior to the year to be estimated (in this
case 1979) as published in the Federal Register (see Appendix A) and
the reparts issued by QRASDI displaying the experience far hospital
insurance for varicus time periods which correspond to those used to
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calculate the hospital deductible (Appendix B). It should be noted
that the deductible value serves as a basis to establish the daily
copay payments (by the insured or inswrer) for the 6lst to the 90th
day and in a skilled mursing facility fram the 21st to the 100th day.

The use of such external indices as the hospital services oan-
ponent of the Consumer Price Index are not reliable as it does not
reflect the mix of services used by the 65 and over population.

If one campared the change in the inpatient hospital deductible
with the change in the hospital charge indices contained in the CPI,
they would find no consistency even when the CPI change is adjusted
to reflect its impact one year hence on the Part A deductible.

The pure premium calculation for the in hospital copay for the
6lst to the 90th day and skilled mursing copay for the 2lst to the
100th day present no unusual cansideration except for the calculation
of the copay value. The method of determining the liability, as
previcusly mentioned, follows that of the inpatient deductible. Con-
sideration mist be given to any variance between results of insured
programs and those of the total medicare population and the avail-
ahility of institutions which provide certain levels of care. Medi-
care studies (Appendix C) indicate days of care in a short hospital
stay decreasing as well as a decrease in the muber of skilled nurs—
ing facilities. These factors were considered in the choice of antici-
pated utilization levels for in hospital copay days from the 6lst to
the 90th day and skilled nursing copay days fram the 21st to the 100th
(Exhibits 3 & 4 respectively).
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Exhibit 3 shows the day utilization for cases with length of
stays from the 6lst to the 90th day increasing. Without a distribu-
tion of cases by length of stay from 1 to 90 or more days, it is
difficult to compare the total day utilization (L to 90 days) of
the insured population to that of the medicare population. One can
raticnalize as being reasonable that the maber of claims with length
of stays of less than 61 days could be decreasing while cases with
length of stays beyond 60 days could have either had an increase in
volune or length of stay. In addition, an insured program might be
mre attractive to those who need or anticipate the need of medical
care, thereby inducing higher utilization.

Bxhibit 5 presents the developrent of pure premiums for in hos—
pital benefits beyond the 90th day. Bemefits for days beyand 90 are
paid far in full by the insured carrier. Normally cne would expect
that this value would be determined by estimating the day utilization
and the average daily costs. An analysis of these elements indicated
erratic behavicr in terms of utilization, length of stay and costs
whereas the camposite (i.e., pure premiums) produce stable as well as
reascnable results.

The most difficult element of pure premium to calculate is that
to cover the Part B anmual deductible in whole or in part for physician
ard outpatient hospital services. As was previously mentioned, there
are no available statistics by size of losses to determine the impact
of inflation and utilization upon the deductible value as the status
of the Part B deductible and the benefits applicable to satisfy the
deductible are maintained by Medicare.
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To cbviate the problem, the choice of the regression cwrve was
paramount. It had to not anly show a high degree of carrelation to
historical data but also demnstrate a pattemn of future development
that was logical. With increasing unit cost one would expect that in
successive years the average deductible would increase at a decreasing
rate and becore asymptotic as it approached the deductible limit.

The most recent observation would indicate that the values have
 become asymptotic, therefore, the last observed value was chosen as
the expected pure premium for the rating period. The historic values
and the projected pure premiums are shown in Exhibit 6.

For the coinsurance benefits which compliment the Part B 808 co-
insurance payments, a retirn to the more traditional technique of using
utilization (frequency) and average cost per service for calculating
pure premiums was adopted. The physicians and hospital elements are
separated as each is influenced differently by the inflation factors
particular to each of the segments. The increase in physicians pre—
vailing fees is comtrolled by the Department of Health, Bducation &
Welfare. For 1979 this value was calculated to be 5.08% over 1978
values and this same value was assumed to contime in 1980. The
increase in hospital charges would reflect the inflationary pressures
of the local hospital area and are currently being controlled by com-
petition amongst hospitals and the American Hospital Association
voluntary effort. Appendices D1, D2, and D3 detail the allowable
increases in ghysicians prevailing charges carried into the pure
premium calculations.

Exhibit 7 develops the expected service utilization for physicians
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cojnsurance benpefits. The most recent cbservaticns indicate a level-
ing if not a moderation of usage. For projection purroses the last
observed value was used. The average service cost is developed in
Exhibit 8 and used the previously menticned 5.08% and pricr values
as taken fram the letters issued by Health, Bducation and Welfare to
Part B intermediaries. The companion piece to the physicians' coin-
surance is the cutpatient hospital coinsurance benefit. The utiliza-
ticn and cost considerations are displayed in Exhibits 9 and 10.

To corroborate these trends and values (Physicians & Hospital) a
review is made of the assumptions used by Bealth, Educaticn and Welfare
in developing Part B monthly actuarial and monthly premium rates. These
calculaticns are contained in the Federal Register and are noxmally
published each December.

Apperdix El presents the various SSA assumptions underlying various
SSA pricing and funding calculations. Table 5 presents a range of
values for the projecticn factors for physicians! fees, utilization of
physicians' services and cutpatient hospital services. The projection
factor used in the pure premium calculation to cover the wninsured coin-
surance portion for these benefits are below those indicated by SSA for
physicians' fees and utilization and within the high and low assump—

The next and last benefit to be analyzed is prescription drugs.
Prescription drugs, outside of those provided in a hospital setting,
are not covered by Medicare, The benefit to be priced provides pre-
scription drugs subject to a $25 quarterly deductible and 25% coin-
surance. Pure premiums are developed by estimating the mumber of
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claims and the average mmber of prescriptions per claim and the
average cost per prescription. The estimation of the mumber of claims
and the average mmber of prescriptions present no umsual or wnigue
oconsiderations. Generally the mmber of claimants have increased
over time with the mmber of prescriptions showing a continuing de—
cline. The underlying data and projections for these two elements
are shown in Exhibits 11 & 12. In arder to develop the full prescrip-
tion charge, the average prescription claim payment has to be adjusted
to reflect the rempval of the 25% coinsurance and the $25 deductible.
Projecting the average prescription charge without modification would
abvicusly produce erronecus ard undefensible results. The conversion
of the average prescripticn cost from a partial to a full basis is
developed in Exhibit 13. The resultant values are then transferred to
Exhibit 14 where the projected value is developed. 1Tb evaluate the
reasonableness of this valus the inherent anmual trend fram the last
abserved value to the projected value is compared to the trends cb~
served fur the post recent anmmual values in the Comsumer Price Index
and for those shown in the Lilly Digest. At the time of preparation
of the filing, the Consuner Price Index trend, as of October 1978, was
7.5%, while the Lilly Digest (1977) showed 9.4%. The 5.5% trend in the
pure premium projections used was therefore congidered to be reasonable.
The estimated pure premiums for the benefit was calculated by develop-
ing the estimated full charge per claim and then reducing this value
by the deductible amount and 20% coinsurance. Exhibit 15, Item H,
The pure premium for each of the benefit categories previcusly
described and their detailed calculations are cmtained in Exhibit 15.
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ANNUAL CLATMS INCIDENCE
PER 100 CONTRACTS FOR FISCAL YEARS ENDING

- ACTUAL ~PROJECTED-
Benefft Category 33VT6 8/30/75 9/30/75 12/3/76 YIS §/30/76 93026 12/31/16 AL 6/3YN YT N2 5714780
Inpatient Hospital 24.932  24.966 25.000 25.0256  25.346 25.613 26.750 26.9%0 26.77) 25.917 25.889  26.215  26.966%

eductible

* The projected values resulting from tha three projection mathods indicated below were nitially considered. Despite the significantly
high indexes of determination and the reasonability of the values, It was determined to he appropriate to calculats the projected claim
incidence value using the most recently observed lmuu E’H of increase (1.2%) which 1s scomewhat lower than the annual trends underlying
the aforementioned projected values. [{26.215)(1.0]2) . = 26.968).

- ST9 -

Projectton Method Form of Fouation dex o rmina Projected Value
Linear Y=A+BL .928 27.329
Hyperbolic Y= 1/(A + Bx .927 27.462
Exponential Y = A(EXP(BX) .926 7.392

The remaining projection methiods employed produce values and/or indexas of determimation that were Jjudged to be tnappropriate for

consideration,

FORH OF
EQUATION

ALGIRY & 234
Ya1/¢AtbrX)
Y=ASEXF (BAX)
Y=AR{X"B)
YuniRel.OG(X)
Yax/(AtBRX)
Y=ASEXP(B/X)
YeAk(B/X)

1YPE OF
FUHCTION

LINENR
HYFPERBOL IC
EXFONENTIAL
POWER
LOGARITHMIC
HYPERBOLIC
EXPONENT 1AL
HYPERBOLIC

EQUATION
HUHBER

BB NN

INDEX OF
DETERMINATION

720
927
926

A

24,735696

.040403
24,743391
24.625812
24.4154118

001940
25,943334
23.8437346

1203598
~.000186
+004730
021323
+542a850
030493
-+.049305
-1.233488

PROJ.
VALUE

27.329
27,462
27.392
26,290
26,201
25,703
23,784
25.783

ANN,
TREND

1.82
2,0x
1.92
T1x
oix
~ 7%
~.7X
~ 7%
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EXHIBIT 2

Estimate of 1980 Medicare Inpatient Hospital Deductible*

IIEM AMOINT  SOURCE

A. Average hospital charge per day for $197.07 Appendix B
the period January 1, 1977 to
Decamber 31, 1977

B. Average per diem rate for the $160.69 Page 4489), Federal Register, Vol. 43
period Jamary 1, 1977 to No. 190, dated 9/29/78. Appendix A
December 31, 1977

C. mu‘.gofperdianmbetoavemge .815 Item B + Item A
hospital charge per day for the
pericd January 1, 1977 to
December 31, 1977

D. Average hospital charge per day $190.77 Appendix B
for the period Jamuary 1, 1977
to June 30, 1977

E. Average hospital charges per day §217.21 Appendix B
for the pericd Jamuary 1, 1978
to June 30, 1978

F. Estimated average hospital charge $224.38 (Item E + Item D) (Item A)

per day for the period Jamary 1,
1978 to December 31, 1978

G. Estimated ratio of per diem rate .815 Based on 1977 experience. Item C.
to average hospital charge per
day for the period Jamuary 1, 1978
to December 31, 1978

H. Estimated average per diem rate $183.68 (Item F) (Item G)
for the period January 1, 1978
to Deceamber 31, 1978

I. Average per diem rate for the $ 40.01 Page 44891, Federal Register, Vol. 43
period January 1, 1966 to No, 190, dated 9/29/78. Attachment I
Decanber 31, 1966

J. Estimated 1980 inpatient hospital $184.00 {Item H - Item I)($40) rounded to the
deductible nearest multiple of $4.00

*The law provides that for spells of illness beginning in calendar years after 1968 the in-
patient hospital deductible shall be equal to $40 multiplied by the ratio of (1) the camrent
average per diem rate for inpatient hospital services for the calendar year preceding the
year in which the promilgation is made to (2) the current average per diem rate for such
services for 1966. Changes in the amount of the inpatient hospital deductible also affect
certain other cost-sharing provisions under the Medicare hospital insurance program, the
patient co-payment for the 6lst to 90th inpatient day which equals 25 percent of the in-
patient hospital deductible, and the gkilled nursing hame daily co-payment which is equal
musPerce:\toftheuxpatientlnspxulgl%hx:tible



Actual and Estimated Deductible and

Coinsurance Amounts for Medicare Beneficiaries

Item

A. Hospital Inpatient
Deductible Per Admission

B. Patient Co-Payment from
the 6lst to the 30th
Inpatient Day (25% of
Item (A) values)

C. Skilled Nursing Facility
Daily Co~Payment (12.5%
of Item (A) values)

D. ici ' Services and
Outpatient Services
Armual Deductible

E. Patient czﬁ:unnzuy:e for

EXHTRIT 2A

-ACTUAL
1974 1975 197 1977 1978 1979 1980
$84.00 $92.00 $104.00 $124.00 $144.00 $160.00 $184.00
$21.00 $23.00 $ 26.00 $ 31.00 § 36.00 $ 40.00 § 46.00
$10.50 $11.50 $ 13.00 § 15.50 $ 18.00 $ 20.00 $ 23.00
$60.00 $60.00 $ 60.00 $ 60.00 $ 60.00 $ 60.00 $ 60.00
20% 20% 20% 20% 20% 20% 20%
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EXHIBIT 2B

Calculation of the Liability for the
Period of these Rates for the Benefit Categaries
Impacted by the Expected Increase in the
1980 Medicare Inpatient Hospital Deductible

TTEM AMOUNT SOURCE
A. 1979 Medicare inpatient hospital $160.00 Page 44891, Federal Register, Vol. 43
deductible No. 190, dated 9/29/78. Attachment I
B. Estimated 1980 Medicare inpatient $184.00 BExhibit 27, Item K
hospital deductible
C. Medicare inpatient tal $169.00 [(7.5/12) (Ttem A) + (4.5/12) (Item B) )
deductible for the pericd 5/15/79
to 5/14/80
D. Co-payment for the 6lst to the $ 42.25 (Item C)(.250)
90th inpatient hospital day for
the period 5/15/79 to 5/14/80
E. Skilled mursing facility daily $21.13 (Item C)(.125)

co-payment for the pericd 5/15/79
to 5/14/80
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ANNUAL DAY INCIDENCE
PER 100 CONTRACTS FOR FISCAL YEARS ENDING

ACTUAL -PROJECTED-
Benefit Category 3/31/75 6/P/15 9/30/76 12/3V/I5 3/31/76 6/30/76 9/30/76 12/3V/26 3/3V/77 6/30/1] 9/30/11 124377 §/14/80
Co-payment for the 15,732 16.504 16.633 17.384 17.995 18.137 18.420 18.407 18.453 18.484 18.443 18.644 19.225%

61st to the 90th
Inpatient Hospital Day

* The projected values resulting from the two projection methods indicated below were initially considered. Despite the significantly high

indaxes of determination and the reasonability of the values, It was detarmined to be af

valug using the most recentl of increase (1.33) which is somewhat

mantioned projected values [{IB.GM)(I.OIJ = 19.226].

Projection Method Form of Equation Index of Peteymipation Projected Valug
Logarithaic Y= A+B(InX) .951 19.529
Powsr Y = AxB .951 19.648

The remaining projection mathods employed produce values and/or indexes of determination that were judged to be {nappropriate for consideration.

observed anni

) pois

"

ropriate to calculate the projected day incidenca
ower than the annual trends underlying the afore-

FORR  OF TYPE UF EQUATION INDEX OF FROJ. ANN.
EQUATION FUNCT 10N NUHBER DETERMINATION A B VALUE TREND

Y=AtBSLOG(X) LOGART THHIC 7 1951 135.679929 1.2544644 19, .
. YuAR(XTB) POMWER 3 951 15.721701 1072661 l9lgf; g-g:
Y=X/CAE3X) HYPERBOLIC 3 867 +011565 +053449 18.523 -, 3%
SASEXP(B/X) EXPONENTIAL B »853 18.475771 =. 197837 18,505 -.32
=At{B/X) HYPERHOLIC 4 043 18.646558 ~3.39090% 18,489 -1 4%
Y=A+ (B¥X) LINEAR 1 .807 14.194574 242322 21.404 6.0
Y=ABEXF(B$X)> EXPONENTIAL 2 797 16.206697 3945 21.873 7.0%
Y=1/(A+E%X) HYPERBOLIC 3 786 1061665 =+000604 22,532 8.3%
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ACTUAL =PROJECTED-
Benefit Category 3/31/15 6/30/15 9/30/75 12/31/75 3/31/76 6/30/76 9/30/76 12/3V/I6 3/3Y/1} ©/30/77 9/30/77 12/31/17 5/14/80

$l0ed Nursing Facility  38.222 37.110  36.874  36.101  34.642 34.094 32.028 29.946 27.113 23.493 20.663 18.11 1).257«
&paynmt'?rcm .

21st to 100th day

* The projected value ts the result of an axponential prajection g' = A{EXP(BX))) which has an index of deterniration of .879. This value
is considered to be appropriate for inclusion fin the rate calculation in view of the ble {ndax of d ination as well as the
fact that the annual trend undarlying the projected value is consistent with the expectation that day {ncidence for Skilled umirx
Facilities wi)) continus to dscrease, but at a somewhat lasser rate than has been historically observed. A )imsar projection [Y = A + BY)
has a higher indax of determination (i.a.. -926), however the resulting projected value of 3.161 was considered to be clearly fnadequate
and therefore rejected. Tho remaining projection methods eaployed produce values and/or indexes of determination that were Judged to be
inappropriate for consideration,

FORM OF TYFE OF EQUATION INDEX OF PRDJ. IN.

EQUAT IUN FUNCIION NUHBER DETERHINATION L] B VALUE TREND
1. Y=At(B$X) LINEAR 1 1926 42,621040 -1.035343 3.181 -52.02
2, Y=AREXP(B&X) EXPONENT IAL 2 879 45.623749 ~.045091 11.257 ~18.1%
3, Y=1/{ALEEX) HYPERBUL I1C 5 +821 . 018932 1002392 14.207 -9.7%
4, Y=A+DALDO(X) LOBARITHMIC 7 897 43,3444607 ~7.594821 20,037 4,32
S, YwA(X"H) FOMER 3 v634 46,31350% ~.243028 20,643 9,72
4. YmAH{BR/X) HYPERBOLIC 4 +3973 26,444535 16,42220% 27.208 . 18,7%
7. YeAREXF(H/X) EXPUNENT 1AL 8 » 340 25.892833 1554400 26,549 17,5%
8. Y=X/(ADEX) HYFERBULIC & <288 ~.019405 039521 23,894 16,2
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MONTHLY PURE PREMIUM
PER CONTRACT FOR FISCAL YEARS ENDING

_____________ AI'TUAL -
Benefit Category 33175 6/30/75 9/30/15 12/31/]8  3/3V/I6 §/30/76 930776 N2/3V/16 3/ 6/30/11 9/30/11 V2/3V/7]
Payment from the $1.210 $1.324  $1.433  §1.525  $1.606 $1.601 $1.63)  $1.643  $).653 $1.643  $1.66)  $1.650
91gt Inmpatient

Hospital Day On.

* The projected value is the result of a hyperbolic projegtion [Y = X/(A + BX)] which has an index of datermination of .944, the
highest index of datermination of the projection eethads employad. A logarithaic projection [Y = A + B{In X}] has virtually the
same Index of determination (i.e.. .943), howsver tho resulting projected value of $1.816 was considered to be excessive 1n view
of the relative stability of the recent actual experience. The remaining projection methods employed produce values and/or Indexes
of determination that ware judged to be inappropriate for consideration,

PROJECTED-
5/14/80
$1.678*

raks 0F rerls FanaLinN INGEX PRUJ. AN,
Fauaiton Ptz FoN HIAMER DETERNINATION " g vALIE TREND

1o YaX/ZOATLINX) WYL ERILIE b 744 . 503515 1:674

oL YsALIRLOGCX) LAOGAK LIHHTE ? 743 1,229947 1.016

3. T=ARCxXTl) Fowrcie 3 234 1,237339 1.454

A, YaRkUXiTON/X) EXPUNHLUT iaL & 92U 1,690744 1,669

U YeRT (LX) HYPERWOLTU 4 2510 1,807 781 1.643

fe POman LINCAL [} <754 1,511 42 2.079

7. YHARFXECHEX) EXCUNEM ) Ll n 1713 1.3174U6 2,213

My Yole (Rt REXDY HYPERRO_LC 4 609 759790 2,474
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MONTHLY PURE PREMIUM
PER CONTRACT FOR FISCAL YEARS ENDING

--ACTUAL ~PROJECTED-
Banef{t Catego 3/31/75 6/30/15 9/30/%% 12/31715 /3V/I6_ 6/30/76 9730716 12/31/76 /1T 6138411 930471 12731/71  5/14/80
Physicians® Services $1.822  $1.851 $1.852  $1.837  $1.975 $2.065 $2.109  $2.134 32,238 $2.235 $2.242  %2.234 $2.234°

and Qutpatient Services
Annual Deductible

* The most recent cbservation (1.s., the year ending 12/31/77) has been carried forward to the period of the rates. The three projection
methods indicated below have significantly high iadexes of determination; howaver dus to the relative stability of the four most recent
observations,the projected values were judged to be excessive and tharefore rejected.

Projection Mathod form of Equation Index of Determination Projected Yalua
Linear Y=AtBL 923 2.745
Exponential ¥ = A{EXP(BX) .919 2.876
Hyparbolic Y= H/(A+BL .94 3.102

The remaining projection methods employad produce values and/or indexes of determination that were judged to be inappropriate for consideration.

FORM OF TYFE UF EQUATION INLEX OF PRDJ. ANN.

EQUATION FUNCTION NUHBER VETERNINATION A B vaLUE TREND
1, Y=A+(B3X) LINEAR 1 923 1.748182 1046357 2.745 FelX
2. Y"ASEXP(PRX) EXPONENTTAL 2 219 1.761175% 1022010 2.876 11.22
3, Ymi/(AtHSX) HYFERBOLEC 5 P14 1564407 -+011259 3.102 14,.8%
4, Y=AR(X"H) FOWER 3 828 1.719763 +103302 2.361 2.4%
5. Y=A{BILOG(X) LOGART THNIC 7 822 1.701871 +208711 2,342 2.0%
6. YuX/(A+BIX) HYPEKRBOLIC [ 350 119819 + 460290 2.147 -1.7%
7. Y=ASEXF(B/X) EXPONEMS LAL a 340 2,173125 ~,237444 2,149 -1.62
8. YmA+(B/X) HYPERBOLIC L] + 530 2.173832 -.480788 2,151 -1.62

9 LIGTHXI
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ANNUAL SERVICE INCIDENCE
PER 100 CONTRACTS FOR FISCAL YEARS ENDING

ACTUAL i -PROJECTED-
Benefit Category 315 6/30/75 843075 123175 33V/I6 /30776 9/30/16 12/31/16 3ITT 6/30/11 MM N23UNT E/14/80
Physiclans’ Services 39.034 361.880 379.235 397.626 405.820 419.269 434.288 447.282 44.603 451.196 445.098 444.200  4M.293

Coinsurance

* The most recent observation {i.e., the year ending 12/31/77) has been carried forward to the period of tho rates. The two projection
methods indicated below have significantly high indexes of determination; however, due to the relative stability of the five most recent
observations, the projected values, which rapresent upward trends, were judged to be inappropriate and therefore rejected.

Projection Method Form of Equation Index of Daterminatipn Projected Yalus
Power v - AxB .955 487.30}
Logarithaic YeA+8B(InX) 947 480.797

The remaining projection methods employed produce values and/or indexes of determination that ware judged to be insppropriate for consideraticn.

FOr# OF TYPE OF EQUATION INDEX OF PROJ. ANN .
EQUATJION FUNCTION NUMBER DETERAINATION A B VALUE TREND
YasAR(X“B) POWER 3 <955 340.755047 » 116593 487,301 4.0%
Y=ALB¥FLOG(X) LOGARITHMIC ? 947 337.525093 44.6976891 4080.797 J.4X
YeAt (BEX) LINEAR 1 «827 354.034190 9.422017 556.449 10.0X
Y=ABEXP(DEX ) EXPONENTIAL 2 »B48 355.4634978 2023301 586.911 12,4
1/(A{BSX) HYFERBOLIC S +B34 +002802 -.000058 441,881 14.8%
X/CALBSX) HYPERBOL IC & .806 1000749 .002227 441.929 c=e2X
Y=AREXP(B/X) EXFONENI 1AL ] +783 447,533321 -.303118 441.268 =32
T=A+{B/X) HYFERBOLIC 4 739 446.350307 ~120,050450 440,767 =e3X

L



EXHIBIT 8

Calculation of the Average Cost Per Service
for the Period of these Rates for the Physicians'
Coinsurance Benefit Category

ITEM

A.

Calculation of the cost trend factor
to project the average cost per service
for physicians' coinsurance bemefit
category from the year ending 12/31/77
to the year ending 5/14/80.

1. The economic index applicable to

traticn for the period July 1,
1976 through June 30, 1977.

1977 throagh June 30, 1978.

3. Percent of increase for fiscal
year 1978 over fiscal year 1977

4. The ecanamic index applicable to
ians' services annocunced
by the Social Security Adminis-
tration for the period July 1,
1978 through June 30, 1979

5. Percent of increase for fiscal
year 1979 over fiscal year 1978

6. Expected percent of increase
for fiscal year 1980 over fiscal

year 1979
Cost trend factor to project the year

ending 12/31/77 to the year ending
5/14/80.

categ:tyfnr&nyearaﬂingsﬂvao

AMOUNT  SOURCE

1.276

1.357

6.35%

1.426

5.08%

5.08%

1.132

$7.85

$8.89

- 624 -

Part B Intermediary Letter No. 7634
fram Department of Health, Education
and Welfare, dated August 1976.
Appendix D1

Part B Intermediary Letter No. 77-24
from Department of Health, Education
and Welfare, dated June 1977.
Appendix D2

Item A.2. - Item A.l.

Part B Intermediary Letter No. 78-23
fram Department of Health, Education
and Welfare, dated June 1978.
Appendix D3

Item A.4. + Item A.2,

Judgement

(1.0635)5/12(10508) (1.0508)10-5/12
Medicare Carplimentary Rate Study
Tabulation

(Item B) (Item C)
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Benefit Category
Outpatient

Hospital Sexrvices

Coinsurance

1.
3.
a,

&
7
8.

ANNUAL SERVICE INCIDENCE
PER 100 CONTRACTS FOR FISCAL YEARS ENDING

-PROJECTED-

- ACTUAL
3/31/75 6/30/35 9730475 12/N/75 3/31/16 6/30/%6 973076 12/31/16 /317 6/30/77 8/30/77 )2431/717 5/14/80

70.307

74.164  78.924

83,151

85.813  90.76)

95.92) 99.602

102.056 105.553

108.745

113.426 150.742¢

* The projected value is the result of a Vinear projection [Y = A + BX] which has sn 1ndex of determination of .996, tha highest index of

determination of tha projection methods employed.
view of the extremely high index of determinatfon as well as the fact that the annua
with the deco'lern.ing annual rates of increate observad {n the recent historical experience.

and 2 hyperbolic projectfon {Y = 1/{A + BX)] a)so have extremely high indexes of determination (1.e., .987 and .970, raspectively}, how-

ever the resulting projected values (i.e.,

consideration.

FORM OF
EGUAY 10N

Y=At(bsXx)
Y=AREXF{BEX)
YR21/(ALDEX)
YeAS{X"E)
YsAtBELUG{X)
Y=X/(AtDEX)
Y=ASEXF(B/X)
Y=Ad (B/X)

IYPE @QF
FUNCTION

LINFAR
EXPONENT JAL
HYPERBOLIC
FOWER
LOGARITHHIC
HYFERBOLIC
EXFONEHT 1AL
HYPERBOLIC

This valua 1s considered to be appropriate for inclusien in the rate calculation in

trend underlying tha projectad value is consistent

An oxpanenna'll projection [Y = A(EXP(BX))]

173.859 and 257.653, respectively) were considered to be excessive and thersfora rejected.
The remaining projection methods employed produce valuas and/or indexes of determination that were judged to be fnappropriate for

EQUATION
NUMBER

ADONW UL -

INDEX OF
DETERNINATION

P96

A

67.072222
69.133700
014183
65,492350
462,790400
+005724
103,718B4s
103.382014

3.891619
042893
~.000479
1199877
172.737761
» 009589

~. 490394
~42,594857

FROJ.
VALUE

150.7242
173.85%
257.553
120.924
117,272
101.474
101.378
101,402

ANN,
TREND

12.7%
19.7%
41.2%

2,7%

1.4X
-4.6%
-4.6%
~4.6%

6 LTETHXA
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AVERAGE COST PER SERVICE
FOR FISCAL YEARS ENDING

ACTUAL -PROJECTED-
Benefit Category 33176 6730775 9/30/75 12/3)/76 3/3V/76 6/30/76 9/30/16 12/3/76 T 6/30/17 93071 VAP B4/
Outpatient $6.66 $6.98 $1.23 $7.36 $7.56 $7.72 $7.92 $8.16 $6.32 8.9 $6.68 $6.89 $11.03*
Hospital Services

Coinsurance

* The three projection methods indicated below result in extrcmely high and nearly equal indexes of datermination. The projected valus
produced by the hyperbolic Lmjactlon was rejected as being clearl{ excessiva. It was dotermined to ba appropriate to use ths mean of
the Tinear grojectinn and the exponential projection [($10.73 + §11,33) + 2 = $11.03] in tho rate calculation in consideration of the
nearly equal validity of the linear and exponential projection methods, as well as the fact that the annual trend undarlying the mean
valua i3 consistent with both recent historical experience and reasonable expectatioans of future hospital cost increases for outpatient

services.

Projection Method Form of Equation ndex of Dgtarmipat Projected Yalug
Linear Y = A+BX .996 10.73
Exponential Y = A(EXP(BX) .991 11.33
Hyperbolic Y = 1/(A ¢ BX .983 .4

The remaining projection methods employed produce values ond/or indexas of determination that were judged to ba inappropriate for consideration.

FOKM OF TYPE OF EQUATIUN INDEX OF PROJ. ANN .

EQUATION FUNCTION NUMBER DETERMINATION L] B VALUE TREND
1, Y=A+(P¥X) LINEAR 1 1796 6,572121 193392 10,730 8.2%
2. Y=ASEXP(HEX) EXPONENT TAL 2 1991 6.635739 <024875 11.328 10.7%
3., Ywis(AtHEX) HYPERBOLIC S 1983 «149577 -.003215 12,429 15.2%
4, Y=AS(X7B) POMER 3 »940 4.434750 113542 9.172 1.3%
5, Y=A+BSLOGIX) LOBAKRE HIKIC 7 434 4.353128 .884190 °.072 9z
&, Yax/s(athix) HYPERBOLIC 6 » 730 4037933 +11B844 8.290 ~-2.92
7. Y=AREXF(D/X) EXFONENTIAL :] + 695 @,397404 ~. 205364 8.207 -2.92
8., Y=A+(B/X) HYPERBQOLIC 4 »660 8.384769 -2.458228 B.204 -2.9%

OT LYeTHXA
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ANNUAL CTATM INCIDENCE
PER 100 CONTRACTS FOR FISCAL YEARS ENDING

ACTUAL -PROJECTED-
Bonofit Category 3/3V/76 6/30/75 9/30/76 12/NN/15 M3/I6 6730716 9/30/16 12/3V/16 3L 673011 9£30/1] 12/N(71  5/14/80
Prescription Drugs 45.506 46.638 47,320 4B.467  49.5M §1.017 63.018 54.695 56.173 G67.435 58.618  69.663  72.772*

* The projected value i3 the result of a Vinear projection f¥ = A v Bx] which kas an Judex of deterwination of .99)1. This value 15 considered
to be approprists for inclusion in the rate calculation in view of the extremely high indox of determination as wel) as the fact that the
annual trend underlying the projected value is consistent with the decelarating annual rates of jncrease observed {n the recent historica)
exparience. An exponential projection [V = A(EXP(BX))] and & hyperbolic projection [Y = 1/{(A + 8X)] have s)ightly higher indexes of dster-
nination {1.e., .992), however the resulting projected values (1.a., 77.042 and 85.029, respectively) were considered to be excessive and

therefore rejected. The remdining projection methods eaployed produce valuas and/or {ndexes of detarmination that were jJudged to be
inappropriate for consideration.

PROJ. ANN.
F TYPE OF EQUATION INDEX OF e
Eg‘l}:l‘ lgN FUNCTION NUMBER DETERMINATION A B VALUE T
928 .024034 77.042 11.42
EXPONENTIAL 2z 992 44,014 :
Mgt sedts HYPERBOL1C S 992 022510 -.000800 85-03; lg ;:
vear LINEAR 1 991 43.495270 1.361499 72,77 .
'-“*(BEX) POWER 3 LT 42,970726 «114049 61,340 1.2%
Veaton g(’l(x) LOGARITHAIC k4 847 42,342530 6-006063 ;g.z:z —:Zg;‘;
;:;‘}?:&mn HYPERBOL1C é 8593 1005300 _-g:zg:s 55.206 i
P(B/X) EXPONENTIAL [:] 567 55.903593 . 55.275 3
:-::f:/x) HYPERBOLIC 4 «344 55.918910 -13,813340 . .
-

T LTarHE
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Benef{t Categqory

Prescription Drugs

* The three projection methods indicated below result in extromal

AVERAGE NUMBER OF PRESCRIPTIONS
PER PRESCRIPTION DRUS CLAIN FOR FISCAL YEARS ENDING

appropriate to use & mean of the 1ines
in consideration of nearly equal valid

valua is equal to the most recently observed annual rate of decrease

Projectjop Method

Hyperbolic
Expanential
Logarithaic

The remaining projaction mathods employed produce values and/or indexes of determination

FUORM OF
EQUATION

Y=1/{AtB¥X)
YSASEXP(DXX)
Y=A+BXLOG(X)
Y=+ (R¥X)
Y=AR(X™B)
YoA4(B/X)
YRASEXP(R/X)
YmX/C(ATDEX)

TYPE OF
FUNCT 10N

HYPERBOL IC
EXPONENT 1AL
LOGARITHMIC
LINEAR
POMER
HYFERBOL IC
EXFONENTIAL
HYFERBULIC

- ACTUAL. -PROJECTED-
3/31/76 673075 9/30/78 12/31/15 3/31/16 6/30/16 9/30/26 12/31/26 3/31/11 §/30/77 9/30/17 12/3V/1? 5/14/80
9.875 9.760 9.542 9,402 9.217 9.149 9.081 9.011 8.925  8.866 B.788 a.n2 8.054*

ual indexes of datermination. [t was determined to be
E 7.877 + 7.778 + 8.508) + 3 = 8.054] {n the rate calculation
1 as tha fact that the annua) trend undarlying the maan

high and nearly
r, exponential, and hyparbolic prajections
1ty of thess thres projection methods as we

(-3.3%).
fore of Equation Ipdex of Determipation Projected ¥Yalue
Y= 1/(A +B .976 7.877
Y. A(Ell’(l_ﬂﬂ .an 1.778
Y «A+8lnx) .870 8.508

EQUATION INUVEX OF PROJ. ANN .
HNUBBER DETERMINATION A B VALUE TREND
L1 974 +101054 001204 7.877 -4,2X%
2 V971 9.880607 -.011128 7.778 -4, 7%
7 -970 10.017760 =~.492071 8.508 -1,0X
1 1965 ?.847120 ~,102916 7.6%54 ~3,3X
3 <944 10.037782 -.052904 B8.534 =.9%
4 <745 8.a77872 1,238548 8.935 1.1%
[:] «233 8.881842 +132370 8.937 1.4%
& 720 -.014160 112343 8.938 11X

that were judged to be inappropriate for consideration.

21 LIEIRXH
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a/3/75 §/30/76 9/30/15 12/31/16 3/31/76 €/30/78 9/30/76 12/31/16 3N/ 6/30/11

Average cost per claim  $32.00
Average charge per $65.00
claim

Average number of 8.875
prescription per claim

Average charga per $6.58
prescription

$32.47
$65.59

9.750

$6.73

CALCULATION OF THE AVERAGE CHARGE PER PRESCRIPTION DRUG CLAIM
FOR FISCAL YEARS ENDING

$32.71
$65.69

9.542

$6.91

$32.97
$66.21

9.402

$7.04

$32.93
$66.15

9.277

$7.13

$32.86
$66.08

9.149

$7.22

$32.86
$66.08

9.08)

$7.28

$33.16
$66.45

s.o0n1

$7.37

$33.35
$66.69

8.928

$7.47

$33.68
$67.10

8.866

$7.67

230/ ROV SR
$3.92  $34.37

$67.40  $67.95 Drug benefite
provide for 603
coinsurance
after satisfac-
tion of & $25.00

8.788 a.71e

$7.67 $7.80 ltem 2 ¢ Item )
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Benefit Cateqor

Prescription Orugs

AVERAGE CHARGE PER
FOR FISCAL YEARS ENDING

$6.58 $6.73

$6.91

$7.04

$7.13  sr22

$7.28

.90 41.97

* Tha three projection methods Indicated below have extremely high and nearly equal indexss of dateroination.

hyperbolic projection was rejected as baing excessive in vicw of the historfcal rates of increase.
to use the mean of the linear projection and the exponential profectfon [($8.77 ¢ $8.95) + 2 = $8.86
of the nearly equal validity of the linear and exponenttal projection methods, as well as the fact

mean value Is consistent with recent historical experience,

Projection Method

Lingar
Exponential
Hyperbolic

Form of Equation

Y=A
¥ = AlE
Y=

+ BX
XP(BX)
(A + BX

Index of Dete

.98]
.982
976

ipation

- -- -- ---ACTUAL —-e-
3AYI5 6/30/75 9/30/75 12/31/75 3/3V/76 6/30/76 9/30/76 12/3V/T6  3/3V/IT 6/30/77 9/30/71 12/3/17
$2.37

$7.67

-PROJECTED-

$7.80 $8.86*

The value produced by the
1t was deterwined to be appropriate
] in the rate calculation in consideration
that the annual trend underlying the

Projected Yalue

8.77
8.95
9.19

The rematning projection aethads employed produce values and/or indexas of decermination that wers Judged to be inappropriate for consideration.

FORM  OF
EQUATION

YoAt (BIK)
Y=AREXF(H¥X)
Yol/(A1RsX)
Y=A®(X"B)
Y=A+BELUG(X)
YaX/(AtHEX)
YmASEXP(U/X)
YAt (B/X)

TYPE OF
FUNCT LON

LINEAR

EXFONENTIAL
HYPERBOLIC
FOWER

LOGART IHMIC
HYFERBOLIC
EXPONENTIAL
HYFERBDOLIC

EUUATION
NUMBER

AT 0N U~

INDEX OF
DETERHINATION

1987
2982

A

6.561749
4.,580818

41515082
6.437253
4.432230

0237727
7.542393
7.537976

102902
014302
-.001991
Q87192
479448
«132492
-.147905
-1,187710

PROJ.
VALUE

8.774
8.950
?.193
7.936
7,903
7.485
7.494
7.483

ANN .
TREND

5.1%
6.0X
7.2%
7L
8%
~1.7%
~1.7%
~1.7%

T LIETHXA



EXHIBIT 15

Page 1 of 2
Calculation of the Expected Mcnthly
Pure Premiun Increments
for the Period 5/15/79 to 5/14/80
TTEM AMOINT SOURCE
A. Inpatient hospital deductible per
admission
1. Amnual claim incidence per 100 26,968 Bxhibit 1
contracts
2, Average payment per inpatient $169.00 Exhibit 2B, Item C
hospital deductible
3. Expected mnthly pure premium $ 3.798 [ (Ttem Al) (Item A2) 7 1200]
B. Co-payment for the 61st to the 90th
inpatient hospital day
1. Anmual day incidence per 100 19.225 Exhibit 3
contracts
2. Average payment per day $ 42.25 Schedule 2B, Item D
3. Expected monthly pure premiumn $ .677 {(Item B1) (Ttem B2) ': 1200]
C. Expected monthly pre premium for $§ 1.678 Bxhibit 5
the 9lst to the 120th inpatient
hospital day
D. Expected monthly pure premium far $ 2,234 Exhibit 6
the joint physicians' sexvices
and outpatient services anmzal
E. Physicians' services coinsurance
1. Amual sexrvices incidence per 444,293 Exhibit 7
100 contracta
2. Average payment per service $ 8.89 Exhibit 8, Item D
3. Expected monthly pure premium $ 3.291 [(Ttem E1) (Ttem E2 - 1200]
F. Outpatient hospital service
coinsurance
1. Anmal service incidence per 150.742 Exhibit 9
100 cantracts
2. Average payment per service $ 11.03 Exhibit 10
3. Expected monthly pure premiun $ 1.386 [ (Item F1) (Ttem F2) = 1200}



EXHIBIT 15

Page 2 of 2
TTEM AMOUNT SOURCE
G. Skilled Mursing Facility
1. Ammual day incidence per 100 11.257 Exhibit 4
contracts
2. Average payment per day $ 21.13 Exhibit 2, Item E
3. Expected monthly pure premium $  .198 [{Item Gl) (Ttem @) = 1200]
H. Prescription Drugs
1. Averzge nmumber of prescriptions 8.054 BExhibit 12
per claim
2. Average charge per prescription $ 8.86 Exhibit 14
3. Average charge per claim $ 71.36 (Item H1) (Item H2)
4. Expected average payment per $ 37.09 ($71.36 - $25.001{.80] = $37.09
claim
5. amual claim incidence per 100 72.772 Exhibit 11
ocntracts
6. Expected monthly pure premitm $ 2.249 [(Item B4) (Ttem BS) < 1200]

- 632 -



Otfica of the Secretery
MEDICARE PROGRAM
npatient Hospitel Deductibla toe 1979

Under the authority in section
1813(bX2) of ihe Social Security Act
(42 U.S.C. 13858(bX2)). T have deter-
mined and hereby aanounce that the
medicare Inpatient hospital deductible
for 1979 shali be $160.

Section 1813 of the Soctal Security
Act provides for an Inpatient hospital
deductible snd certaln coinsurance
amounts o be deducted from the
amount payable for tnpattent hospltal
services and post-hosplial extended
eare services furmished an indlvidual
during 8 spell of Ilness. Section
1813:b)(2) of the act requires the Sec-
retary to delermine and publish. be-
Lween July 1 and Ociober 1 of ench
year, the amount of the ' Inpatient hos-
pitni deductlble for the following cal-
cniinre yoar.

Under a formuta In the law. the de-
ductible for calendar year 1979 must
be equal Lo $40 muitivlied by the ratlo
of: (1) The current average rate for a
day of Ippatient hospiial services (ar
ealendar year 1977 Lo (2) the nverase
dofly mte for such services In 1968
The amount so determined is rounded
to the nearest multipie of $4. The
average dally rates are determined by
the Secrctary based on the amounts
pald on behalf of insured indlviduals
1o ihe hospitals participating in Lhe
medicare program plus the amounts
withheld because of the deductlbie
and colnsurance provisfons.

Becsusa the applicable coinsurance
amoums in section 813 of the Social
Secutity Act are fixed percentages of
the inpatient deductible for services
furmished in the same spell of lllness,
the Increase ln the deductible has the
effect of also Increasing the amount of
cotnsurance the Medicare beneflclary
must pay. Thus, for spells of lllness be-
ginning in 1979, the dally colnsurance
for the 61st through 90th days of hos-
pltatization (one-fourtn of the inpa-
tent hospltal deductible) witl be $40;
the daily coinsurance for lifetime re-
serve days tone-hal{ the {ppatient hos-
pital deductible) will be $80; and the
daily coinsurance for the 21st through
the 100th days of extended care ser-
vices tone-eighth of the inpatient hos-
pital deductible’ will be $20.

The data used to make the necessary
computations of the current average
datly rate for calendar years 1966 and
1977 are derived from individual inpa.
tient hospital bills that are recorded
tor all beneficiaries In the records of
the program. These records show, for
each blll, the number of Inpatient days
of care and the interim cost (Lhe sum
of interim reimbursement, deductible,
and cofnsurance). Tabulations are pre-
pared which summarize the data (rom
these bills by the year in which the
care was provided. The resulling aver-
age interim daily rate accurately re.
flects interim costs on an secrual basle

in order to properly reflect the
change [n the average dally hospital
cost under the program, the average
interlm cost (as shown |n the tabula-
tions) must be adjusted for the effect
of final cost setUlernents made with
each provider of services after the end
of its accounting year to adjust the re-
\mbursement to that provider from
the amount pald during that yesr on
an interim basls to the actual {ull cost
of providing covered services to beneil-
claries. To the extent that the ratlo of
final cost to interlm coat for 1977 dif-
fers from the ratio of fina cost to in-
terim cost for 1865, the increase in
average interim daily costs will not co-
tnclde with the Increase In actund cost
that has occurred,

The eurrent average Inlerim dally
raLe for mpatlest hospital seeviees for
atendaryrar 1977, bases an tabulated
Interim costs. is $1§5.26; the corre-
sponding amount for 1966 is $37.92.
These averages are based on approxi-
mately 93 million days of hospitaliza-
tion in 1877 and 30 million days in
19G6 (last 6 months of he year). The
ratio of final cost to Interim cost s ap-
proximately 1035 for 1877 and 1058
for 1966. Thus. the Inpatlent hospital
deductible s $40x{(155.26% 1.035)/
(37.02>'105511=$160.67. which ts
rounded to $160.

Dated: September 25, 1978,

JoserH A CALIFANO. JT.
Secretary.
(FR Doc. 78-21363 Fllcd 9-28-7T8 8:43 am]
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Tatle H-19.--04SPRI howpital insurances Nunbar of bille { !
Fete P s f for inpatfent short-etay hoepital “ocars approved
W'.r!’:g::-" :;.;:;.‘l‘izr:,':rlﬂ’:? 4o, and amount reimbureed, by type of beneffofary and period

Approved bitls Fospital okarges
Partod approved * Coverrd diya of gnee Amaunt reinbursef’
Numher . retal
tin Total (ia Aprrage . fotal (ia Percent c
thousandn) | thousende) |par dii2 AT L bill | Per dav | (poupands) Ttal”
fotal &
- 7,084 11 ¥ §1,717,713 &1, 188 L[ W31 75y
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dan, - 4,610 1,720 189 4,026,601
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'J"";- - ;""" 1,200 103 3,437,813 rs.0
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* Average Hospital Charge Per Day for the Period January 1, 1977 to December 31, 1977.
($18,883,288) + 95,820 = $197.07.

** pyerage Hospital Charge Per Day for the Period January 1, 1977 to June 30, 1977.
($9.439,291§ + 49,479 = $190.77.

*#* Average Hospital Charge Per Day for the Period January 1, 1978 to June 30, 1978
($10,872,413) + 50,054 = $217.21.
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SELECTED DATA FROM THE MEDICARE PROGRAM

AFFPENDIX C

Tree wn 1 1373 1974 1973
Persons ecrolled a8 of Janury 1 forr
Bospital insurance (H1)-eged. 20,%6,267 21,3% 693 21,612,00) 22,064,910
Bospital fnsurance (H1)-disabled [ ™ 1,830,832 2,049, 744
ry eedical { 20,143,286 20,344,688 21,108,223 21,620,376
ry medical { A » 1,657,497 1, !5}-‘301
BL andfor SHIZe aged oo 21,154,498 21,601,315 21,868,142 22,362,147
Anotmts reimbdursed during the ffacal yaarr
®I: Total (in thoussnds). . e e o .. $5,4829M 6,109,119 $8,749,000 47,803,000 410,413,000
£(1: Total (in thousands). . - $2,034,999 $2,255,069 81,439,000 42,863,400 §3,780,000
BI: Amount per H] snrolles . ~ . $264 $29) $318 $333 $£32
Is Asowunt per SMI enrolles. . 1103 $112 11y 1126 3161
Taxticipating facilitias «o of July)
Turbart
All bospicals 6,748 6,726 6,187 6,71 6,773
Shori-stay. . 6,13 6,13 6,132 §,102 €,107
Ocher. . . 592 395 623 631 “e
Skilled nunin‘ tacilitle 4,287 4,041 m 3,952 3,932
Boos bealth agenciaes . 1,184 112 2,1 1,240 2,242
“'P'ndnnz l1aborstoriss. . .. ... ... o . ccm 2,731 2,3 2,929 3,029 3,048
ads
Au hospttals _ 1,188,013 1,155,982 1,148,428 1,143,654 1,140,393
fhorv-stay. . 034,514 230,070 864,786 282,496 901,757
Other. .. ... 353,499 305,912 283,642 261,168 238,638
Skilled nursing factlit e e cmeae e, 307,548 291,636 287,606 254,000 207,679
Beds per 1,000 HI worollees:
Short-stay hospitals. .. - 40.3 0.5 AL 3.6 3.4
5killed nursing facflttda, 15.2 13.9 1.8 .5 1.2
Adoissiens (in thousands) during the fiscal year:
All heapical fopatient adoissions-aged. .. ... 6,243 6,495 6,701 6,996 7.308
All hospteal inpatient acoissions-disabled. [ 1Y m A 663 787
Skilled nursing facility asions-aged . a1 97 403 425 a6
$killed nursing facility sdolsslons-disabled. . . 1Y M L3 Al 13
Adntsaten rate per 1,000 HI enrollees:
All bospita]l inpatient adoissions~aged..._ . 308 mn 320 324 Bl
All hospieal inpatient adalss{ory=disadled 1’y 1’3 » %2 34
$killed nursing facility admissions-sged - 20 19 19 20 20
Skilled pursing facility Adnllllam-dlubhd_. _— KA -3 L) ? 7
Average charges per day (covarad):
Short-stay hospitals-aged (173 % 102 108 130
Short-atay hospitule-disshied. A RA L $117 $142
Sxilled eureing facilities-ag 0 $32 " 34 (31
$Skilled pursing facilities—di A A R £33 3
Awversge length of stay (covercd):
Short—etay hospitals-aged.. .. . .. .. .oc ool 12,6 1.1 n.7 n.2 10.7
Short-stay hospitals—disabled. . o o - ce mn -aa s A ®A " 10.3 10.1

{1) Includes U,S, and all outlying areas such as Puerto Rico,

(2} Equals HI for disabled.
NA Not available.
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CEPARTMENT OF HEALTH. EDUCATION. AND WELFARE
SOCIAL SECURITY ADMINISTRATION
BALTIMORE, MARYLANG 21271

nETEN TO-

IHI-312

August 1976

PART B INTERMEDIARY LETTER NO. 76- 34

SUBJECT: Announcement of the Economic Index Applicable to Prevailing
Charges for Physiclans' Services for the Period July 1976
Through June 1977

In accordance with Public Law 946-368, the annual update of Medicare
reasonable charge screens will no longer be related to the Fedaeral
Government fiscal year (FY), but will continue to be made on July 1 of

each year. We will refer to this 12-month pericd beginning on July 1

as the fee screen year (FSY). This is to inform you that the economie
index applicable to prevalling charges for physicians' services for the
period July 1976 through June 1977 is 1.27%. Accordingly, carrvier
prevailing charge screens for physicians' services will be permitted te
increasa for fee screen year 1977 in accordance with esctablished reasonabla
charge methodology, but not more than 27.6 percent above fiscal year 1973
levels. Pursuant to section 2 of Public law 94-368, the no-rollback
provision of Public law 94-182, which provides that prevailing charges
will not be reduced below FY 1975 levels bacause of the application of the
economic¢ index, will resain in force for FSY 1977 and subsequent years.

An announce=ment of the applicable index has been approved by the Secretary
of Realth, Education, and Welfare for publication in the Federal Register.

Public Law 94-368, enacted into lav on July 16, 1976, besides establishing
the July 1 through June 30 fee gcreen year and continuing the no-rollback
provision (section 101(a) of Public Law 94-182), also provides that, for
the 12-month periocd beginning om July 1, 1976, the annual update of
prevailing charge levels shall apply to claims filed after June 30, 1976,
with a carrier and processed by che carrier after it has made the
apcrooriate changes in the prevailing charge lavels. Henca, adiustments
retroactive to July 1 will not be made.” The economic index for TSY 1977
will aiso be applicable in the same manper, i.e., from the time of the
carrier's updace forward.

As you know, the economic index calculated each year consists of two
compounents reflecting (om @ cumulative basis) the changes that have taken
place since calendar year 1971 in physicians' practice expenses and in
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general earnings icvels. With the exception of malpractice i{nsurance
premiun data, the daca cthat have been used to calculate the economic
index (see attached chart) were derived from The Monthiv Labor Review
published by the U.S. Department of labor. TFor example, the Bureau of
Labor Statistics index for nonmsupervisory workers Ln finance, insurance,
and real estate was used as a reasonable approximation of wage trends
for persons employed by physicians. For office space, the housing
component of the Consumer Price Index (which includes data on rentals

as wvell as costs of home cwnership, data on ucilities, and other
corresponding data) was used. For drugs and supplies, the drugs amd
pharmaceuticals component of the Wholesale Price Index was used. For
physicians' automobile expenses, the private transportation component

of the Consumer Price Index was used. For miscellaneous "other expensas,"
which include attorneys' fees, travel, food and lodging while away from
home, and many other items, the entire Consumer Price Index was used.
The weights assigned to the various components of the index were derived
from Medical Economics (December 8, 19753) and from the Profile of
Medical Practice (1974 edition).

When the economic index limitation on increases in prevailing charges

for physicians' services was implemented under Medicare in fiscal

year 1976, it was expected that the methodology for constructing the

{ndex would be refined over time. The changes considerad in this regard
have included adjustments for regional differences in cost increases,

and adjustments for differeatial practice costs among specfaltlies. Howvever,
lack of a sufficiently refined data base on physicians' practice costs

has, so far, precluded these changes.

The only substantive change in the methodology for computing the economic
index for the 12-month period beginning in July 1976 1is che inclusion of

a separate element to refliect the effect of maloractice insurance oremium
increases on physician office expenses. (Previously, malpractice insuraace
costs were i{ncluded in the miscellaneous expense category of office practice
costs.) The component of the index vhich measures the rise in malpractice
insurance premiums is based on 2 survey of the premiums charged in 46 States
by six major insurers who, collectively, write about 70 percent of all
malpractice insurance in the United States and thus provide a representative
sanple of malpractice premium ratea sationwide. It provides a measure of
the percentage increase in the premiums in calendar year 1975 over 1974.
(Reliable separate data on malpractice insurance costs for earlier periods
are not avallable.)

To accommodate the lack of prior (separate) data on malpractice insurance
costs, the other components of the index have been cowputed oun an aonual
bLasis to reflect the changes in these components in 1975 over 1974. The
calendar year 1974 data used for these components in tha calculation of
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the economic index, in turn, reflect the cumulacive increases since
calendar vear 1971. Therefore (except for the malpractice insurance data),
the economic index (1.276) for the 12-month period beginning in JSuly 1976
reflects the cumulative change In the components of the index since
calendar year 1971, as i{s intendad by section 1842(b)(3), as amended by
Public Law 94-368, of the Medlicare statuce and by section 405.504(a)(3) (1)
of the regulations.

Also, some of the calendar year 1974 data used reflect informacloa that
became available from the Bureau of Labor Statiscics after the economic

index for fiscal year 1976 (1.179) was calculated lasc year and put inte
effect. The econcmic index for a particular period must necessarily be
calculated on the basis of the best information that is available at the

time the calculacion 1s made and put into effect. Therefore, the adjusced
data have been used to calculacte the economic index for che period

July 1976 cthrough June 1977 in order to provide the most accurate

calculation that is possibla at this time of the changes that have caken
place in the components of the index since the base year (calendar year 1971).

In view of the urgency of this activity, we request that you take all
necessary actions, including appropriate regional office approval, to
update the reasonable charge screens no later than Septembar 27, 1976.
Please note that the updating of the screens must be in accord with

previously issued instructions, including Part B Intermediary Lerters

No. 76-30 and No. 76-31.
@7

\ Tpomas M. erney ,-Director
Bureau of Health Insurance

Attachment
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APPENDIX I

CEPARTILINT OF nCALTIs, LGUCATION, AND WILSAAL
REALYH CARE FINAKCING AGHRIILT RATICY

DAL YIMGIE, MARYLAND 21238

REFER YO

INI-312

June 1977

PART B INTERYEDIIRY LETTER NO. 77-24

SUBJCCT: Annual Recasonable Charge Update - Econamic Index Applicable
to Prevailing Cherges for Physicians' Services for the
Period July 1, 1977, Through Junc 30, 1978

This intermediary letter is to inform you that the economic index
appliczble to prevailing charges for physicians' services for the
period July 1977 through June 1978 will be 1.357 (i.e., 35.7 percent
above fiscal gear 1973 levels). This econcaic index for the

22 moniths beginning July 1, 1977, regoesents a 5,325 parcent increase
over the econcaic index (1.276) used for the previess 12 months,
Cerriers will therefore use & 1.0635 figure where an annualized
index is e2pplied in accordence with Part B Melicere Cacriers Manual
section 5020.3C3. All carriers should, in accordance with the
established reasonadle charge metholology, ccontinue ts develcp up-
dated customary &nd preveiling ckarge screens Ifor fee screen year
1978 based on calenlzr year 1976 charge data, end Implement the
drdicated eccnomic infex limitation on prevailing chasse increases.
Ke reguest that you taxe all necessary actions, ircloling regional
office approval, to update the reascnable charge screams on July 1,
1977 .
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APPENDIX D3

DEFARYVIA T OF REALTH, COUCATION. ARD WELIARE
MLALII CAKE FINAKCING ADRINNGT HATION

RAL VIMONC, MANTYLANG 2133¢

[IRITR RN

1-312

YAs RS Aot cosy June 1978
WDVANIT oo

PART B IRTECEDIARY LETTER 0. 78-23

SUBJECT: Aanual Reasonable Charge Update -~ Economic Index Applicable
to Prevailing Charges for Physicians' Services for the
Period July 1, 1978, Through June 30, 1979

This intermediary letter is to inform you that the economic index
applicable to prevailing charges for physicians' services for the
period July 1978 through June 1979 will be 1.426 (i.e., 42.6 percent
above fiscal year 1973 levels). This economic index for the

12 months beginning July 1, 1978, represcnts a 5.08 percent inciease
over the economic index (1.357) used for the previous 12 months.
Carriers will therefore use a 1.0508 figure where an annualized index
is applied in accordance with Part B Medicare Carriers Manual

section 5020.3C3. All carriers should, in accordance with the
established reasonable charge methodology, continue to develop updated
customary and prevailing charge screens for fee screen year 1979 based
on calendar year 1977 charge data, and implement the indicated economic
index limitation on prevailing charge increases. We request that you
take all necessary actions, including regional office approval, to
assure a timely update of reasonable charge screens.

e

Thomas M. Tiecrney, Director
Medicare Bureau

g
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THE PRICING OF MEDI GAP CONTRACTS
By Emil J. Strug
REVIEWED BY Robert F. Bartik
I feel the approach used and described in the paper to be very
useful. The author covered the specific subject of using
primarily extermal data to produce a composite claim cost for a

mixture of coverages for an older age population very well.

I will make a few coments regarding individual items directly
related to the paper a.nd then continue to pursue the general
subject of rating a Medicare supplement type plan, extending into
a few areas not covered by this paper. As we approached this
problem ourselves a few years ago, we also tackled many of

the items referred to in the paper. At that time some of the
external data referred to was not available, but I would feel a
strong inclimation at this time to pursue an adoption of much

of the procedure presented here.

However, as we tadvanced further in our research on the subject,

we were soon led to the conclusion that for the type of contract
we finally decided upon, that the subsequent considerations proved
to be of such a significant character, in regard to determination
of final rate level, that further sophistication at that time

in regard to this aspect of the detail would not have great impact

on that final determination.

The extreme costs of medical care for the aged strongly influenced
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enmployers when they tried to include retirees or even active
employees over 65 into group health plans. Therefore, what
could have been a natural relief mechanism for the problem

did not hold and increased the bind the aged were caught in,

producing even greater pressure for the passage of Medicare.

The tables showing the impact of the Medicare Program on the
population are horrendous in themselves, but an even more compre-
hensive study (showing more horrerdous results) may be found in
"Ten Years of Medicare: TImpact on the Covered Population” (SSB
July 1976, pp 3-21). Table 20 (page 18) of that source puts
Table 1 of this paper in better perspective in that it gives

not only percentage, but per capita dollars, and in that the
record of the insurance industry is set out by itself.

The third of the major elements of cost should take into account
the "Reserve Days" under Medicare. It may be that this is ac-

counted for elsewhere, but I was not able to discover it.

The Part B coinsurance in the plan depends on actual Medicare
allowances. There has been a definite trend toward Medicare
allowing a lesser and lesser percentage of actual charges by a
process of charge screens, the adjustment of which have not even

come close in recent years to matching the increase in level of
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actual charges of the medical industry. Accordingly, our trend
on this portion of the coverage is not based on the factars in
the intermediary letters (Appendix D) but on either the CPI or
on the SSB tabulations of Part B charges.

The author has introduced a significant variety of curve fitting
of the data for purposes of projection and has selected the
process of averaging these results for the final answer. I

suspect that if one were to attempt a more sophisticated analysis
of these procedures over time, significant refinements would be-
come apparent, such as a weighting of the curves under various
circunstances and the total elimination of same, with even the
possible emergence of a best single curve, producing better results
than any composite.

Once the basic data has been determined, the process of using it
to produce the estimated parameters entering into the subsequent
steps is very well displayed, explained and easy to follow. The
subsequent steps of modifying and tieing together the estimated
parameters to produce the separate pieces of the total claim costs
is also handled very well and easy to follow. The final summary
of the separate pieces into a consistent whole total is a neatly
laid out summary, totally contained within the single Exhibit 15.

Actually there are many different policies on the market offering
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some degree of supplementation of medicare benefits and even those
that tend to offer in effect full supplementation, there are dif-
ferences. There are also some differences between the typical
contract offered by the "Blues' as opposed to those offered by
other camapnies. A very significant difference between policies
is referred to later in this review. Therefore, I would like to
have had included a more detailed outline of the policy covenage$

and provisions referred to in the paper.
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One additionmal major factor involved in the final rate structure
is the decision regarding rate relativities by age. Although the
claim costs for the senior citizen classifications is.si,pmificantly
higher than under 65, there are significant differences by age
within the classification itself, easily ranging up to two and one
half to three times the cost in the higher age brackets (depend-
ing upon where one decides to establish an "all over age" bracket)
vs. the 65 to 69 bracket. Therefore, a rate derived for the
composite of the classification derived from the population date
of the classification will reflect the age distribution of that
population, but can conceivably attract a much different distri-
bution of insureds by age, very likely including most of the older
individuals but a significantly lesser proportion of those from

65 to 69.

Another major factor in the rating of this block of business in-
volves a high proportion of business being marketed with level
r\E;tes even when separate classifications by age are used. There-
fore, significant attention must be paid to the persistency
expectations and although one can take fram a claim standpoint at
least a conservative approach, and assume only normal mortality,
it is highly likely that a significant portion of insureds do not
continue with the policy selected far their entire remaining life

span, and as a result, such a conservative approach, although
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commendable from a safety standpoint, will undoubtedly produce a
totally non-competitive rate in the marketplace and produce zero
business from which to be even able to determine its adequacy.

Interestingly, although interest assumptions could also prove a
significant factor, the net effect tends to be significantly re-
duced because of the dramatic drop off in persistency, if for no
reason than mortality, thereby lessening the major effect of the
increasing claim cost by age and its effect upon the investment

income.

One significant aspect of this type of policy marketed to senior
citizens who are already at the age where they have or soon will
have significant continuing medical prcblems, is the fact that it
is usually written with minimal or no urderwriting, that is, in
effect a mass marketing type operation. An attempt is made to
offset the effects of this through the use of preexisting condition
clauses with time limitations, ranging from a few months to two
years. The variation of expected results from this clause can vary
dramatically. The primary effects of the clause are to set up a
screening device which will deter the poorest risks fram selecting
this particular policy arnd (especially in this particular marketplace)

from transferring from an existing policy to a new one.

In addition, there is a direct clalm cost savings from the non payment
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of expenses during the preexisting period. However, there is a
significant limitation upon this since the preexisting clause

does not totally and indefinitely exclude continuing conditions.
That is, once the time interval has passed, medical expenses from
that point on for an already existing disability become payable.
Therefcre, there is a significant question regarding the degree of
effectiveness of the provision and the competitive situation has
produced a relatively short time interval common on this particular
form, normally three to five months. Since little data is
available regarding the value of such clauses even of longer dura-
tion amd on younger populations, for the circumstances of short
duration and older populations it is virtually non-existent. The
expected claim costs can easily be double that of an underwritten
or even population block with zero preexisting, which will hopefully
range down to equality of expected claim cost at some point near

two years.

The significant question is, what is such a value for say, five
months preexisting. It is my feeling that this is still a rather
significant and elusive figure, but in any event, the primary need
is for the proper factor to use in determining the premium to charge
for this coverage. In any event, we are in the process of accum-
lating experience data under this form which will answer many of

these questions directly at least as a composite of the structure
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we are using. At that time a procedure such as this will be
essential to keep pace with the changing conditions, both of

the economy and the legislation, as well as its implementation.
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IS ECONOMETRIC MODELING OBSOLETE?

Econonetr ic models are widely used to forecast economic events. A
number of macroeconometric models are well known, including those
of the Wharton School, Chase Econometrics, Data Resources, Inc.,
and the Federal Reserve Bank of St. Louis. Less imposing models
are cropping up in all walks of life. The Insurance Services
Office (IS0} is studying the application of econometric models

to actuarial problems. Beczuse of the effect these models have
on our lives through government planning, and because of the possible
effect they may have on our livelihoods if they become standard
actuarial tools, it is wise for us to understand what econometric
models are, why they are increasingly popular, and why they may

be only a precursor of even more dramatic changes to come.

For the purposes of this paper an econometric model is a mathematical
representation of economic relationships using linear equations.

A model may consist of one equation or of many. As an example

of a model with cne equation, one might represent the relationship
between bodily injury loss costs, wages and medical prices using

Y =C * W +C M

t t t
where
Yt = Average Claim Size for Bodily Injury Claims at
Tine t

W_ = Wage Index at Time t
M, = Medical Index at Time t

Cy, C, are constants, usually set to reflect historical
data about ¥, W and M
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In an econometric model the dependent variable (such as average
claim size) and the independent variables (such as wages and medical
costs) are represented by time series. These time series are
usually observed values taken at regular intervals over time.

The variables may also be the changes in time series, in either

absolute or percentage terms.

Econometric modeling, therefore, refers to a particular way of
describing economic relationships. Econometrics, on the other
hand, refers to the broader arena in which quantitative methods
are applied to economic problems. All of the techniques discussed
here are within the field of econometrics, and all are models.

The term "econometric model,® however, commonly refers only to
the type of model described above., We will continue that common

usage here.

HISTORY

Paul Samuelson (12) has traced the history of macromodels for

over 40 years. Macromodels are models which attempt to encompass

all of the major relationships in a particular economy. Although

the earliest model cited by Samuelson was the effort in 1932 by
Ragnar Frisch, Samuelson says that Jan Tinbergen's model of the
Dutch economy in 1935 was the "fountainhead and source."™ Macromodels
were used in the 1940's to describe and prescribe wartime and
post-war development and planning. Today's major macromodels

were begun in the 1950's and 1960's and revised as theory and

conditions changed.
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Simpler models, like the model of average claim size given above,
have an even longer history. These models are applications of
linear regression. Linear regression methods date back to the

turn of the century.

Quite often these simple econometric models rely heavily on the
relationship between the dependent variable and a measure of time.
This is done because the dependent variable cannot be forecast
until the independent variables have been forecast and any errors
in the forecasts of the independent variables will affect the
forecast given by the model. This error problem doesn't exist

if time is used as the independent variable. On the other hand,
forecasts of Qatious economic indices have become more readily
available during the 1960's and 1970's. As a result, simple models
based on these indices have become more popular in the past few

years.

Simple econometric models have been advocated and employed by

casualty actuaries during the 1960's and 1970's. Masterson (8)

set forth a number of claim cost indices in 1968. He has periodically
written about these indices to keep them up to date. They are
weighted averages of various published cost indices. The weights

are set by judgment, not by regression (least-squares) techniques.

Finger (1) has suggested various mathematical models of loss costs
for which the parameters were to be found by a method of least
squares. BHe suggested as an independent variable a sort of operational

time (fraction of claims closed) as well as time itself.
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In 1974 Lommele and Sturgis (6) published models of aggregate

premium and loss statistics for workers' compensation. They used

a conceptual framework in which the independent variables were

time series taken from macroeconomic models and insurance industry
statistics. Time was not one of the independent variables. Parameters
(the ci's in the average claim cost model above) were found by

a least squares method. This approach is being pursued by the

1SO as a possible ratemaking step for some lines of insurance.

The papers by Masterson and Lommele and Sturgis are now listed

in the Recommendations for Study for the examinations given by

the Casualty Actuarial Society.

ADVANTAGES

Econometric models have a number of advantages over less mathematical
forecasting methods. Arthur M. Okun (10} listed the following
advantages in his discussion of macromodels:
1. The objective framework permits the organization of a
team effort with & division of labor.
2, The mathematical interrelationships in the model result
in a consistency among the component elements of the forecast.
3. The reproducibility of the forecast permits the model
ugser to conduct a post mortem analysis to identify the
causes of poor predictions.
4. The objectivity of the forecast is itself desirable.
5. Because the steps leading to the forecast are documented,

the model provides for a cumulating of knowledge.
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6. The models are labor-efficient because a computer can

be used for the routine calculations.

The 1SO suggests that its simple models have at least the following
additional advantages:
1. They should produce better forecasts than other techniques
because they are more sophisticated.
2. The objectivity of the forecasts should make them more
acceptable to regulators.
3. The use of non-industry data should lead to:
- More credibility to the layman
- A more defensible explanation of cost changes
- Earlier warning of turning points in the time series
being projected
- Greater accuracy because the non-industry data is
generall& more current than data about losses.

\

SUCCESSES AND FAILURES

Econometr ic models have disadvantages as well as advantages.
The history of econometric models includes both successes and

fallures.

Sophisticated macromodels have had their share of successes and
failures. As Samuelson noted, “The famous consensus forecast
by government economists of great post-war unemployment did not

advance the prestige of the method."™ The simultaneous lncreases
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in inflation and unemployment in 1975 and 1976 (and perhaps late
1979) are not explained by the major macromodels. Samuelson cites
a study by Robert Adams of the accuracy of different methods of
forecasting the national economy. In Adams's words, "being Sumner

Slichter" was apparently better than using any econometric model.

The simpler models now beilng advocated in actuarial circles have
had an even more dismal past. Discussing the models of the U.K.
Treasury and Britain's National Institute of Economic and Social
Research, Ramsey (11) noted that the models showed "no tendency
to improve over time."™ These models were characterized by their
simple assumptions, by stable patterns in the data over time,

and by the use of simple trend relationships. (Ramsey contrasted
them to macromodels in the U.S. and the Netherlands. These, he
said, tended to improve over time as they became more complex

and began to reflect dynamic interrelationships.) One prediction
by a member of the Academy will illustrate the dramatic way in

which these models have sometimes failed.

To preserve the anonymity of the actuary, hypothetical data will
be used here. While the actuary forecasted several time series,
we shall forecast only one in our example. The actuary had a

time series (dependent variable) over a period of 24 months.

He assumed that the dependent variable grew exponentially over
time. He used a linearized regression model to project the values

for a total period of fifteen years. (A linearized regression
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model has the form lnY = a + bt.) The regression is shown graphically
using hypothetical data in figure I-A. Note that the statistics

of the regression indicate a good fit.

The alternative models shown in Exhibit I aiso fit well. Unfortunately,
they lead to radically different forecasts. The indicated range

for the predicted values at the end of 15 years is from about

200 to about 200 billion. This is because of the length of the
forecast period. Clearly all three models are inappropriate because
the month-to-month changes in the dependent variable tell us practically

nothing about the changes that will take place in future years.

Similar poor results have been noted in forecasts of medical malpractice
costs. I was once part of a three-man team making actuarial projections
of the average loss cost per doctor (pure premiums) in a particular
state. The projections were made in late 1975; accident year

1976 was being forecast. Sixteen policy years of data were used.
Models gsimilar to those described by Finger were applied. The

various models projected pure premiums of $7,000, $14,000 and

various amounts in between. Again modeling failed to provide

a useful prediction. At least in this case the indicated range

was useful.

The track record of econometric models suggests that they cannot

be relled upon to produce useful predictions; some expertise must
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be applied to the results of the model. As Okun put it, "In fact,
virtually nobody takes economic forecasts straight out of a model
really seriously as the sole guide to a forecast of the near-term
future. Quite apart from £illing in the exogeneous variables,

every model builder or model user has to adjust equations.”

Both Okun and Samuelson regard the forecasts from models as references.
Again in Okun's words, ®". . . the model as a forecasting device

is not an alternative to judgment. It is not a product in and

of itself. It is a tool in the hands of a trained economist.”

DISADVANTAGES

There are several reasons why econometric models can produce poor
forecasts. Pirst, they require accurate projection of the exogene-
ous variables. Exogeneous variables are those which the model
itself does not attempt to predict. In our simple example the
exogeneous variables were the wage index and the medical cost

index. The projection of average claim cost can be no more accurate

than the projection of wages and medical costs.

Second is the index-number problem. Practicable econometric models
must incorporate data about the real world in summary fashion.

The price of every type of consumer good cannot be fed into the
model because the number of consumer goods that can be distinguished
from one another is practically beyond enumeration. Instead,

the prices of a few representative goods are measured. These
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components are then combined using some weighting scheme. All

the components of an index must be moving the same direction at

the same rate, and the weights must be constant and appropriate

at all times, or the index will not accurately measure the “average"
it purports to represent. It should be clear that no index can

in practice pass these tests. This tautology - that index numbers
are necessary abstracts that cannot be accurate representations

of costs - is called the index number problem.

The third source of error is that the wrong variables might be
included@ in the model. This includes the possibility of leaving
out the right variables. 1In the example of the l5-year forecast
described above, it is clear that the actuary left out some impor-
tant considerations about long-term changes when he made his 15-year
forecast. In ratemaking problems it is especially hard to know
what variables tc include. For example, should the Consumer Price
Index be used in rating Homeowners insurance because some Homeowners
losses involve consumer goods? Statistical tests can tell us

the probability that we will err by removing a certain variable,
but no test can tell us if we have included the right variables.
The fourth source of error is that the variables might be interrelated
in the wrong way. We may assume that simple relationships are
stable, when in fact they are changing. Or we may choose the

wrong relationship. There are many to choose from, even if there

are only two variables and the dependent variable (Y) is an increasing
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function of the independent variable (X). For example, the following

relationships (and others) are sometimes uged:

b
){t—.ac-b)(t !lt-a)(t
X
_ t b
Yt-a+b Yt=a+xt
xt 2
Yt-ab ‘1’(__=a~i-bxt
Yt = a+ bxt_:l - etc.
AYt =a+ bet - etec.
AY Axt
~— =a+b—-—— - etc.
Y X
t t

This picture is further complicated when there are two or more

independent variables.

In this respect, econometric models have been criticized sharply
for their inability to deal with the interrelationships of the

real world. According to Forrester (3):

"Our social systems belong to the class called multi-loop
nonlinear feedback systems . . . .

“A great computer model is distinguished from a poor one
by the degree to which it captures more of the essence

of the social system that it presumes to represent. Many
mathematical models are limited because they are formulated
by techniques and according to a conceptual structure

that will not accept the multiple-feedback-loop and non-
linear nature of real systems.”

System dynamics may provide a way to make models more realistic.
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Also, econometric models rarely predict the sudden changes that
can sometimes occur. It would be difficult to conceive of an
econometric model that would have accurately predicted Iran's
GNP in 1979, even from a vantage point in early 1978. Ancther
approach, called catastrophe theory, may be useful for predicting

sudden changes.

SYSTEM DYNAMICS

System dynamics is a way of mathematically describing the components
of a complex system S0 a8 to focus attention on the pressures

that build up in the relationship between the components. As

an example, consider a simple process of exponential growth in,

say, premium. An econometric model would view exponential growth

as a relationship between premium and time:

Pt = abt

System @ynamics would view this as a relationship between premium

at a particular time t and premium at an earlier time:

In this elementary example the econometric model and the system
dynamics model would both give the same answer. In practical

problems this will not generally be the case.

Once we have removed the limitations on the model relationships

that are inherent in econometric models, many economic and sccial
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systems can be modeled more realistically. System dynamics provides
for non-linear feedback mechanisms in the model. We shall refer

the reader to Forrester (3, 4, 5) for a large number of examples

and a detailed explanation of why this is so, but a simple example

from insurance will illustrate the point.

We are all familiar with the presence of underwriting cycles in

our business. Most students of the cycles have observed that

losses are growing at a relatively steady rate, while fluctuations

in premiums produce most of the cyclical effect. Stewart (13)

has explained the mechanisms involved:
"Like farmers, insurers meet a fairly constant demand for
what they sell. Even more than farmers, they can vary the
amount they sell rather finely and quickly. Later on they
may not like what was done with prices, underwriting and %50
forth - any more than farmers like what happens to their prices
when they all plant fencepost to fencepost. But the decision
to change supply can be carried out , . . .
"Por the main lines of insurance and for the industry as a
whole, we can call the turns in the underwriting cycle quite
reliably two years in advance . . . .
"BEven when warned, the individual insurer is trapped. He
can only lower prices in advance if willing to smooth the
cycle by giving up profits before the top. He can only raise
prices in advance if willing to give up customers before the
bottom. Either one is asking a lot of human nature and even
of good business sense."”

Econometric models (in the common use of the term) cannot deal

with this behavior. System dynamics is specifically designed

to deal with feedback mechanisms like this. The propensity to

raise supply when reports of profits are received and reduce the

supply when reports of losses are received is a feedback mechanism.
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The feedback loop for the underwriting cycle is shown in Exhibit II.
As the supply of insurance is increased faster than the demand
grows, profit fails. Wwhen current profits are falling from black
ink to red, insurers have the maximum accumulated profit. This

is one pressure to reduce rates. As losses cut into accumulated
profits, the insurer's capacity is reduced and it begins to restrict
the supply of insurance. Restrictions are tightest when accumulated
profits are at a minimum. An accurate model would also reflect

the effect of financial reports showing unprofitable underwriting
results, and perhaps the current practice of using five years'

of trended data in a standard rate filing.

Models that allow for negative feedback predict that cycles will
occur. In general, the response to a stimulus will be greater

than is needed over the long term, and the system will overshoot

its best long-term values, It will then respond to this error

by overshooting in the other direction. The results will be patterns
like those in Exhibit III. Exhibit III shows the patterns in

theory and an example from medical malpractice.

It is important to contrast this type of model with econometric
models. The model for workers' compensation written premium suggested
by Lommele and Sturgis was:
wpmt = 289,184 + 5,687.23(WAGEt) (PCt) (RA"'Et) (th)
where

WPRFMt = Written premium in year t.
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W):\GEt = Wages and salaries disbursed in billions of dollars in

year t.

PCt = pPercent of the work force covered by workers' compensa-
tion in year t.

RI\TEt ='Average countrywide rate level index in year t for
workers' compensation including law amendments.

woc = A wage offset calculated to reflect the effect of pay-

roll limitations for year t.

Clearly this model does not explicitly include any provision for
changes in the supply of workers' compensation insurance. This

is not merely a peculiarity of the model suggested by Lommele

and Sturgis, but is a characteristic of the type of model commonly
meant by the term "econometric model.® As Lommele and Sturgis
point out, future values of RATEt must be supplied by the analyst
and are not produced by the model itself. The analyst can reflect
in his estimate the effect of past values of RATEt, but this is
beyond the scope of the model. System dynamics is designed to
bring these considerations within the scope of the model so they

can be made explicit.

The history of system dynamics illustrates the major advantages
and disadvantages of the approach. The first applications were
in the physical sciences. The distance from the Earth to the
Sun is the result of the effect of a feedback mechanism (the law
of conservation of energy) on the movement of the Earth. This
distance varies regularly as in curve C of Figure II-A. Radio

squeal, the high-pitched sound one hears when changing stations,
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is the result of explosive negative feedback as in Curve A of
Figure II-A. The Automatic Frequency Control on FM radios is
an example of a damped cycle, like that of Curve B. FPluctuations
in the radio's tuning are damped out by this circuit. System
dynamics obviously works well when the real world can be modeled

accurately.

The first applications to economic problems were for manufacturing
firms. Inventories, employment levels, orders in process, rates

of delivery and other variables were successfully modeled using
system dynamics. The success was less complete than it had been
for physical systems, of course. It was more difficult to identify
the correct interrelationships in the industrial firm. Nonetheless,
interviews often developed the necessary information about why
orders were placed, why people were hired for overtime or laid

off, and so forth. According to Forrester (4), this application,

called industrial dynamics, has been generally successful.

System dynamics has also been applied to the economies of several
cities, to the production sector of the U.S. economy, and to the
world economy (c.f. Forrester (3), Mass (7) and Porrester (S)L
These applications have been useful in identifying the counter-
intuitive behavior of social systems. Por example, in a discussion
of urban dynamics Porrester (3) observed, "To try to raise quality
of life without intentionally creating compensating pressures

to prevent a rise in population density will be self-defeating.”
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Nonetheless, system dynamics has been much less useful in producing
practical recommendations for such social systems than for industrial
systems,

The major reason for this lack of success appears to be that the
predictions of the models are sensitive to the assumptions of

the model. Also, the limited experience of the builders of systems
dynamics models has not been enough to develop a set of assumptions
with which most planners will agree. Forrester (3), for example,
appears to assume that an increase in the quality of life will

lead to an increase in population, if all else is equal. Yet

many demographers have observed social systems in which a rise

in the quality of life was associated with a deéline in birth-
rates to replacement levels or below. Another assumption that
Forrester (3) made in his study of world dynamics was to include
medicine and public health as a part of industrialization. At

the same time, he assumed that increased industrialization would
lead to increased pollution and, in turn, to a decline in public
health. It is unlikely that an increase in medicine and public

health would directly increase pollution and ill health.

Second, the model framework for system dynamics predicts only
a few types of sudden responses. Other types of sudden responses
may take place that cannot be modeled using system dynamics.

These have been more accurately modeled using catastrophe theory.

- 666 -



In spite of the shortcomings of several recent applications, system
dynamics models are better than econometric models in certain
circumstances. One major area of use is in modeling parts of

the insurance business that are characterized by negative feedback
mechanisms. Underwriting is one example; insurers tend to increase
the supply of insurance when they are receiving feedback that

their capacity is at an unusually high level even though the result-
ing new business may be unprofitable. This happens for individual
lines such as medical malpractice as well as for insurance in

total.

Also, system dynamics models may be more useful than econometric
models if they provide a more accurate abstraction of the real

world. Models should teach as well as predict. If the limited

model structures of econometric models are not instructive, the

more flexible structures of dynamic models may provide the desired
insight. For example, the model Yt = abt may give the same prediction

as the model Y = bY

N E-1' but the latter may make the growth precess

more clear.

CATASTROPHE THEORY

Catastrophe theory is a mathematical model of some common types
of catagtrophes. For the purposes of this theory, a catastrophe
is a special kind of event or result: an abruptly changing effect
resulting from a continuously changing force. There is a catas-

trophe in the making whenever the straw can break the camel's
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back. An example from Zeeman (15), with due credit to Conrad Z.

Lorenz, is of aggression in a dog. As Van Slyke (14) wrote:

°. . . It can be observed that gradually increasing fear

in the emotional make-up of a slightly angered dog will result
in only a slight change in that dog's behavior. (We assume
here that the dog is not angry enough to attack.) This gradual
change will continue until at some level of fear the dog will
suddenly turn and flee; that is, the increasing fear will
at some point cause a sudden change in the behavior of the
dog. This special type of catastrophe is only roughly similar
to our usual uses of the word. For example, bridge collapses
and buffalo stampedes are catastrophes in either sense of

the word; an outbreak of a contagious disease would not be

a catastrophe covered by this theory.”

In catastrophe theory the dependent variable may be abruptly changing.
The independent variables, on the other hand, are changing smoothly.
In the case above, the independent variables were fear and rage

or anger. An attractor is analogous to a dependent variable,

but can include a whole set of behavior attributes. It is a stable
or equilibrium state of behavior. For example, at a certain level

of both fear and rage, the dog had one stable pattern of behavior:

to stand snarling; or to flee; or to do something else.

van Slyke cites as an even clearer example of an attractor an

example Zeeman gives of tropical fish:

"Some tropical fish exhibit territorial behavior, building

nests, defending these nests from foes and using them as sanctuaries.
A fish of this type, if foraging away from its nest, would

flee from a larger fish. It would contlnue to flee until

it reached an unseen boundary near its nest that we call its

defense perimeter. Upon reaching the defense perimeter, the

fish would turn and defend its nest. Similarly, a fish near

its nest would defend that nest out to what we might call

an attack perimeter. There is a pattern of behavior that

causes the fish to turn and defend when it reaches the defense
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perimeter and that causes the same fish to advance and attack
so long as it stays within its attack perimeter. That pattern
of behavior is an attractor. Although other behavior might
be exhibited by the fish, the attractor is far and away the
behavior that is most likely."
Catastrophe theory can be illustrated with an insurance example.
Consider the insurance or self-insurance of losses. A move to
self-insurance often results in a rapid reduction of insurance
premiums by 50% of more. As the costs of using insurance to provide
for losses increase with the growth of a business, the business
is more and more likely to establish a self~insurance program.
Osually the business will not establish the self-insurance program
until well after the time that self-insurance becomes financially
advantageous. Then it will keep the self-insurance program, even

if the financial advantages diminish (perhaps because of a softening

of insurance markets or a reduction in the size of the business).

Catastrophe theory can be useful in describing situations having
five particular qualities. Pirst, a catastrophe exhibits behavior
that has two likely states. 1In the case of self-insurance, the
likely states a:‘e insurance and self-insurance. Second, a catas-
trophe exhibits sudden transitions between these states. The
transition to self-insurance takes place on one particular day
when the amount of insurance is reduced. Third, in a catastrophe
the place of the transition between the states depends upon the

direction that the behavior is changing. For this reason, the
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financial advantage required to begin a self-insurance program

is less than that required to continue it. A fourth quality of
catastrophes is that they lack a middle ground of behavior. Usually

a significant self-insurance retention is taken, if any. The

fifth and last quality of catastcophes is that a very small change

in the initial conditions can result in a very large change in

behavior. For example, if a business felt that the costs of insurance
were great, a slight rate increase could trigger a move to self-insurance.
1f, on the other hand, the business had been satisfied with its
insurance, the same rate increase (or the same resulting rate

level) could produce no change at all.

Econometric models, system dynamics models, and catastrophe models

can be contrasted by imagining the possible values of the dependent
variable as points on a surface. Exhibit IV attempts to illustrate
the major differences between the three approaches, without attempt-

ing to provide any further explanation of theory.

Exhibit-IV-A illustrates the basic premise of econometric models:

that things will continue to change according to some preordained
pattern., Every movement in the independent variable produces

a change in the dependent variable according to a preset relationship.

The relationship is embodied in the surface shown in the exhibit.

In system dynamics models, all of the variables are functions

of time and of one another. Imagine a marble rolling along a
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trough (see Exhibit IV-B). The helght and sideways displacement
of the marble, and the speed of the marble in each direction,

are tied together in a relationship that does not change over
time. In the case of a marble rolling in a trough, these factors
are related by physical laws dictating that the total energy of
the system is constant. If energy is removed from the system
(perhaps by friction), the marble's path will be a damped cycle.
I1f energy is added (as a child pumps a swing), the marble's path
will be an explokive cycle. Of course, economic models are much

more complicated than this example.

In catastrophe models, the dependent variable depends on the values
of the independent variables and the past history of the system.

The interrelationships are visualized as a folded surface. In

the path shown in Exhibit IV-C, a catastrophic drop in the dependent

variable has occurred when changes in the independent variables
have moved the system over the edge of the fold (solid path).

Had the independent variables changed 'in a different way (dotted

line}, the same final values would have been reached for all variables

without a catastrophic change. Also, the same values of indepedent
variables can be associated with different values of the dependent

variable, as illustrated by points A and B. Whether the dependent

variable will be at A or B depends on the history of the independent

variables.
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Zeeman mentions uses of catastrophe theory in the fields of behavioral
gcience, as indicated by these examples, and biology, physics,

engineering and the development of a science of language.

Catastrophe theory is new. Although it hasn't been used in insurance,
it should be useful whenever the five qualities of a catastrophe
are present. The field is so wide that examples come easily,

e.g., the formation of captives and doctor-owned insurance companies.

CONCLUSION

Econometr ic models are useful tools for actuaries. They can offer
many advantages, especially when used as a tool in short-term
forecasting. These advantages include their objectivity, which
permits a division of labor, greater credibility with regulators,
and cumulating knowledge; mathematical explicitness, which allows
the analyst to identify the causes of poor predictions, efficient
use of computers and a consistency among the elements of the forecast;
and the use of non-insurance data, which provides more credibility
with laymen, a more defensible explanation of cost changes, possibly
earlier warning of turning points, and greater accuracy by reducing
the analyst's reliance on immature loss data. Econometrics is

not obsolete.

Nonetheless, it is not the most sophisticated forecasting tool

available. The best model is the one that best represents the

relevant qualities and relationships in the real world. This
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may be an econometric model. But in some problems it is important
to recognize that the variables are all interrelated, aand that

a change in one causes feedback to the others. 1In other problems
it is important to recognize that catastrophic change can occur,
and that the effect of the economic environment may depend on

the history of that environment. In these cases, the more sophisti-
cated models of gystem dynamics or catastrophe theory may be better

than econometric models.

Most important of all, the models are just tools. Because they
will always fail to recognize the complexities of the real world,
they must be just a part of the forecasting process, not a replace-

ment for it.
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Regression Equation:
Y = 1.050 . 1.156™

R? = .938

52 = .07

F - score = 332.7

Projection for x = 180:
y = 2.2574 x 101!




Exhibit I-B.
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Regression Equation:
Y = -3.155 + 1.030x

R? = .934

s?=3.92

F - score = 311.7

Projection for x = 180:

y = 182.32
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Exhibit 1-C.
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Regression Equation:
Y = .467 - x1-1%73
R? = .860
52 = .16
F - score = 134.6
Projection for x = 180:

y = 180,82
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Exhibit III

Exhibit III-A.
Typical Responses of Negative-Feedback Systems

Value

Cycles Can be Explosive (A), Damped (B) or Steady (C).

Exhibit II1I-B.
3-Year Average Loss Ratios for Medical Malpractice, 1961-1977
(One Carrier in One State)

T T T T T T T v T T T T T T L

1961 1966 1971 1976

Three-year averages are shown because the insurer's underwriting policy
did not change as often as annually. Also, the small volume of losses
masgks this pattern if individual years are considered.

- 678 -



Bxhibit IV
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1v-C. Surface of Opportunities in Catastrophe Theory
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1S ECONOMETRIC MODELING OBSOLETE?
BY OAKLEY E. VAN SLYKE

REVIEWED BY MICHAEL FUSCO
Mr. Van Slyke's paper presents a discussion of econometric
modeling in a fairly general way. I would have preferred to
see more on possible specific applications to insurance pricing,
especially with regard to the more sophisticated techniques of

systems dynamics and catastrophe theory.

But one can hardly disagree with Mr. Van Slyke's conclusions;

namely:

1. Econometrics is not obsolete.

2. The more sophisticated models of systems dynamics or

catastrophe theory may be better than econometric models.

3. Models are just tools, to be used to enhance the forecasting

process, not to replace it.

1 would like to discuss these conclusions one at & time.
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ECONOQMETRIC MODELS

Mr. Van Slyke's definition of an econometric model is "a mathe-
matical representation of economic relationships using linear
equations.” This is accurate and the equation he cites relating
wages and medical costs to Bodily Injury Claim Costs is a good

example of such a model.

However, later he refers to an example where the independent
variable is related only to a measure of time. This, which
we might recognize to be historical trend data fitted to a
least-squares line, is too simple an example and 1 believe
would not be considered by an econometrician to be an econome-~
tric model. The key element that is missing is an econromic in-
dependent variable. Time is often a parameter of the equation
because we hope to use the model to forecast a value for a
certain time period, but time cannot stand alone as the econo-

mic independent variable.

Mr. Van Slyke cites several advantages to the use of econome-
tric models, but neglects to cite disadvantages. His sub-heading
"Disadvantages" should really be termed "Shortcomings of
Econometric Modeling Techniques." Perhaps there are no real

disadvantages, but 1 would hope one day an analysis could be
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performed to determine if the benefita derived from econometric
models have been worth the cost and/or whether the laymen really
finds a model to be a more understandable explanation for why

his insurance rates are increased.

Mr. Van Slyke appropriately lists the reasons why models
can produce poor forecasts - bad forecasts of independent
variables, the index-number problem, wrong variables included,
wrong equations assumed. There is no question that errors can
and will occur; hopefully, by continually updating data and

testing models, these errors can be minimized.

1 can't resist relating what the defenders of the Consumer
Price Index have said on the index-number problem. It is not a
problem with the index for the index is exactly what it purports
to be. It measures changes in cost of a fixed market basket of
goods. Rather, it is a problem with those (actuaries, economet-—

riciana, etc.) who choose to misinterpret the index.

While the tone of Mr. Van Slyke's remarks seems to imply that
he is going to conclude that econometric modeling is obsolete,
he does not and cites it as a valuable tool. I am not surprised
by this conclusion, nor do 1 disagree with it, but almost wish
he had rendered it obsolete to see what reaction this would

have generated within the Casualty Actuarial Society.
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SYSTEMS DYNAMICS AND CATASTROFHE THEORY

Mr. Van Slyke concludes that these techniques may be better
than econometric models. I can agree with this conclusion but

put strong emphasis on the word 'may."

The deacription of situations that lend themselves to the
application of catastrophe theory was clearer to me than
that given for systems dynamics. However, in neither case was
I convinced that there 1s a real property/cas;alty pricing

problem that can be solved through these techniques. Perhaps

the reader can provide examples.

Also, I wonder if the dividing line between econometric modeling
and systems dynamics is a clear one. Econometricians who are
making predictions of underwriting results are generally
starting with given loss and expense ratios and making vari;us
agssumptions on the future changes in losses, expenses and
premiums. However, the econometrician may use a statistical
model of rate level changes based upon the loss and expense
ratios of prior years. As a result, an interactive system is
developed; underwriting ratios are used to predict rate level

changes which are used to predict underwriting ratios, etc.
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This interactive set of models is common in large econometric
models. Would Mr. Van Slyke consider these types of models

econometrics or systems dynamics?

Does the econometrician give any recognition to more or less
restrictive underwriting patterns in his assumptions on loss
changes? Does he include any consideration of a changing
regulatory enviromment in his assumptions on price changes?
Perhaps he does so more in a judgemental manner and less in a
systematic manner than Mr. Van Slyke would want Ln order to
call this systems dynamics. Nevertheless, I do not find cthe

two techniques to be mutually exclusive.

It would be a worthwhile exercise to check the advantages
Mr. Van Slyke listed for econometric models against systems
dynamics and catastrophe theory to see if they still apply.
Credibility to the laymen seems to be a tougher one to justify.
Otherwise, we are forced to accept Mr. Van Slyke's conclusion
on faith alone. I am willing to accept the surface area
configurations on Exhibit IV, but have not accepted that there
exists a property/casualty insurance product that looks Llike

figure IV~C.

- 6B5 -



A TOOL TO ENHANCE PORECASTING PROCESS

I am in complete agreement with Mr. Van Slyke in this area.

He hopes that whatever models are used, they be instructive
as well as predictive in nature. At times, plugging different
asgsumpt ions into our equations tells us something new. The
range of predictions can often reveal how sensitive our
dependent variable is to a particular independent wvariable,

of course assuming that our model itself is reasonably accurate.

But as Mr. Van Slyke notes, the model itself often must be
adjusted. This is not to say the wodel is bad, but rtather
that it is an imperfect tool. In an econometric model IS0
developed, the number of small cars on the road was used to
reflect the magnitude of a collision. The first measure of
this we adopted was an imported car ratio. However, as the
number of small domestic cars increased, this measure became
inappropriate and we switched to a measure of compact cars.
This measure, too, was eventually discarded as the definition

of compact cars changed.
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The fact that models must be adjusted is not a reason for rejec-
ting modeling techniques. Rather, it points out the need for
careful construction of models and monitoring of their effective-
ness. No one is suggesting that the model be used without the

application of judgement.

CONCLUSION

In conclusion, I enjoyed reading Mr. Van Slyke's paper and
recommend it to anyone wanting a description of econometric
modeling techniques. His contribution to the CAS literature
should motivate readers to delve into specific pricing applica-

tions.
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INTRODUCTION
The escalating inflation of the past decade epawned complaints about
more than just overall insurance rate increases. Unlike most other
products, insurance costs depend upon buyer characteristics, so
questions of fairness have naturally arisen as some insureds were
confronted with four digit auto insurance prices along with double
digit inflation. "Affordability", "availability", and "social
acceptability” all became buzz-words of the late seventies.
In particular, regulators, legislators, and other consumer advocates
have focussed increasing concern on the third requisite of virtuelly
every state's mandate on insurance rates, that they '"not be unfairly

discriminatory".

Some critics have claimed that insurance rating methods, and classi-
fications specifically, should be sensitive to consumer perceptions
about what is fair. They suggest that classifications possess
qualities of reliability, causality, controllability, separation and
incentive value. Some of these proposals might be essential to the
insurance process, while others may be merely sound business advice,

and still others might only be consumerist rhetoric.

A search through insurance and actuarial literature does not find an
gbundance of historical resource material relevant to, or in the
language of, these current issues. Some of the more persuasive
reformers have, in fact, coined new phrases and fashioned new
literature as the basis for change. From a social standpoint, some
of the espoused changes may be genuine attempts to solve afford-
ability problems in what is intended to be & "fair" manner, but if
the resulting mechanisa violates the principles of insurance, it is
not an insurance program. Therefore, it might not be under the

jurisdiction of a state's insurance regulation.
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A recent insurance monograph by Professor John Long elaborates on the
problem.1

"It is fashionable to be critical of insurance theory and to
bleme the ills of the insurance marketplace on the shortcomings
of insurance theory. For example, one point of view is that
the purpose of the insurance industry is to serve the needs of
the public and that any inability of the industry to do so
means that something is wrong with the underlying insurance
theory... This point of view is questionable, whatever concept
one holds about the nature of theory...

"A case in point has to do with exposure to flood loss... The
Congress has seen fit to provide a subsidy to eligible people
who participate in what is called the national flood insurance
program. This program raises the question of how much 'nen-
fortuitous' transfer of funds can occur in a transaction
without causing the transaction to be something other than
insurance... In the author's judgment, the federal flood
program exceeds such limit and, therefore, is a type of welfare
rather than a type of insurance. This classification is not to
imply that because the flood program is not insurance it is
'bad'. The only point being made is that the subsidy for all
participants by the taxpayers as a whole is so large that the
arrangement is not insurance. Calling something insurance does
not necessarily imbue it with the characteristics associated
with insurance."

It is important therefore to distinguish those qualities which some
would like to see an insurance classifiction system poasess to
achieve alternative goals, from those which are necessary and suffi-
cient conditions, or standards, which flow from the nature of
insurance. The purpose of this paper is to develop a set of these
astandards for insurance classifications, which have been implicitly
used, or should be used, to evaluate compliance with insurance
statutes.

NATURE OF INSURANCE
The purpose of insurance is to protect an insured from & large and
fortuitous financial loss. It is achieved by contractually transferr—
ing the insured's uncertainty of loss to the insurer for the certainty
of a smaller payment called the premium. This uncertainty of lass
is called risk.

John D. Long, "Soft Spots in Insurance Theory", Issues in Insurance,
Vol. II, 1978, P. 444. 690



Since the insurer assumes the individual insured's risk of loss, the
premium should be fundamentally based upon the expected value of the
insured's loss. The expected loss for an insured is the probability of
his having an accident or a claim times the average cost of that claim.
The premium should also include the expense of servicing the policy
plus a margin for profit and contingency as a reward for the risk
taking. The amount of this profit margin should depend upon two basic
factors, the ability of the insurer to estimate the expected (or
average) loss of the individuals insured;2 and, second, the amount of

overall reduction of uncertainty accomplished by the pooling process.

Insurers are not, of course, trying to predict the actual losses of
each insured, only the expected loss. It is the variation of an
individual's actual losses from his expected loss that motivates his
purchase of insurance, while the variation of expected losses from
individual to individual that motivates insurers to price insureds

differently.

Although from an insured's standpoint, the essence of insurance is the
transfer of risk, a further value of insurance for society is the
reduction of overall risk or uncertainty by pooling many insureds

independently exposed to loss.

Now, cthese risks in the pool do not have to be exactly the same types
of risks for insurance to work, as witnessed by the success of Lloyd's
of London, with a multiplicity of risks no two of whom way have been
the same over the years. And certainly, insureds who are inherently
different risks should not have to pay the same for the insurance
There is obviously more risk involved to the insurer than dis-
tinguishing one insured from another. The uncertainty of next

year's inflation level, for example, affects the expected cost of
individuals, but more or less to the same degree.
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process to work. But pooling works especially well within a giveo line
of insurance, like private passenger auto insurance, when enough inde~-
pendent risks are pooled such that it is virtually impossible that
they all will have accidents in the same year. In fact, the more risks
that are written, the closer reality comes to the expected. This
intuitively expreases the "law of large numbera".3 Its first and
perhaps best known application allows insurers to have more confidence
that, once each risk has been reasonably priced, the actual losses
on all those risks combined or pooled will come reasonably close to the

combined expected losses at the end of the year.

This does not say that the pooling of risks is the same as pooling of
losses. This latter term somehow may connote that everyone should
share the costs equally. Insurance can work just as well even if every
risk had a different expected loss, as long as you can reasonably

estimate the expected losses.

Likewise insurance does not require that each classification must be
large enough to stand on its own. This fallacy says that individual
classes cannot share the risk among other classes.4 It would also

deny the ability to summarize across classes to gain additional in-
formation about other classes, such as pooling classification in-
formation within territory to determine territory rates, or territeries

within state to determine statewide rate levels.

3 See D. B. Houston, "Risk, Insurance, and Sampling", The Journal of
Risk and Insurance, XXXI No. 4, 526-530.
4

See Stanford Research Institute, The Role of Risk Classifications in
Property and Casualty Insurance, Final Report, May 1976, p. 63:
"Confusion surrounding the term 'classification' stems also from an
association with the concept of pooling of risks to reduce the
aggregate risk. Many people feel that the essence of classification
lies in having large classes, the members of which share the total
risk of the class (and supposedly do not share the risk of any other
class). According to this incorrect view, classes must each have
many members to pool risks; classes with too few members are therefore
not 'credible' and are assumed to violate the basic principle of risk
sharing."
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Furthermore, some may believe that insurance is an instrument of
social policy to compensate victims. This view treats the premiums
as merely a means of accumulating funds to pay out losses in ways
possibly fundamentally different from the relative risk that each
insured presents to the pool. But trying to do something noble via
the premium collection facilities of insurers does not make the
resultant mechanism insurance, (as earlier cited). Insurance is
what it is - the transfer and reducticn of risk; it is not & tax to

redistribute wealth.

Thus, the expected loss of the individual 1is important to the
pricing of insurance. But, being inherently unknowable, even by the
insured himself, how do insurers infer this vital quantity? There

are three basic methods.

First, they may use wisdom and experience as an underwriter in
exércising informed judgment about the nature of the insured and the
exposure to loss and attendant hazards. This is not the most
accurate method but it is sometimes the only one available. From an
insured's standpoint, with a complicated risk desired to be trans-
ferred, as long as both parties agree on a price, the insurance

mechanism is working.

The second method of inferring individual expected loss is to
observe the insured's actual losses over a long period of time.
This gains certain additional information, picking up more of the
subtleties of the risk that could not be obtained by logical,

informed judgment. (This is analogous to experience rating versus
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schedule rating.) However, once obtained this information may be
outdated, as the risk to be insured next year may have changed
substantially. Furthermore, depending on the frequency of accidents,
it may take twenty to thirty years of observation to infer correctly,

given the dominance of randomness in the accident occurrence process.

The third method of inferring expected losses is to observe the
experience of a group of similar risks over a much shorter and more
recent period of time. These groups of similar risks are called
classifications. Furthermore, the group observation process also
involves the second use of the Law of Large Numbers. The first use
was that if you know the expected losses in advance, then the actual
losses will tend to approximate the expected at the end of the -

year for the insurance enterprise as a whole.

However, by observing a smaller number of similar risks over a short
period of time you have more confidence you have closely estimated the
expected losses of the individuals in advance. This is especially
important if the set of insureds can change from one year to the

next. (This process of classifying is analogous to using stratified
random sampling to gain more information when the size of the total

sample is limited.s)

There are some who feel that group inference for an individual
member of a group is unfair per se, no matter how the groups are
defined., This would seem to prohibit the use of any statistical

based knowledge throughout society, and is contradicted by all

> Houston, p. 534. Author's Note: If the classes are fairly
stable over time, they do not even need to have similar expected
losses for the individuals within in order to gain a good estimate
of the class average expected losses. Merely the variance of
actual losses from the mean for each individual insured in the
class should be similar. This results from the fact that insurance
classification reviews use all the risks insured in each calss.

- 694 -



ingurance statutes which allow, or even mandate, the use of classi-

fications. The SRI also clearly addressed this:

"...the opinion that distinctions based on sex, or any other
group variable, necessarily violate individual rights reflects
ignorance of the basic rules of logical inference in that it
would arbitrarily forbid the use of relevant information. It
would be equally fallacious to reject a classification system
based on socially acceptable variables because the results
appear discriminatory. For example, a classification system
may be built on use of car, mileage, merit rating, and other
variables, excluding sex. However, when verifying the average
rates according to sex one may discover significant differences
between males and females. Refusing to allow such differences
would be attempting6:u distort reality by choosing to be
selectively blind."

CLASSIFICATION STANDARDS
So insurance classifications are seen as needed in the pricing of
many kinds of insurance, helping to reduce overall risk, as well as
enabling insureds to pay in proportion to their relative hazard of
loss. If there were no reflection of these relative costs by an
insurer, it could risk insolvency if the distribution of exposures
changed substantially. At a minimum, such an insurer will require
a larger margin for profit and coatingency to offset the much

greater chance of adverse underwriting results.

At this point, it is important to distinguish risk classification
from risk selection. Risk selection determines both the general
(via market ing) and a more specific (via underwriting) set of
insureds with whom the insurer decides to enter into a contractual
relationship 7 and whom the classification system must price

according to its predetermined criteria.

b SRI (1976), p. 91.

7 In some lines and states, a shared (or so called involuntary)
market exists which requires participation by insurers in order to
write voluntary business. This helps solve an availability
problem for those not "selected" by insurers under usual markets.
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Given the preceding, the variasbles comprising a classification
system should be chosen so that & set of genersl standards or
conditions are met (in addition, of course, to any expressed statutory

requirements regarding fair discrimination).

1) Similar risks should be assigned to the same class with
respect to each variable; coversely, dissimilar risks
should be assigned to different classes, so that there are
no clearly identifiable subsets with a significantly
different loss potential or expected loss in the same

clasa‘a

2) The common characteristics used to identify insureds as
similar should reasonably relate to the potential for, or

hazard of, 1053.9

3) Next, the classes should be exhaustive and mutually ex-
clugive; that is, an individual should belong to at least

one, but only one class with respect to each rating variable.

4) There should be clear and objective phraseology in the
definition of classes, so that there exists no ambiguity as

to what class an individual insured belongs.

5) An insured should not be able to easily misrepresent or

omanipulate his classification.

8 It is important to stress the words "clearly identifiable" when
dealing with the alleged overlap or heterogeneity of certain
classes.

9

This is different from, and yet related to, what gome others
have used as the notion of causality, and will be covered in the
section on Non-Standards.

- 696 ~



6) The cost of administering a rating variable should be

reasonable in relation to the benefits received.

7) And finally, to the extent possible, the class rating
factors should be susceptible to measurement by actual

insurance data.

These seven standards actually fall into three broader categories
which can describe a set of necessary and sufficient conditions for
insurance classifications: 1i.e., homogeneous, well-defined, and

practical.

Homogeneous

More homogeneous classes will take fewer risks to obtain reasonable
estimates of expected costs, and will minimize the ability of
competition to skim of f better than average risks thus changing the

ult imate costs.

The "reasonable relationship" standard is also a way of avoiding
spurious measures which likely have potentially identifiable subsets.
0f course, if a strong statistical correlation persists over time,
with no emergence of practical subdivisions, then the degree of

perceived reasonableness may be enhanced over time, as well.

Homogeneity is also undergoing some current debate as to the possi-
bility of statiatical measurement.l0 While the scope of this

paper precludes entering that debate, it is helpful to recall that
one of the reasons for clasgification is the impossiblility of
knowing a risk's true expected loss or accident likelihood. Given

10 See Richard G. Woll, "A Study of Risk Assessment", PCAS LXVI,

1979.
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the randomness of accident and loss occureence, and the fact

that statistical tests must use actual loss distributions for
individuals, it may be difficult to gain more than a glimpse or an
insight into possible distributions of accident likelihoods within
class. This is especially true since assumptions must also be made
about the functional form of the accident likelihood model (as well

as of the loss severity model).

Furthermore, the real test of howogeneity is in the most refined

classification cell, not in the separate variables used in combination

to classify the risk. It is also not necessary (or even likely)

for a classification to have identical expected lossea for all risks
within the class, even if true individual risk accideat likelihood
were "knowable". Finally, even if inferences can be made about a
possible distribution of expected losses within a classification,
the lower expected loss insureds deduced to exist are not in any way
identified (or identifiable) to the insurer or even known by the
risks themselves. Therefore, it is bordering on a philosphical game
to assert that such a class is too hgterogeneous, and is therefore

not permissible.

The SRI spoke to that fallacy as follows:

"Indeed, the rationale that proscribing the use of certain
rating variables is in the public interest because, under
imperfect risk assessment systems, actuarial fairness is not
achieved for some ~~ albeit unidentifiable - individuals is
fundamentally contradictory. It promotes a remedy for unfair-
ness to some that increases the unfairness Tyerall (by the aame
actuarial yardstick) and redistributes it."

11

SRI International, Choice of a Regulatory Environment for Automobile

Insurance, May 1979, p. 58.
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Well-Defined

The second broad standard is that of being well-defined, and helps
to ensure that each risk is actually placed in the right classifi-
cation and to avoid unequal application of the classification
system. The "exhaustive" quality allows more risks to be accepted
and, once accepted, gives a complete method of rating them. "Ex-

clusivity"

precludes two different rates for the exact same risk.
“No ambiguity” also prevents unequal treatment of the same risk,
while protection from misrepresentation by insureds will keep the

statistical data consistent as well as enhancing the equal treatment

of insureds.

Practical

The dictionary definition of practical refers to "workable, useable,
and sensible” and the final two standards deal with these goals.
Being cost-effective is important because an inefficient system (or
even attempts to be too precise) could increase total costs beyond
the value of the information to be obtained. If, for example, it
costs an insurer ten dollars on each policy to find only a small
portion of risks who could save twenty dollars, it is not worth the

effort.

In final perspective, one of the advantages of classifying was to
use the Law of Large Numbers on actual observed experience of the
past instead of relying on pure business judgment. If there is no
method or attempt to test class average prices by actual data, the
system is tantamount to schedule rating. Of course, whether or not
a classification rating factor is tested frequently depends upon Che
likelihood of change in a short period of time, and the relative

size and importance of the rating factor.
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NON-STANDARDS
In this paper, the word "standards'" has been used to denote a set of
necessary and sufficient conditions for insurance classifications,
consistent with the nature of insurance as well as insurance statutes.
However, the dictionary definition also includes "a basis of com-
parison in measuring or judging... quality." It is possible or
indeed likely that other characteristics of classification may be
desirable. Failure to include these in the basic standards means
that it is felt that their presence is not required to render the

classification system valid and appropriate.

Two different qualities that have been recently espoused are actually

correlatives - controllability and incentive value. By controll-

ability is meant the ability of an insured to determine by his own
efforts (presumably consciously) the class to which he is assigned.
If that quality is present, it is argued, the insured will have the
incentive to change to a lower rated class and thus reduce his own

losses as well as the losses of the overall system.

One can sympathize with a risk that presents a much higher hazard,
over which it has little or no control, but to deny use of that
criterion, and make others with lower inherent risk subsidize the
higher risk is, in effect, a denial of reality. In workers' compen-
sation insurance, for example, the logging or lumbering industry has
an inherently higher risk of injury to workers than clerical office
type work. Not to charge for that difference would be to contradict
the essence of classification. Similarly, age in life insurance is
an essential classification, yet is obviously uncontrollable.
Controllability therefore is an extraneous add-on, which has benefits

primarily in the area of publie understanding.
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Incentive value slso has public appeal, and in i;s obverse may be
important to the overall insuring process. Whether it be classifi~-
cations or exposure base, ar indeed the existence of insurance, the
presence of an insurance contract should not encourage a laxity
towards loss control or create a moral hazard of exaggersted or

false claima.12

While incentive vglue could be a noble addition to & rating system,
it is not a necessary one, nor should classification plans be judged
by it as a standard. Personal lines risks, for example, cannot be
easily subjected to loss prevention measures like large commercial
risks. Even so-called "merit rating" in automobile insurance may be
nothing more than a rtheoretical incentive to prevent accidents. Few
drivers wear seat belts despite the life saving evidence, so the
prospect of saving a few dollars of insurance surcharge certainly
will not induce the modification of driving behavior. In a DOT
Study, a major conclusion in this area was also reached: "As long
as deterrent measures concentrate on a punitive approach to the

correction of 'driver error,’

13

they are likely to remain relatively
ineffective." (Of course, once an accident occurs, the fear of

a surcharge may affect the reporting of accidents and submission of
collision claims, but that may be in conflict with the liability
insurance policy "condition” requiring notification of accidents).

12 C.A. Williams et.al., Principles of Risk Management and Insurance,

Vol. T, 1978, p. 128.

13 U.S. Department of Transportation, Causality, Culpability and

Deterrence in Highway Crashes, 1970, p. 245.
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Caugality is also recently cited as a desired quality for clessifi-
cat ions to possess, defined as follows: 'the actual or implied
behavioral relationship between a particular rating factor and loss
po:ential."lh The use of the term "behavioral' makes this difficulc
to accept as a standard, because living in the river valley does not
cause the river to flood, yet certainly increases the hazard involved

in flood insurance.

Merit rating in auto insurance 1s almost totally non~causal. The
fact that an insured has been involved in a past accident does not
behaviorally cause him to get in the next one or even to have become
a worse driver. And yet the same critics of current rating cite past

accident record as an ideal rating variable.

instead, a reasonable relationship to the hazard of loss, without
such a rigid chain of causality or behavior, is more appropriate.
As the earlier mentioned DOT Study concluded: "...driver responsi-
bility for crashes is rarely unilateral and is often impossible to
isolate from the multiplicity of causes involved in almost every

crash."15

By classifying risks, an insurer does not seek to determine the
cause of the accidents. To the extent high risk insureds are
identified, society may benefit by focussing attention on the need

for possible remedies.

14 "Final Report of the Rates and Rating Procedures Task Force" of

the (NAIC) Automobile Insurance (D-3) Subcommittee, November
1978, p. 5.

15 bot, p. 209.
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"a measure of whether classes are

Separation has been defined as
sufficiently different in their expected losses to warrant the
setting of different premium rates.“l6 This deals with the
so—called "overlap" question where it is felt that if one class rate
were close to another, some insureds in the first class would have

accident likelihoods close to those in the second class, and there—

fore may be mis-classified.

This is related to the homogeneity question. If the insureds who

supposedly deserve to be in the second class are not identifiable,

then it is questionable whether you can call them mis-classified.
Secondly, classifications with mean rates close together are not -
undesirable, if the hazard being reflected is 8 gradual one.
Finally, even if some insureds in a $300 rated class truly deserve
to be in a $305 class, the system is still working well from a
cost/benefit standpoint. Therefore, the concept of separation does

not appear very useful in the context of classification standards.

Reliability has also been a term which includes qualities that are

. . . . 1 .
objective, clearly defined, and easy to verify, ? all of which
are consistent with the standards earlier mentioned, and about which

there is little or no controversy.

However, social acceptability and admissibility are terms which

connote a variety of wmeanings and contexts regarding the use of
insurance classifications. By way of perspective, it is one thing
to give advice as to the public's view of certain rating variables

among alternatives of equal value. It is quite something else

1 s .
6 Division of Insurance, Commonwealth of Massachusetts, Automobile

Insurance Rigk Classification: Equity and Accuracy, 1978, p. 3.

17 Massachusetts, p. 3.
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to say that the unpopularity of some variables, as perceived
subjectively by some, or even through public opinion polls, pre
their use. Rate adequacy and public acceptability are often in

conflict.

The earlier cited SRI Report suggested that insurers choose varis
among the set of possible ones, without loss of precision, that a
clearly explainable to the public, provide incentives for loss
prevention, and are adjusted to social mores. 18 That this was
meant as sound business advice, rather than a set of necessary

conditions, is illustrated by their comments on the very next page:

"On the other hand, the opinion that distinctions based on sex,
or any other group variable, necessarily violate individual
rights reflects ingnorance of the basic rules of logical
inference in that it would arbitrarily forbid the use of
relevant information. It would be equally fallacious to reject
a classification system based on socially acceptable variables
because the results appear discriminatory. For example, a
classification system may be built on use of car, mileage,
merit rating, and other variables, excluding sex. However,
when verifying the average rates according to sex one may
discover asignificant differences between males and females.
Refusing to allow such differences would be attempting to
distort reality by choosing to be selectively blind.

"The use of rating territories is a case in point. Geographical
divisions, however designed, are often correlated with sociodemo-
graphic factors such as income level and race because of

natural aggregation or forced segregation according to these
factors. Again we conclude that insurance companies should be
free to delineate territories and assess territorial differences
as well as they can. At the same time, insurance companies
should recognize that it is in their best interest to be
objective and use clearly relevant factors to define territories

lest they be accused of invidious discrimination by the public".19

Moreover, in a later work, the SRI clearly stated: "The regulator's
determination of what is unfairly discriminatory should relate only
to the use of varisbles whose predictive validity cannot be

18

1 SRI Report, 1976, pp. 89-90.

9 SRI Report, 1976, p. 91.
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substantiated and to unequal application of a classification
020

system. Furthermore, they put the context of extreme

social intolerability in the legislative arena:

"One possible standard does exist for exception to the
counsel that particular rating variables should not be
proscribed. What we have called 'equal treatment' standard
of fairness may precipitate a societal decision that the
process of differentiating among individuals on the basis
of certain variables is discriminatory and intolerable.
This type of decision should be made on a specific,
statutory basis. Once taken, it must be adhered to in
private and public transactions alike and enforced by the
insurance regulator. This is, in effect, a standard for
conduct that by design transcends and preempts econcmic
considerations. Because it is not applied without economic
cost, however, insurance regulators and the industry

should participate in and inform legislative deliberations
that would ban thEluse of particular rating variables as
discriminatory.”

Admissibility, as per the Magsachusetts definition, begins with
federal and state statutory requirements regarding discrimination

and privacy, but continues in the social acceptability vein:

"There are also distinctions that, while not clearly illegal,
are being increasingly questioned. These include sex, income,
and marital status. Clearly, it is preferable to avoid such
distinctions. Distinctions are best able to meet the text of
admissibility if they are within an individual's ability to
control and are causally related to the probability of loss.
It would be undesirable, for example, to charge higher rates
for redheads than brunettes even if it could be shown statis-
tically that people with,ped hair have more accidents than

. bty 12
those with brown hair.

Use of the words "preference" and "desirability", from a perception
of the public's view and using popular intuition about controll-
ability and causality, again confirms that this characteristic is in

the form of business marketplace advice. Insurers who can combine

2 : : :
0 SRL International, Choice of a Regulatory Environment for

Automobile Insurance, May 1979, p. 93.

2 gp1, 1979, p. 96.

22 Massachusetta, 1978, p. 4.
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sound and relevant rating variables with the public's view of what

is better will obviously be more successful. However, unless or
until pogsible substitute variables are found which do not sacrifice
accuracy and do not create subsidies, the failure to use appropriate,
though unpopular, variables will only cause some individuals avail-
ability problems and still others to be overcharged relative to

their risk.

REGULATION VERSUS COMPETITION
Given that insurance regulators must enforce the rate regulatory
laws, a logical question to be asked is whether natural competitive
forces will reinforce or conflict with the standards for insurance

classifications.

Regarding homogeneity, it is obvious that the essence of competition
will be to try to find rateable subsets of existing classifications

to price more accurately and equitably (prices matching costs).

If classes are too broad, underwriters will tend to select risks
out. However, it takes more discipline to define objective and
practical new classifications to maximize the number of risks to be
written voluntarily. If several different companies are licensed in
a group under the same management control, the competitive drive for
wore homogeneity can be partially met by a different set of under-

writing standards for each company in the group.

If there is only a strong statistical correlation for a particular
varisble, without an obvious relationship to hazard of loss, competi-
tive forces will definitely strive to find a closer link. 1If no
closer link is found over an extended period of time, as ment ioned
earlier, the reasonableness of the relationship becomes much more

established.
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There is an analogy here with the statistical correlation between
lung cancer and cigarette smoking which for many years was not held
to be a health hazard. In fact, there has yet to be found in human
medicine a cause and effect link showing lung cancer resulting from
tobacco smoking. Conceivably (but unlikely), cigarette smokers
could have other characteristics related with carcinogens that are
also less prevalent in non-smokers. The answer, of course, is not
to avoid the use of statistical information until better data is
found. Indeed, the U.S. Surgeon General and others have taken
strong steps based mainly (and reasonably) on the statistical
evidence. Even though the actual risk of death from lung cancer
among the heaviest smokers is very small, it is many times that of
non-smokers. Stated another way, most heavy smokers will not
contract lung cancer; yet all of them have had certain privileges

revoked and rights modified.

One can normally expect marketplace rewards for those who use
well-defined class plans allowing equal treatment for all risks.
However, there is a temptation to &llow some ambiguity or sub-
jectivity as a trade-off for additional costs needed to gain con-

sistent information.

Regarding practicality, competitive forces will place a natural
restraint on overspending to attain rating information. However,
part of the workability of classifications involves teating the
rating factors with actual data to minimize the subjectivity of
pricing. There is a potentially conflicting instinct, however, to
rely én judgment and assumptions to avoid the cost of truly testing

for the appropriate price relationships. Of course, to the extent
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that other insurers find cost-effective ways of better measuring
class relativities, then as long as there is the ability to exchange

information, any pricing inequities will be short term.

Some examples of potentially unfair discrimination in insurance

classifications might include the following:

The use of occupation as a rating variable for auto liability
insurance may be a problem with regard to ambiguity in splitting the
population into exhaustive categories, as well as not all cells

likely being reasonably related to the hazard of loss.

Similarly, national origin (if not already proscribed by law) would

have problems with the mutually exclusive and exhaustive categories.

Use of unverifiable criteria or too subjective wording, such as with
psychological profiles would also present major problems. The use
of characteristics which are easily circumvented by some insureds.
and not others can favor the pricing of some to the detriment of

others.

Another example of possible unfair discrimination would be the
failure to reflect premium differences for identifiable and rateably
different subsets of broader classifications, unless some overriding
reason existed such as the cost of determining the necessary in-

format ion being too high for the overall systen.

The pricing impact of not subdividing depends upon the size of the
subsets and the resulting differences in price for each of the

subclasses. It may be that only a small amount of premium can be
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saved by refinement, if one of the subclasses is very large and also
the lowest priced (such as rating by past accident record in auto
insurance where accident-free or claim-free drivers usually save at

most five percent over the cost of not having such a program).

If, however, lower risk insureds were identified in a system and
were ugeable as a rating classification, the failure to reflect
those differences would constitute a subsidy. But, if the set of
insureds are not identifiable in advance, then there is no subsidy.
For example, some have alleged that all of insurance is # subgidy
since, as the reasoning goes, those who do not have accidents are
subsidizing those who do. This is fallacious because you cannot
ident ify in advance those who will have accidents. That is why
people buy insurance. However, you can identify those with a higher
likelihood of an accident which is what classification is all about.
Failure to classify would therefore be a subsidy by those with a

lower loss likelihood of those with higher loss expectancy.

Some also allege that it is a cruel disservice to identify the high
risk insureds in advance through refined clasgification plans.
However, insurers should not be blamed for the existence of high
risks in society. In a report from the Federal Trade Commission to
the U.S. Department of Transportation in 1970, it concluded:
"Regardless of law and underwriting systems, high risk drivers
exist. The present system identifies them; it does not create

w 23

them. In fact what insurers do by keeping track of the sources

of accidents is to help identify those segments of the population

23 Report of the Division of Industry Analysis, Bureau of Economics,

Federal Trade Commission to the Department of Transportation,
Price Variablility in the Automobile Insurance Market, August
1970, p. L44.
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when loss prevention may be the answer rather than risk pooling.
"In the interests of loss control and prevention, this high-risk
group must be identified and treated before the accidents occur.“24
In other words, if high risk driving in high density areas
produces an inordinate amount of loss, perhaps more stringent
licensing should be considered, or wass transportation improvements,
or other alternatives, but do not hide the information. Until such
time a8 the source of the problem is solved, to paraphrase the SRI
Report on Risk Classification, society should not legislate against

the use of knowledge in a free society. 25

SUMMARY

The purpose of this paper was to view the issue of reasonable
clagsifications from the perspective of the nature of insurance
itself. 1In this way perhaps the qualities that many have felt
clagsifications ought to possess could be distinguished between the

essential and the non-essential.

Much has been written in the past few years about what is fair or
unfair, but this evaluation should not take place without an under-—
standing of what classifications are designed to do in insurance.
Affordability is one example of a quality which society might like
insurance rates to have, but the essence of classifications serves

to highlight high-risk, high-cost segments of the population.
Unfortunately in that instance and in possibly others the solution

to the problem may lie outside the scope of insurance classifications

or even the insurance mechanism itself.

24 DOT, p. l44.

- SRI, The Role of Risk Classification in Property and Casualty

Insurance, 1976, Executive Summary Report, p. 25.
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RISK CLASSIFICATION STANDARDS
By Michael A. Walters
Reviewed by Robert A. Bailey

SUMMARY OF THE PAPER

The suthor discusses the current issues related to risk classification in
insurance. He distinguishes those qualities which flow from the nature of in-
surance, from those that attempt to redistribute wealth via a subsidy. From a
description of the nature of insurance he derives a set of necessary and sufficient
standards for insurance classifications which he summarizes into three broad
categories: homogeneous, well-defined, and practical.

The author also discusses other characteristics which may be desirable but
which are not necessary to make a classification system valid and appropriate.
These include contwrollability, incentive value, causality, separation, social
acceptability, and admissibility.

The author concludes with 2 discussion of regulation versus competition.
He suggests that natural competition will enforce the standards he defined as
necessary and that regulation, to the extent it interferes with industry pricing
practices, would create a subsidy.

SUMMARY OF THE REVIEW

Insurance pricing is a combination of rating classification and underwriting
selection. The author defines necessary and sufficient standards for rating
classification which are not met by underwriting selection or insurance pricing as
a whole. It is unreasonable to assert that it is necessary for rating classifications
to meet certain standards when the pricing structure as 2 whole does not meet
those same standards. The author’s acknowledgment that pricing standards are
necessary and appropriate, and his focus on only that portion of the pricing
structure which the industry chooses to make visible, while ignoring the entire
pricing structure, illustrates the inconsistent standards practiced by the insurance
industry, and indicates why many believe thatr governmental intervention into

the insurance pricing structure is necessary and appropriate.
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SUBSIDY

The author suggests that regulators should not act in a manner so as to turn
the insurance mechanism into a subsidy program. By defining what constitutes a
subsidy in a manner justifying industry practices, the unsurprising conclusion is
that regulators should keep their hands off. The author’s definition of *subsidy"
lacks a certain degree of persuasiveness and clarity.

His definition of subsidy is: “If, however, lower risk insureds were iden-
tified in a system and were uscable as a rating classification, the failure to reflect
those differences would constitute a subsidy.” (page 709) This definition de-
pends on which lower risk insureds are identified by a system, without qualifi-
cations as to whether the system is truly competitive or truly efficient. None of
our present systems arc ideally competitive, ideally efficient, or free of manipu-
lation and control. If a system ts controlled in some way then those who control
it are in a position, under this definition, to define as subsidy anything that
interferes with their objectives. Two examples of a controlled system that might
not have identified the low risk insureds to the same degree as a more com-
petitive system are the systems in effect (1) when the industry conspired
together to reduce competition among themselves in the South Eastern Under-
writers era and used 2 simple uniform classification system, and (2) when Mas-
sachusetts set uniform classifications for all insurers. Accordingly it is not
surprising that the author, using this definition, concludes that regulatory
interference with industry practices would create a subsidy.

Inasmuch as thc author acknowledges “the impossibility of knowing a
risk's true expected loss” (page 697) and that it is “not necessary (or even
likely) for a classification to have identical expected losses for all risks within
the class,” (page 698) it appears that subsidy is always present to some degree
and the question is not an objective “'Is there subsidy?” but an inquisition, “Who
caused the subsidy?” and a subjective and an endlessly debatable “How much

subsidy is too much?”
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CLASSIFICATION STANDARDS

The standards the author advocates in defense of the industry’s present rate
classification practices are equally applicable in condemning the industry’s
present underwriting practices, which are just as integral a part of the pricing
system as rate classifications are.

For example, the author advocates thar risk classifications be “‘well de-
fined, . . . to ensure that each risk is acrually placed in the right classification’
and to avoid unequal application of the dlassification system.” (page 699) This is
precisely what underwriting practices are not. It is unreasonable to advocate that
rate classifications be well-defined when they are modified by an underwriting
selection process which is not defined and which invites unequal application of
the classificarion system.

To illustrate how an underwriting selection process could result in an un-
equal application of a classification system: a driver who meets the classification
definition for a class offered by the Unfair Insurance Company, might be de-
clined by the underwriter if he is from a minority racial group and accepted
otherwise. If a reason for declination is requested, many reasons would be
available, such as, “He parks his car on the street at night", even though the
company may insure other drivers who park on the street at night.

The author’s third standard (page 696) is: “The classes should be
exhaustive and mutually exclusive; that is, an individual should belong to at least
one, but only one class with respect to cach rating variable.” This flies in the
face of the comimon practice of refusing to insure many applicants, meaning that
many individuals find they do not belong to any class offered by the insurer.
The author summarizes this standard (page 699 } by saying, “'Exclusivity’
precludes two different rates for the exact same risk.” This flics in the face of
the common practice of most insurance managements to have at least two
insurers with different rates for the same risk. It is unreasonable to insist that a
part of the pricing system should “‘be exhaustive and mutually exclusive’ when
the whole pricing system is neither. It seems that as we increase the clarity of the
rate classes, we simultaneously increase the unclarity of the underwriting process

so that the pricing system as a whole remains unchanged.
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The aur_.hor's quotation of SRI's statement: ‘“The regulator’s detcrmination
of what is unfairly discriminatory should relate only to the use of variables
whose predictive validity cannot be substantiated 2nd to unequal application of
a classification system.” (page 704 ) is applicable as a condemnation of the in-
dustry’s present underwriting practices - using unsubstantiated variables to de-
cline risks or 1o put them in a higher rated affiliate, and to unequally apply
the classification system by declining or rating up some risks that mect the
classification definition of the lower rated affiliate.

The author summarizes his scven standards “‘into three broader categories
which can describe a set of necessary and sufficient conditions for insurance
classifications: i.c., homogencous, well-defined, and practical.” (page 697 ) The
author acknowledges that insurance classifications are not homogencous. As
discussed above, the pricing system as a whole is not well defined, opening the
door to unequal application of it. In view of the insurance industry’s pricing
system being not homogeneous and not well-defined, for someone to then
advocate that the only remaining standard should be “practical” (from the
insurer’s point of view) conveys the appearance of an industry that is insensitive
to the public’s perception of the industry's pricing system. The public is more
concerned about whether the system is fair to the public then whether it is
practical for the insurers. And the public perceives that it is not fair to the public
because of the industry’s failure to meet the two standards conceded by the
author as “necessary’” namely that the pricing system be homogencous and
well-defined. The author’s paper, by concentrating on only a part of the pricing
system, rate classifications, and ignoring an equally important part, underwriting
selectivity, which negates the part he describes, illustrates why the public feels
that insurance prices are unfair and why the industry fails to understand why the
public feels that way.

ALTERNATIVE STANDARDS FOR CLASSIFICATIONS

The author touches upon what the reviewer regards as the single, funda-
mental standard for classification in a competitive market. “If, for example, it
costs an insurer ten dollars on each policy for all to find only a small portion of
risks who could save twenty dollars, it is not worth the effort.” (page 695) This

could be restated as, “A classification criterion is economic and appropriate if
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the reduction in expected losses for those who meet the criterion exceeds the
cost of measuring the criterion for all who apply. The classification criterion
which is most economic is the one that achieves the highest ratio of the re-
duction in expected losses for those who meet the criterion versus the cost of
measuring the criterion for all who apply.” This definition is the logical outcome
of a competitive market. Under this definition, if sex is more correlated with
expected losses and is cheaper to measure than, say, psychological attitudes, it is
more economic in a- competitive market as a classification criterion. Since no
criterion is perfectly correlated with expected losses or is costless to measure, no
classification criterion is perfect. It is a question of degree and relative efficiency
and cost, questions that a private competitive market is.ideally suited to deter-
mine.

As the author points out, some segments of the public criticize some
classification criteria on the grounds that they are not perfect. Unfortunately,
we do not have a choice between a perfect system and an imperfect system. Our
choice is between a system controlled by profit motivated insurers competing
against each other or a system controlled by government and the political
process or some combination of the two. The results of our choice will affect the
economic value of insurance to the many private property owners and small
businesses who depend on insurance, and will affect in a small degree the econo-
mic ability of the United States as 2 whole to compete in the world market
against other foreign cconomies.

Some segments of the public also criticize some classification criteria on the
grounds that they are offensive, such as race, religion, occupation and income
level, regardless of how economic they may be. The suspicion exists that insurers
do usc such criteria but attempt to conceal such use by not openly defining and
disclosing all the criteria they use in their pricing systems, which embrace both
rating and underwriting procedures. This suspicion is expressed in the accusation
that the pricing system is “unfair”. The suspicion will persist as long as the risk

classification criteria are not “well-defined” and publicly disclosed.
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