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ABSTRACT 

In  1967, Bt ih lmann has shown t h a t  the  credibi l i ty  formula  was the  best  
l inearized app rox ima t ion  to the  exac t  Bayes ian  forecast.  

His  resul t  for the  credibi l i ty  factor  z = VoE(~/O)/V(i/n ~ ~t) can be 

found back  by  means  of some Bayes ian  inference techniques .  In t roduc ing  a 
uni form prior  probabi l i ty  dens i ty  funct ion  for the credibi l i ty  factor  provides  
us wi th  a m e t h o d  for e s t ima t ing  z, a correct ion t e rm to the  Bi ih lmann ' s  
resul t  is obta ined.  I t  is shown how prior  bounda ry  condi t ions  can be intro-  
duced.  

I. INTRODUCTION 

In the present contribution the credibility factor z will be in- 
troduced by means of some adequate Bayesian inference technique. 
As has already been remarked several times [I] completely different 
methods leading to the same expression for z. We will show that  
also in a Bayesian framework for estimating parameters the same 
expressions can be obtained under certain general conditions. 
However we aim to suggest a method for deriving z as a function, 
being the mean value of a stochastical variable z imposing some 
inequality constraints. Let us first recall some elements of Bayesian 
inference [2]. Let fx(x, ~) be a notation for the distribution density 
function of a one dimensional stochastical variable X. This distribu- 
tion depends on the parameter ;~. Of course the mathematical  
admissable range of A, say XeA, can be determined by examining the 
given function fx(x, X). A is supposed to be a continuous parameter 
space. I t  is clear that  for a Gaussian distribution density: 

I 
fx(x, X) - -  ~ / ~  ~ exp {- -  (x - -  X)2/2 .  2} (I) 

where ~ is a number, A can be defined by the inequality: A:{X I 
- - o o  < X <  + oo}. In fact fx(x,X) can be interpreted as the 
distribution density of X, under the condition that  X is given, it is 
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fx(x,  X) is the joint posterior distribution density of X with given X. 
In  estimating X in a Bayesian way one ought to consider the joint 
distribution density of X, given (xl, . . . ,  x,), where (xl . . . . .  xn) is 
constructed from some experimental data. The question that  arises 
is what prior density of X has to be taken, anyhow the economical 
meaning of the parameter  itself often determines this prior density 
and certainly the range of the stochastical variable X. In  case of 
"knowing nothing" [2] Jeffreys' rule becomes: 

"If  X e [ - -  oo, + oo] then the prior density ¢x(X) = c, which is 
an improper density; if keEo, + oo] then one has ¢x(X) = c/X". 

Given a vector .~°(x°l, . . . ,  x°n) of n independent observations the 
likelihood-function of the sample is given by: 

t t  

L(~°/X) = H fx(x~, X) (2) 

and the Bayesian estimator of X is known to be given by: 

j" dXL(.~°/X) ~x(X).X 
B.E.(X) A 

= S dXL(~°/x) *x(x) (3) 
A 

I t  can be shown that  under some general conditions [3], B.E.(X) 
can also be obtained by  the least square method. Let us introduce 
next some notations for describing the credibility model. 

A collective of heterogenous risks, in which each member is 
characterized by a risk parameter 0 is considered. The claim 
experience for a certain time period t is a randdm variable with 
known distribution: 

Pt(x/O) = Prob (~t .~ x/O) (t = I, 2 . . . .  ) (4) 

and with density p~(x]O). 
We will assume the ~t to be mutually independent. 
If the individual 0 were not known a prior distribution U(0) is 

introduced. As is explained f.e. in [4] the forecast density of the 
next year's risk would be the conditional density: 

t t  

IP +I(y/0) n P (xt/0) dU(O) 

P . + i  (y/x1 . . . . .  xn) ---- ' - '  (S) 
$ n PtCxdo)dU(O) 

t - - 1  
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The fair premium for the year n + I would then be: 

E(~n+ l/~ t = x t (t = I, 2 . . . . .  n)) = J" y Pn+ i(Y/Xl, X2 . . . . .  xn) dy  (6) 

The collective distribution of the premium is given by:  

P~(x) = Eo(Pt(x/O)) = S Pt(x/O) dU(O) (7) 

The premium, not taking into account the individual experience 
data, would be given by:  

E (~. ÷ 1) = f x P~ .~ (x) dx  = E ( ~ )  . . . . .  E ( ~ )  ( S )  

with: 

Pt(x)  = Pv (x )  for Vt, t' (9) 

2. THE APPROXIMATE CREDIBILITY FORMULA 

The fair premium for the year n + I is usually written as a 
linear combination of the collective mean E(~) and the sample 

t t  

mean (I/n) Z xt of the individual experience data  
t - 1  

I n 
E(~n+llX ) ~ ( I - - Z )  E(~) --~ z - • xt (IO) 

n t - 1  

The factor z is called the credibility factor, and was assumed to 
be of the form: 

z - _ _  ( i i )  
n + N  

I = E  

is given by:  

Biihlmann showed that  the best approximation to E ( ~ n , l / ~  ) in 
the sense of minimizing [5] [6J 

E(~n+ 1 - - a - - b -  Z ~, (12) 
n t - ,  

a = ( I - - b )  E(~) 

VoE (~. + I/O) 
b - -  

V t 
1 - 1  

(I3) 
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If course one can also look for the  best  approximat ion  to E(~ n ÷ ~/x) 
in the sense of minimizing: 

I = E E(4 .  + 1 / . ~ )  - -  ( I  - -  b) E(4) - -  b - . ~  4t (15) 
n t . 1  

The same result is ob ta ined  as in the  previous model. 
VoE (4. + 

The credibil i ty factor  b --  . can still be cast into the  
form: V ( ~  l~ 4t) * 

t - 1  

n 
b - -  - -  (16) 

n + N  

with 

EoV(4/O) 
N --  VoE(~/O) (17) 

The same result  can still be ob ta ined  introducing Bayes ian  
inference techniques.  Indeed,  in the  present  case the  likelihood 
function becomes:  

L(b)  = c e -½B{ te (~"+~I~) -B(~) -~OI" , - ,  ~ ~'-E(~))]~} (I8) 

Because no information of E(4n ÷ 1/x) is available in the  sense tha t  
an exper iment  would give us some values for E(4n÷J4 ,  . . . . .  ~1), 
the usual summat ion  over the  number  of exper iments  becomes the 
opera tor  E, where the integrat ions  have to be carried out  over  the  
(n + i)-dimensional  space genera ted  b y  all prior possible {41, 42, 
. . . .  4n; 0} with measure  

dU(O) I~ p(xdO) dxt (19) 
t - I  

Following Jeff reys  the  prior dis t r ibut ion dens i ty  turns  out  to be  a 
constant .  So the posterior dis t r ibut ion funct ion pdf(b) turns  out  to 
be: 

t t  

pdf(b) ~c'~ e -½ ~{tE(~"+'l~)-e~)-b01",.,  ~ ~,-z(~))l*} (20) 

I4 
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The  Bayes ian  es t imat ion of b turns  out  to be" 
+ ~  n 

f b db e-½E(tE(¢.+~I'~)-E(~)-~(lln,:~x ¢,-E(~))] ~} 

B.E.(b) = -= (21) 

f e - ½  . -  
db E{[E(~,~+11~)-E(D-b( l ln  X ~t E(-~))] ~} 

t = I  

The  Gaussian integrals in the  nomina to r  and  in the denomina tor  
are readely  per formed:  

VoE (G + ~/o) 
z(t) - -  B. E. (b) --  . (22) 

3. T H E  APPROXIMATE CREDIBILITY FORMULA, INTRODUCING 

UNIFORM PRIORS 

I t  is clear t ha t  the na tu re  of the approx ima te  formula  has as a 
consequence:  

o < z(t) < I (23) 

To take  into account  these const ra ints  our  pdf(b) is cons t ruc ted  
as a p roduc t  of the l ikelihood funct ion wi th  the uniform prior  p(b) 
defined as : 

p(b) = i o if b < o 
J I if o < b < I  
i 

I o if I < b  (24) 

So the Bayes ian  es t imator  of the credibi l i ty  factor  is given by :  

l z -  

o . n  t = l  

i d e x p l - - } E l [ E ( ~ n + l / ~ ) - - E ( ~ ) - - b ( - I  ~c__E(~ )  )]21 
0 \ n t . ~  

(25) 

which can still be cast into the form:  

i e-½b2voIn ~ ~,)+b VoE(¢.+~Io) bdb 
t = l  

o 
Z -~ 

1 

f e -V2b~v(1/n,~l ~ ~,)+bVoE(¢.+,/o) db 
o 

(26) 
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Making use of a result obtained by H. Bfihlmann L6~ 

(~ " ) ( ~) V(~) -- VoE(~[O) + EoV(~[O)" I V X~t = I - -  V°E(UO)+ n n 
I - t  

(27) 
one is faced with: 

1 

z ( n )  = ° 
1 

O 

(281 
By means of one partial integration one obtains: 

n 

z ( n )  = E o V ( ~ / O )  - -  

n + V o E ( U O )  

e x p  t ½ r o e ( t / o )  - -  --2,~ E o V ( ~ / O )  - -  

[ ~] f -½b*tVoE~J°)+~oV(~tO)x/n]+bVoE(~+~I°) VoE(~/O) + EoV(UO) ~ e db 
0 

(29) 
So if one neglects the correction term the result of (4) Bfihlmann 

[6] is found back. 
Of course it is possible to think about other prior densities for b, 

depending on n. In fact there is no mathematical argument taking 
an arbitrary function z(t). Indeed: 

~ ( ~ . + 1 / 0 ,  ~) - -  ( i  - -  z(t)) E(~)  - -  z(t) - X ~t = o (30) 

for all z(t). 

4-. THE APPROXIMATE CREDIBILITY FORMULA, INTRODUCING A 

COMBINATION OF NORMAL PRIORS 

I t  is clear that  in our expression for z(t) the limit of the cor- 
rection term for n ~ 0o doesn't approach to zero. To avoid this 
difficulty, if it is one, other prior densities can be introduced. 
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I ndeed ,  s o m e  cond i t i ons  like 

~(o )  = o ;  ~ ( o o )  = I 

can be introduced. I t  is sufficient to take Cb(b) defined by:  

~(b) = exp i - -  (b - -  I) 2 - - - -  

I n d e e d :  

l im ~b(b) = ~(b - -  I) 

n b~ 
N~, :Eo, i] 

2 2n~  

l im q~o(bb) = 8(b - -  o) 
~--.~.0 

I n  t he  p re sen t  case ou r  B a y e s i a n  e s t i m a t o r  for  z(t) b e c o m e s  

n 

z(n) = EoV(~/O ) + I - -  

n + VoE(UO) + n 
n 1 

9~z V ° E ( U ° )  + ~ - ~ n  [EoV(~IO) + 11 
e 

(3 I)  

(32) 

(33) 

[VoE(~/O ) E ov(~/O) + I ] ' - ½b°'[VoE(~, 'o) + .4- n0VoE(~/o) + n + × r e  db 
n ] o 

(34) 

H o w e v e r  in ou r  op in ion  the  q u e s t i o n  arises w h e t h e r  it is neces-  

s a r y  to  h a v e  l im z(n) = i .  I nde e d ,  let us t a k e  a pe r son  w h o  has  a 
n - - T o o  

N 

zero  pas t ,  i t  is Z xt = o. I n  t h a t  case his fair  p r e m i u m  w o u l d  be 
¢ - 1  

zero.  I t  is c lear  t h a t  a pr ior i  b has  o a n d  I as cons t r a in t s ,  b u t  it is 
n o t  c lear  t h a t  b neces sa ry  has  to  a p p r o a c h  to  one  as n ~ ~ .  F o r  
ou r  p resen t  z(n) one  has  l im z(n) = I. 

I n  b o t h  cases  one  o b t a i n s :  

n 
z(.) - c(n) 

n + N  
B u t  

(35) 

E(~n+llZ ) = (I  xt n +  E(~) + n + N n ,_l 

I 
+ C(n) - ~ xt--C(n) E(~) (36) 
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I t  is clear t ha t  

E C(n X ~ t - - C ( n )  E = o (37) 
t - 1  

So tha t  in fact  the correct ion t e rm can be omi t ted ,  no differences 
will occur in the collective. Al though taking into account  the  cor- 
rect ion t e rm one avoids a priori  zero premiums.  Of course up  to  
know we have in t roduced  in our  Bayes ian  es t imat ion  problem an 
a priori var iance c; = I, in fact  ~ is unknown  and has  to be considered 
as a paramete r .  So we have  to cons t ruc t  a new model.  

5- E S T I M A T I O N  OF T HE  C R E D I B I L I T Y  F A C T O R  IN C A S E  OF U N K N O W N  

V A R I A N C E  

In  fact  one has to consider the problem of finding b in the  l inear 
regression model  

E ( ~  + I/~) = E(~) + b X xt--E(~) + ~. (38) 

where,~n is an error  term,  supposed to be no rma ly  d i s t r ibu ted  wi th  
mean  value o and  unknown dispersion ~. So the  l ikelihood funct ion  
becomes:  

x,(O 
I 1 ~ i 

n (39) 

Of course the n, will be propor t iona l  (statistically) to the  prob-  
abi l i ty  for f inding x[ 0 . . .  x~ }. Supposing the  n u m b e r  of experi-  
ments  large (it is the number  of e lements  in the  por t  folio is large) 
one has:  

- ( (  ( 
~.~ \~ ,_~ 

[( ))l E E (~n+l/xl . . .  x , )  - -  E(~) - -  b Z ~ t - -  E(~) (40) 
| - - 1  

The  p ropor t iona l i ty  fac tor  is not  impor tan t ,  because  in per- 
forming the  in tegra t ion  he cancels. 
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Applying Jeffreys '  rules one gets for the posterior  probabi l i ty  
densi ty  funct ion:  

I I E((E(~.+,I~)-E(~).-b(tln Z xt-E(~))) 2) 
p d f ( b ) c ~ i + t  e 2~2 ,-1 (4 x) 

which can still be cast into the  f o r m  

I 1 [T-2OVoE(~/O) +b2V(lln .X ~,)] 
pdf(b)  ¢3 N + ,  e 2~ ,=~ (42) 

wi th:  7" = E[(E(~n +1/~) - -  E(~) )~3 (43) 

Performing the integrat ion over ~ gives: 
I 

\ n  ,_, 

I 

V - Z ~t  
I - -  2b --V°E(~/O) - -  b~ \ n  ,_, 

T T , 
Such tha t  

bdb 

B . E . ( b ) = '  

(~__)I- v - X~t T7 ~'1~191\ 
I - - 2 b  v ° ~ / " J  + b 2 

T 

(~_)I- 
t I a 

f VoE(~/O) V - X ~t 
db i - - 2 b  T + bs 

0 

In t roducing  the new variable  b -= (t/N) one gets:  

Nt2 

Nt2 

( f V ~, t tdt x - -2 t  VoE(UO) t~ 
N---~--+ 

I o  
B . E . ( b ) -  N ( f VoE(~iO) V - Z ~t N 

dt I - - 2 t  N T  + t2 n ,  . 

(45) 

- N/2 

- N / ~  

(46 ) 
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For  large values of N one gets:  

t . . . . .  
N 

I of tdt e 
E . g . ( b )  - -  N 

n 

V o E(UO) _ ½t 2 
T T 

7 
0 

dt e 

n 

t vO E(~/O) _~t2  
T T 

By  means  of one par t ia l  in tegra t ion  one gets:  

NT 
B.E.(b) = 

N4V X ~t 

0 

Vo E(UO) 
N - -  

T 

dt e 

-½N 
T 

- - I  

vo (1 . ) 

(47) 

T VoE(~/O) 
+ (i~t (48) 

V \ n , 1  ) T 

And so, in the  limit for N 
VoE(~/O) 

B.E.(b) --  , (49) 

which gives Buhlmanns '  result,  having in t roduced  as a prior  
condi t ion t ha t  our  es t imat ion for z(t) has to sat isfy some inequal i ty  
constraints .  
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