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ABSTRACT.

The problem of distribution-free parameler estimation in recent credibility
theory is discussed in the papers [1], [3] and [4] of the bibliography. Here,
we consider a multiclass model with regression assumiption. In that case,
already treated by Ch. Hachemeister, {3], tlus author obtains an unsym-
metrical matrix as an estimator of a covariance matrix. Of course, for
practical use, this matnx 1s symmetrized in the obvious way. We show that
this procedure can be avoided and that a lot of symunetrical unbiased
estimators can be obtained at once.

By particularisations Lo the 1-rank model, we find the estimators given
by Buhlmann and Straub, [1], {4).

In the multirank case, a generalization of the minimumvariance principle
(minimization of the tracc of the covariance matrix) leads to an optimal
estimator of the mecan regression vector. A noteworthy conclusion of our
discussion is that there is no difference at all between the various credibility
formulae (the inhomogenous formula, the homogencous forinula, the mean-
free formula) if the mean regression vector is estimated optimally.

Finally we show that it must not be hoped to find, in a large sct of un-
biased cstimators of the covariance matrix, one estimator furnishung,
always, a semidefinite positive estimate

1. THE MULTICLASS MODEL WITH REGRESSION ASSUMPTION.
1.1. Description of the model
We consider the array of observable random variables

1X1 2Xy ... g X L. X
0. Y. COAEY. CRA Y. €

]Xg 2X3 ng PN ]ch

WXe o Xe ... ng . ¢
In the notation ;X (j=1,2,...,k;s=1,2,...,1), the left index
7 is the class index, the right index s 1s the year index. FFor example
75X might be the claim rate of treaty 7 in year s in a reinsurer’s
portfolio, but other interprctations arc possible. The column

3X = (X1, jXs, . . ., $X), will be called the class 5. To ;X is associa
ted the structurc variable ;0. We abbreviate:

0 = (10, 20, ..., Q).
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The numbers k& (number of classes) and ¢ (number of observation
years) are fixed. As variable class-indices we usc ¢, j =1, 2, ... &
and as variable time indices », s =1, 2, .. ., {.

Before we specify the assumptions relating the observable and
structure variables, we make somc general remarks about the
matrix notation used throughout the text. A  matrix is onc with

H
m 1ows and n columns. Then . is the dfmcnlsion of the matrix.
Rows, columns, scalars are particular matrices. The dimension ; is
also denoted more simply by 1. Some relations are completed by
the dimensions of the displayed matrices. The same symbol (without
indices) is used for a matrix and for its elements (with indices).
The inferior right index is the row-index. The superior right index
is the column-index. Matrix rules are applied to indices written on

the vight only.

The following assumptions are made.
(1) Independence of classes: 1.X, =X, ..., zX are independent.
(ify  In each class, irrelevancy of other parameter values than that
one of the given class: For each class-index 7 and function

fC),
E(fX)(0) = E(/(;X)/,9).

(iii) Independenceof parameters: 19, 20, . . ., O arc independent.
(iv) Equidistribution of the parameters 10, 20, .. ., ;0.
(v)  There exist functions ps(.) satisfying

E(iXsfj) = HS(J®)~

(The assumption is in the fact that ps(.) does not depend
on 4.)

(vi) There exist symmetrical dcfinite positive { matrices ju and
a scalar function ¢2( . ) satisfying

COV(X,, ;1 X,1,0) = o*(,0) s.

(vii) Regression assumption: For cach g, the ; column u(;0) of
elements ps(;0), can be written as
u(0) = ¥B(;0),
! gl
1 t g

where y is a known ¢ matrix and (. ) a ; vector of clements
Bp(-). It is assumed morcover that y 1s of rank g and that
g <t
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I.2. Special assumptions

Occasionally, (vi), (vit) will be specified in the following manner.

(BS): jv is a diagonal matrix with diagonal elements
spu, Tspz - spe

(BS1): (BS) is true and moreover, y is the t columny = (1,1, .. .,
1)’. (Of course, then f(.) is a scalar function.)

The case (BS) is introduced in Biithlmann and Straub, [1] and is
further used in Hachemeister [4]. In [1], the number ;p; is the
premium volume underlying treaty 5 in year s in a reinsurer’'s
portfolio. In [4], each class is related to an American state and jps
is a number of claims in state j in the observation period s.

Assumption (BS1) is a stationarity in time assumption, since
then pe(.) does not depend on s.

In the sequel we assume (i) to (vii). The matrices ju, ¥ are supposed
to be known. Assumptions (BS), (BS1) are mentioned explicitly
if they are used.

1.3. Swmmary of credibilily theory results

The following credibility approximations to the vector B(;0)
arc known.
— The inhomogencous approximation ([3], (5], [2])

jé = (T —32) b + 52 4B.
1 g 1 + g 1
g g g g g

— The homogencous approximation ([3], [2])
B = (1—y2) b S+ 2B
= 5 eIt gy

— The homogeneous mean-free approximation ({s], [2])
J{é = (1 —y2) B + 2 1{3-

g L g
14 g l7+90

i
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—1
B = (&;2)7 2,5,
] {
1 _ g g 1
y“( y) g g
S=XbatpzB|Ebalyzb
i i
— g 9 g 1 g 9 gl
1 19 g g 1 g g9

and further:
1) bis the ; vector of elements
by = E (Bp(;0)), independent of 7.

2) 4d is the & matrix of elements
A = ECOV (X, ;X ],0) = E(c*(,0)) o = s* s,
where

s* = E(¢°(,0)), independent of ;.

3) a is the § matrix of clements
ad = COV(B,(;0), B,(;0)), independent of j.

1.4. Problem
Our problem is to find unbiased estimators for 4, 2, a. For brevity,
these quantities will be called, respectively, the mean veclor, the
variance, the covariance matrix.
2. FIXED-CLASS ESTIMATORS.

In this section we consider a fixed class ;X and we make infer-
ences based only on the variables in that class.

2.1. Estimation of the mean vector

2.1.1. T heorem

TFor the estimator

b= ) e X, () (1)

we have
E(5/,0) = B(;0), (2)
E(sb) = b. (3)

Demonstration. Follows from the fact that

E(1X[;0) = u(;0) = y8(;0)
and the definition of 5.
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2.1.2. Remark. The arguments in favor of the estimator 13 are the
same as those justifying the identically constructed estimator
in multivariate regression theory. We shall not repeat them here,
but we note however that such an estimator can be obtained as
well by least-squares theory as under normal assumptions.

It is seen that jl; is 4B defined in 1.3.

2.2. Estimation of the variance
2.2.I. Lemma

For any symmetrical { matrix 7:

EGX 7 1X[10) = o2(;0)tr(r 19) + 1/ (;0) 7u(40).

Demonstration. We have, dropping everywhere the fixed class-
index j,
E(X7X|0) = Z ¥ E(X, X,/0)

Trs
— £ 28| E(X, X,/0) — E(X,[0) E(X,/0)] + X 72 E(X,/0)E(X,/6)
rs rs

= 5 71 COV (X,, X,/0) + X 1,(0) 7% ,(0)
Trs

rs

= o%(0) = 7ol + u'(0) 7u(O)

rs
= o%(©) r(rv) + &(0) 7(0).
2.2.2. Theorem

For the estimator

I ~ ~

18 = BN — ) ot X — ysb), (4)
S
we have
E($2/,8) = 0*(;0), (5)
E(;$2) = s? (6)
Demonstration

We drop everywhere the class-index 7. Using (1), we have, after
obvious simplifications:

t—g) 2=XrX,

where

r = vt —omiy(yumiy) iy,
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Therefore
tr(r) = (1) — (o= 2y(y'v"13) " 1y)
= 1(1°) — trly'v=19(y'01y) ")
= r(1°) —ir(1°) =t —g,

where 1°, 1°° are respectively the ¢ and the ¢ unit matrix.

Also,

w'(0) ru(©) = 1'(©) r8(O) = o,
since 7y = 0. Therefore (5) follows from the lemma. Then (6) is
evident from the definition of s2.

2.3. Relation for the covariance malrix

2.3.1. Remark

The covariance matrix @ cannot be estimated from observations
in one class. However, the following relation (8) is the first step
in the construction of unbiased estimators for a. Observe that, as
is indicated, the relations (7), (8) arc § matrix relations.

2.3.2. Theorem
E((h —b) (b — 0)1,0) = o*;0) (v o ') +
+ (B(O) — &) (B(O) - ), (), (7)
E((p—1b) (p— b)) = (' p7'0)"* + . (3). ®)
Demonstration
We drop everywhere j. First we prove:
E(XX'[0) = 62(0) v + 3(0)8'(0)y" (0)
Indeecd, the § element of the first member of (g) is
E(X,X,/0) = COV(X,, X,/0) + E(X,/0) E(X,)/0)
= o%O) + 1, (0) 1,(0).

So we have (g) since the last cxpression is the { element of the
matrix

c(0) v + w(O)u' () — 52(0) v -+ YB(O)B'(O) .
By (1): 55’ — (y'v-19)-1y'v 1 XX v 1y(y'o-1y) 1.
By an application of E(./0), using (9):
E(bb'/0) = 62(0) (y'v-'y) "t + B(0) B'(O). (10)
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I'rom (2) and the rclation
(b—b) (b—b) = bb' — bb' — bb' + bb’
it follows that

E((b—10) (b—b)|0) = E(bV'[©) — bB'(O) — B(O) b’ -+ bb".

Combining this relation with (10), we have (7). Then (8) follows.

3. GLOBAL KESTIMATORS.

Here we use the statistical material of all the classes.
3-1. Estimation of the mean veclor
3.1.1. Theorem

Whatever be the § matrices jn satisfying & ym = 1, the vector

!

b= X 47T ]I) (II)
J
1 =

g 1
g 9

<

is an unbiased estimator of b.

Demsonstralion
Use (3).

3.1.2. Natural estimnator

In the {BS) case, the cstimator

b= X 3P jb, (12)

where the scalars ;¢ arc defined by

7P = X yps/E ops, (13)

will be called the nafural estimator of b. The natural estimator is a
particular ecstimator (11) obtained by taking [or ;= the diagonal
matrix with cach diagonal clement equal to ;. The numbers jp
will be called the natural weights. The matrices ym in (r1) can be
considered as generalized weights.

The natural estimator b is used (at least implicitly) in Buhlmann
and Straub, [1], in the (BS1) case.
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3.2. Estimation of the variance

3.2.1. Theorem

Whatever be the scalar weights jp satisfyving Z jp = 1,
)

§2 = 2yp 82 (14)
1
is an unbiased estimator of s2.
Demonstralion
Use (6).

3.2.2. Nalural and unweighted estimators
In the (BS) case, the estimator
§ =L yp 4 (15)
7

will be called the nalural estimator of s2.
In the general case, the estimator
@ XS (16)
2= - j 2 1
k i
will be called the unweighted estimator of s2.

The unweighted estimator is considered in Biihimann and Straub,
[1] in the (BS1) case and also in Hachemeister, [3] in the more generat
(BS) case.

3.3. Estimation of the covariance matrix

3.3.1. Theorem
Let y# be weights satisfving yh = 5k, 2 gk = 1 and set jub =
if
Zyk. Let §2 be an unbiased estimator of s2. Then the § matrix 4

i
defined by the relation

3 ik (b — b) (b —sb) =
if
2(L— B yk) d + 282X (k- — uk) (Viv=1y)-1, (), (17)
i i

is an unbiased estimator of a.

Demonstration

(b —58) (10 — )" = (&b — 1) — (b —8)) (b — ) — (b — b))’ =
(tb—0) (b —10)" + (06— ) ;b6 —b)" — (b —b) (;b —b)" —

~ ~

(36 — ) (b —b)".
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Therefore, by the assumption of independence of classes, by
(3), (8), writing momentarily sw for s (v' q-1y)-1:

B(E gk (b —b) (b — b)) =
‘Zi. yh{pe + a) + E; yk (juo + a) — 2 2; gk 3y (1w + a) =
2a(r— Zgk) -+ 2 2:4 (1gh — uk)pw.
I'rom this the theorem is clear.
3.3.2. Natural estimator

In the (BS) case, let & = 4p jp. Then d defined by (17) will be
called the natural estimalor of a, for the given §2, cven if the latter
estimator 1s not the natural onec.

If b is the natural estimator (12) of b, then
ip g8 (b —3b) (16 — 40)" =
vy

S p (b - b b — b b — b ) =

iy

|8}

~

28 p b —2bb =25 p(sh—0b) (b— b
t 1
So the natural estimator 4 results from the relation
X2p (b —b) b—0b) =
(T—2 ) d 4 FZ px—p) (v @ ') (©), (18)
i 1{

where 1; is the natural estimator (12) of 4.
3.4. The (BSI) case
3.4.1. Notations

Here we consider the (BS1) casc and use the notations
P2 = Egps, spx = Lypr = D sps.
. ] fs

Then the natural weights are jp = j;pz/xpsx.

We use the abbreviations

! J’Ps alpy2s Z iPs \
Fa WY

NE = — X4, EXE = N E = 7
vpy

Py Py
’ ] )
3.4.2. Estimation of the mean

Now 4b, b are scalars denoted by s, . By particularisation
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of the general results we have gt = ;X g and the natural mean
cquals # = gN\g.

3.4.3. Estimation of the variance
The g-th class variance estimator is, by particularisation of (4):

I
;= T B (X o X )R (19)

The unweighted estimator is

§2 = I jps (3Ns — X g)% (20)

"(t—dl) ie

This 15 the estimator considered in Bithlmann and Straub, [1].

3.4.4. Estimmation of a
The natural estimator 4, a scalar in this case, results from the
relation
(1 —Xp%) d = X p(4NEg -~ gXg)? — (k — 1) /Py, (21)

obtained from (18). The Biihlmann and Straub, [1] estimator a
results from the relation

2 iPs ) . M—1
Y b)) a = D P G A 5
(1 - P S pe (15 -—— gXeE) 5 $ (22)

}ox

By the identity
X gps (X s— eXp)? = X ps(3Xs-— ;X p)* + X jpe (X £XE) 23
fs is )
it is secn that @ = a if §2 is the unweighted cstimator (20).

4. OprivaL EstivMATIiON OF THE MEAN REGREssION VECTOR

1.1. Optimal estimator

An estimator € in a sct I ol vector cstimators shall be called
optimal 1n E if the trace of the covariance matrix of € is minimal,
in comparison with the traces defined similarly for the other ele-
ments m E. If E is a sct of scalar estimators, the principle invoked
15 that of minimum-variance.

We leave the question of an optimal @ or §2 unsettled. We con-
sider, here, the casc of an optimal lA)givcn by (11). We prove that the
optimal sequence (1w, am, ..., g} IS the sequence (12, 22, . . ., §2)
of credibility matrices (sce 1.3), except for the constant pre-factor
()~
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4.2. Lemana

Let ym, g, . . ., i be definite positive svmmetrical § matrices.
Let 1%, 0%, ..., ¥ be variable g matrices. Then the minimum of
the trace

(S x gn gx'y, (24)

subject to the constraint X ,x = 1, is reached for
i
= Egm )ty (j=1

.2, ... k).

Demonstration
If yxis fixed and if v is an arbitrary § vector, we have

v (s gmax’) y = (¥ i xX)pn(y' 4x)" >0

since ¢ is definite positive. Therefore 4% gm 44" is semidefinite
positive and has a nonncgative trace. Thus, (24) is > o. It is a
quadratic form in the kg® variables 4. I we eliminate ¢” variables
by the constraints £;v = 1, we have a quadratic polynomial in
(k— 1)g? independent variables that is never negative. Such a
function is minimum for finite values of the variables. (See, for
example, the lemma 2.5 in De Vylder, [2]). Now we shall apply
Lagrange’s method and we shall find a unique extremum. FFrom
the preceding discussion it follows that this extremum must be the
minimum.

We introduce the g* Lagrange multipliers 2% corresponding 1o thce
constraints

Y ol =58
1
We minnmize
L=trEwmpx)—2 5 1l
' o3
= = 2t mf—2 I 8l
wafiy 1afd
We must have
I oL v ot .
0 = ;: b_;_v;', = 2 ;% jmy——lp,

or, in matrix form,
GY g = A,
Then, successively,

X = A 1, I = X,x = A2, k= (Z gm-1)1,
7 J 7 J 7
i
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and (z5). Note that the existence of the inverse matrix of Zym~*
results from the assumptions.
4.3. Lemma

The covariance matrix of 5 given by (11), 1s
N sty e ty) T e (7)- (20)

Demonstration

From (8) and from the independence of classes:
E((Sem b -— b) (Sym 40 — b)) =
E(Zim (ib — b) (Eye(jb — b)) =
X g E((sb —b) (b — b))y’ B4y =

i)

Zogm (s2(y' g ly) -t 4 a) 4m’.

i

4.4. Theorem
The optimal estimator b in the class of estimators (11) 18
b= X () bz b, (27)
J I

where the 52 arc the credibility matrices defined in 1.3.

Demonstration
From the definition of ;z follows thc relation
(' d=y) +a =zt a,
Then, since

sy’ jurty) Tt = (y ;A 1y) "L
the theorem follows from the lemma’s.

4.5. Corollary
If b is estimated optlmally, there is no difference between the
credibility approximations jB 1B ;B to P(;0) given in 1.3.

4.6. Remarks
It seems that we are in a circular situation if we try to usc the

optimal I;, since this b depends on @ and that Eis needed in, for
cxample, the natural estimator 4 of a.
However, this anomaly is only apparent, since the flrst member of

(18) can be written without b. In other words, in (18) b must be the
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natural estimator and not the oplimal one. It is not excluded,
however, that (18) can bc optimized in some way by a method of
successive approximations, using successively improved b ’s and,
eventually, redefinitions of the numbers ;p;.

5. NON-NEGATIVITY CONSIDERATIONS

The covariance matrix a is semidefinite positive. In particular,
in the (BS1) case the number a is non-negative. It is known that
the estimator @ can provide ncgative values. In such cases, Biihl-
mann and Straub, [1] estimate @ by o.

A similar method can be used if a is a matrix. Ior example,
suppose that «° is an estimate of @ and that 4° is not semidefinite
positive. Then make a° diagonal by an orthogonal transformation.
Replace the negative diagonal clements (i.c. the negativecharacter-
istic values) by o and apply the inverse orthogonal transformation.

If all diagonal elements of a° are positive and if a° is not semi-
definite posilive the following method can also be used. Multiply
all non-diagonal elements of &° by the same number x. Then if x
decreases from 1 to o the matrix becomes neccssarily semidefinite
positive. Keep the largest possible x.

Of course, a justification of these methods is difficult to find.
Moreover, the estimators redefined in such a way are no longer
unbiased. But it must be kept in mind that it is preferable to have
an estimate that might be bad, than no estimate at all. And also
that the application of credibility formulae with wrong parameters
introduces unfairnesses in the different classes, but that these
counterbalance each other, at least if b is estimated correctly.

Finally, let we go back to the general formula (17) and let we
consider the following question. Is a rcasonable general choice of
the weights ;& and sp (in §2) possible in such a way that theresulting
& always is semidefinite positive? The answer i1s negative. Indeed,
let we consider the (BS1) case with each yps = 1. Then our general
hypothetical rule for fixing the weights must lead to equal weights
40 since we start from a symmetrical situation. For the same reason,
we must have

gk = o (1 #7), uk =P

for some a and P. Since we must have Ik = 1, there is one in-
dependent parameter, say o, left. But an inspection of (17) shows
that this parameter simplifies in that relation. So we may take o =
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8.

Then 4 is the natural estimator, given by (21). The particular

case & = 2, { = 2 shows that & < o for the values

[T

(¥

3

X1 =1, X, = I,

, Q.X‘g = 0.

1Xz2=0
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