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I. INTRODUCTION 

St imula ted  b y  Kar l  ]3orch's paper  [3] we have  tried to analyze  
the paper  wri t ten by  K. Arrow [I] ill I953. Cont ra ry  to Borch ' s  
opinion we have some doubt  whether  this work contains  a theory  
of insurance as a special case. Nevertheless,  it has inspired us to this 

note, which tries to develop a somewha t  lnore realistic model. As 
a m a t t e r  of fact,  our develoloment is more in the spirit  of ano ther  
paper  by Arrow I2]. \.Ve, however,  have chosen a more general 
setup,  and we believe tha t  our t r e a t m e n t  is also different.  

2. ARROW'S MODEL (INTERPRETED FREELY) 

Arrow consMers an economy of exchange with C commodities 
(labelled c = I . . . . .  C) and a "wor ld"  tha t  will be in one of S dif- 
ferent  stales (s = I, . . . ,  S). The problem is to dis t r ibute  the total  
supl)ly of each c o m m o d i t y  c in s ta te  s among  I individuals in a 
Pa re to -op t ima l  fas[ ,on.  According to a s t anda rd  result  in economic 

equil ibrium theory  every  Pa re to -op t ima l  allocation can be realized 
by  a sys tem of per fec t ly  compet i t ive  markets .  The la t ter  means  
tha t  there are prices ~s~ (the price for a unit  of c o m m o d i t y  c if 
s ta te  s occurs) and  tha t  each individual  has a certain amoun t  of 
money,  which he then will spend to maximize  his own util i ty.  The 
beau ty  of this approach  lies in its s implici ty:  Each individual  has 

his own maximlzat iol l  problem (irrespective of the others). Thus it 
is enough to focus our a t ten t ion  on a particMar individual.  Let y 
denote  his spendable  money,  let Nee > o denote  the anaount of 
c o m m o d i t y  c cont ingent  to the occurrence of s ta te  s purchased,  and 
let V(x~, . . . . .  x sc )  denote  the " v a l u e "  (or utility) of this decision. 

Then the problem is to 

maximize  V(xn . . . . .  xsc )  
, s  C 

subject  to Z ,.., xs,/~,~ _< y. (i) 
, I ¢ I 

Arrow's  idea is to replace this ma rke t  by  a two stage marke t .  
Le t  qt > o, . . . ,  qs > o be a rb i t r a ry  numbers  with q, + . . .  + 
-5 qs = I. Here  qs is the price of a secur i ty  ("pol icy"  in insurance 
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terminology) of tyl)e s, which pays one mone ta ry  unit if s ta te  s 
occurs and nothulg otherwise. Le t  Pse be the price of commodi ty  
c when state  s has occurred. For  consistency set 

Psc = D,~dqs. (2) 

The two decisions are now: 

a) choice of lhe sec~trities. Buy Ys >_ o securities of type s(s = z ,  

. . . .  S) such that  E 3'sq.s .~ 3'. 
i 1 

b) Purchase of commodities after the state s has occurred. Let  xs~ 
denote  the amount  of commodi ty  c tha t  is purchased after  the s ta te  

s has occurred. \,Ve must  have E XaclSsc < Ys + v - -  Z 3'iqz. 
c I t ,  I 

Again, we make our decision in a) and b) to maximize the resulting 
utility. Obviously,  this two stage problem is equh, alent to the orig- 
inal problem (I), equivalence meaning that  the same commodi ty  
bundles can be bought with the same original money  anaount. 

From now on let us assume tha t  the function V is of the form 
(according to the axioms of vonNeumann-Morgenstern)  

V(x,~ . . . . .  x~'c) = ~: =, G ( x ~  . . . .  , x~c).  (3) 

Here r~s is the individual 's  subject ive p robab ih ty  for s ta te  s, and 
V s is the uti l i ty funct ion tha t  applies when s ta te  s occurs. Let  

Us(w) = max imum Vs(x.s, . . . . .  xsc) 
C 

subject  t o x s c > _ o ,  Z Xscpsc_<w. (4) 

Thus Us(w) is the ut i l i ty  of w monc ta ry  units m s ta te  s. With 
these defimtions and assumptions problem a) (optimal choice of 
the securities) can be isolated as follows: 

.s S 

maxim,ze X r:sUs(y + Y s - -  X Ytq~) 
m 1 t ~ l  

subject  to y~ > o, Z 3'W~ G 3'. (5) 
'l 1 

3- THE PROBLEMS OF OPTIMAL COVERAGE 

We shall stud), in detail the solutions of problems of tile type  (5). 
Our assumptions are as follows, a) The S uti l i ty functions Us(y) 
are twice differentiable,  such tha t  U~(y) > o and U~'(y) < o. Thus 
we assume that  the uti l i ty functions are risk adverse, b) ql -¢- . . .  
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+ q,s >_ I. If  Ps is the p robab i l i ty  tha t  the m a r k e t  assigns to s ta te  
s, cer ta in ly  qs >_ Ps. Summat ion  over  s yields the inequal i ty  above.  

If  qt + . . .  + qs  = i, (as in Arrows model) we can assume tha t  

Z, y,qt = y without  loss of genera l i ty  in (5). However ,  in the more  
i . 1  

interest ing case where qt -+ . •.  + qs  > I,  this is not t rue anymore .  
This suggests tha t  we distinguish the following two problems.  

Problem A 

For  a fixed z, o < z < y, maximize  N r~s Us(y  + Y s - - Z )  subject  
• 1 

to the cons t ra in ts  tha t  Ys >_ o and  N Ysq8 = z. 
# I 

Problem B 

Maximize ~ ~s Us(y  + ) ' s - -  Z, y,q,) subject  to Ys >_ o, and  
m 1 t 1 

-~, Y sq , __< Y. 
# l 

Thus  in Problem A the to ta l  a m o u n t  spent  for p remiums,  z, is 
prescribed,  while ill P rob lem B it is variable,  subject  only  to the 
upper  bound y. 

In ei ther  case the existence of an op t imal  solution is c lear '  The 
q u a n t i t y  to be max imized  is a cont inuous  funct ion of the decision 
var iables  yl, . . . ,  Ys,  which (in both  cases) va ry  over  a compac t  set. 

4- SOLUTION OF PROBLEM A. 

Theorem 2 

For  a n y  z(o < z < y) there is a unique vector  yL . . . . .  ~ s  sat-  
isfying 

(1) ~ Ysqs = z, Ys >_ o for all s 
• 1 

(ii) q8 u'8(y + - -  z) < K for all s, suoh t h a t  78 = o wh ,lever 

this inequal i ty  is strict .  

This vector ,  and  only this vector,  solves problem A. 

P r o o f  

For  z = o, the theorem is t r ivia l ly  true. Hence  assume z > o. 
To show the necessi ty  of condit ion (ii), consider a vector  y~ . . . . .  Ys  
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for which it is violated. "['hen there are indices s, t such that  Yt > O, 

3'8 >__ o and 
7"1; 8 

~-~ u',(y + y , -  ,) < --  u;(y + y s - - z ) .  (6) 
qt qs 

Then, by  increasing y~ and decreasing Yt (such tha t  the total 
pren~ium remains z) the expected ut i l i ty  could be increased. (Note 
tha t  for this par t  of the proof we did not need the assumption tha t  
the uti l i ty functions are risk averse.) 

The necessity (and the existence of an optimal  solution) show 
that  there is at least one vector  yl  . . . . .  3;s tha t  satisfies conditions 
(i) and (ii) above. Let  yt . . . . .  Y,s be any other  vector tha t  satisfies 
(i). First  using concaxqty from below of the function U,, and then 
(ii), we obtain the following es t imate:  

u,(y  + y~--~)  _< u . (y  + 7 ~ - - , )  + u;(y  + y , - - , )  • ( y . - - y , )  

_< O,(y + ~'~, - -  2) + K -q-* (y, -- .ys).  (7) 
"R 8 

Note tha t  the first inequal i ty  is strict unless y,  = y,. By sum- 
ming (7) over s we see tha t  

~, U,(y + y , -  ~) <_ s =, u,(y + ) , -  ~), (8) 
~. i i ,  ! 

with a strict i nequah ty  holding unless Y8 = Ys for all s. This 
completes the proof of Theorem I. 

5" S O L U T I O N  O F  P R O B L E M  B .  
s 

If £ q8 = I, solve Problem A with z = y. Otherwise, the fol- 
#,.! 

lowing result holds. 

Theorem 2 
.s 

Suppose tha t  X q, > I. Then Problem B has a unique solution, 
a , , l  8 

which we denote  by  ~/1 . . . . .  .YS. a) If X Ysqs = Y, it can be char- 
J " l  

acterized by  conditions (i) and (ii) in Theorem I with z = 3'. b) If 
5 

Z Ysqs < Y, it is the only vector  ~t . . . . .  .~s tha t  satisfies 
a, 1 

i) ~s >__ o for all s and 

for all s, such that  ~, = o whenever  the inequal i ty  is strict.  



1~6 B U I I L M A N N  A N D  G E R B E R  

P r o o f  

a) If there is an optimal )~ . . . . .  Ys with Z, Ysqs < Y, it has to 
a ,1 

satisfy condition (ii) above. For, if it did not, there would either be 
an lrldex s such that  

'~- u;(y  + ~ , -  z y,q,) > z ~j u~(y  + ?j - -  z ),q,), (9) 
q 8  t ,  I ] 1 t I 

in which case the expected uti l i ty could be increased by increasing 
>";.s, or there would be an index s such that  ~s > o and the inequal i ty 
in (ii) is strict, in which case the expected ut i l i ty  could be increased 
by a reduction of Ys. (For the necessity of (ii) we again did not need 
the assumption tha t  the ut i l i ty functions are risk averse). 

b) Suppose now that  ~1 . . . . .  .~s is a vector that  satisfies con- 
ditions (i) and (ii) of part  b) in Theorem 2. Any other decision, say 
Vl . . . . .  Y s  (where X qsY8 = Y is also permissible), can be compared 

with it as follows: ;7or an 3, s, 

u~(y + y~-- ,)  ~ u,(y  + ~ - - ? )  + u;(y + ~ - - ? ) .  (y~-- ~'~ +~- -~)  

< U,(y + ,~.--  ?) + ~'- ( y . - -  ~,) z ~jU~(y + , '5--~)  + 
7"¢ 8 

+ u;(y + ~, - -  ~) • (? - -  ~), (~o) 

with the convenient notation 
both sides by ~s, and summing 

X r ~ , U d y + y ~ - - z )  <_ 
a t 

= E ~ iq i ,  z = 5Z Y~qt. Multiplying 
over s, w e  get 

e l 

Furthernlore,  this inequal i ty is strict unless Ys = ~s for all s, 
which shows the uniqueness of any optimal solution satisfying (ii). 

6 .  H o w  TO F I N D  T I l E  ~ O L U T I O N S .  

To film the solution of Problem A, first relabel the states such 
tha t  

1 7'L~ 7"ff S 
e-~ v i ( y - - z )  >- e~ u ; j y -  z) >_ ' -> --qs U ~ ( y -  z). (~2) 

Now we choose yl such tha t  

~__! U i ( y  + yl  - -  z) = y~ U ; ( y  - -  z). (~3) 
ql q~ 
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Then we increase yt and choose y2 such that  

7"~o '7~ 3 
re---5 U~(y + y, - -  z) = --= U; (y  .4- 3 ' 2 - - z )  = - -  U; (y  - -  z) (14) 
ql qe qa 

etc. Thus, gradually we increase the coverage, from left to right, 
until the total premium reaches the level z. Clearly, the resulting 
coverage will satisfy properties (i) and (ii) of Tlaeorem I. 

For the further discussion, let ~t . . . . .  ~ s  denote the optimal 
coverage if the premium equals z, hence 

,S 

U(z) = x = ,  u , ( y  + ~ , -  z) (*5) 
a , , i  

is the maximal  ut i l i ty at premium level z, and let K = K(z)  denote 
the tipper bound in (ii) of Theorem I. Finally, set 

Kv(z  ) = .X r~ s U~(y + 7s--z). (16) 
a ~ t  

Theorem 3 

U'(z) equals K ( z ) -  Kv(z)  and is a non-increasing function. 

Proo f  

Let z~, z2 be any  two numbers, and let ~t)  denote the optimal 
coverage for s tate  s if the total premium should be z~ (i = z, 2). 
Using the concavity from below of Us and property  (ii) in Theorem I, 
we find tha t  

u~(y + ~ ) - - ~ )  - -  UAy + ~ ' - - ~ , )  

_< u~(y + ~') - z~) • (~)  - -  ~ ')  + z, - ~) (17) 

< q~ t((z~)  • (~ ,(~)-- z, ( ,~  - -  u ~ ( y  + }~')  - -  =,) (~ - -  z~). 
i . / 8 8  ! " 

"71:8 

Multiply both sides by rcs, and summing over s, we obtain the 
inequal i ty 

U(z~.) - -  U(z~)  < (K(~) -- /Cdz~))  • (z~ - -  z,). (,8) 

By interchanging the roles of z, and 12, and inverting the sign, a 
lower bound is obtained for U(z=) - -  U(z,).  Finally,  assume z~ < z2. 

Then these two inequalities can be writ ten as follows. 

U(z~)- U(z,) 
K(z2) - -  Kv(z~) _< < K(z~) - -  Kv(z , ) .  (I9) 

Z2 - -  Z l  

Monotonicity of K ( z ) I  Kv(z)  is seen immediately from (I9), 
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and the rest of theorem 3 follows by taking the limit for z2 ~ zx. 
Now observe the following: Let  o < ~ < y be tile premium spent  in 

S 

the optimal  solution ~x, y2 . . . .  Ys of problem B (i.e. ~ = Z qs;,). 
m , 1  

For  this } problem A must  have the same solution as problem B 
and we conclude, tha t  the two bounds appearing in the char- 
acterization of the solutions must  be the same, hence 

K(}) = IG(~). 

On the other  hand theorem 3 leads to thc following 

Corollary 

If K(o) _< Kv(o) then ~ = o 
K(y) > Kv(y) then ~ = y 

otherwise let z satisfy 

K(z) = Kv(z) then z = z 

Based on this corollary and the monotonic i ty  of K ( z ) -  Kv(z), 
o < z < y one may  find ~ -~ o by  gradual ly  increasing the level z 
of premium spent  until K(z) - -  Kv(z) = o, or if this does not hap- 
pen for z < y, by  put t ing  ~ = y. 

Note 

I t  is sometimes more convenient ,  to follow the above procedure 

until  the quot ient  / ( ~  reaches I. To just i fy  this al ternat ive,  we 

K(z) . (t(~(z) ) 
also prove tha t  / ( ~  is nonincreasing \ - ~ -  nondecreasing for 

o ~ z < y .  

Proof 

Let  N = N(z) denote  the set of indices for which ~, = o. Then 

Kv(z ) = K(z) ( Z q,) + Z % U~(y--z) ,  (20) 
mEN e~N 

and therefore  

KAz) X =, U;(y - -  z) 

= ~ q" + "*~ K(z) (21) K(z) . , .  

Since K(z) <-- qs for s ~ N, this shows tha t  Kv(z)/K(z ) is 
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a nondecreasing function (the numerator in the last expression is a 
nondecreasing function, while K(z)  is nonincreasing). 

In the following the procedure for finding the optimum in prob- 
lem B is explicitly carried out for 

exponential utility (Section 7) 
quadratic utility (Section 8). 

7" EXPONENTIAL UTILITY 

L e t  U,(x) = I - - c ,  - ~ x ( z - y e * )  , U ' s ( x  ) = ¢xe "y'* e - ~ .  Y o u  m a y  i n t e r -  

pret y~ as the "need for money" in state s. Suppose then y suf- 
ficiently large, such that the following property holds for the 
optimum ~x, ~2 . . . .  y s  of problem B (according to theorem 2). 

for all s, with strict in- 
r:._f e ~ ,  e_g~, _< Z r~je ~v? e -~JI equali tyonlyallowedif  (22) 
qs t Ys ---- o. 

With the notation 

and 
~ = % e ~'vt (23) 

C,(y l ,  Y2 . . . .  Ys) - -  

(22) becomes 

qs 
s 

x; e -ev~ 
t , . t  

for all s, with strict in- 
equality only allowed if 
~ 8 = 0 .  

(24) 

(25) 

5 
Abbreviate ~ for Z qJYl. (25) may hold for z = o and then 

Jnl 
= o. Otherwise, increasing gradually the premium level z and 

adjusting yl,  y2 . . . .  Ys at each level z according to the solution of 
problem A, max C8 will monotonically decrease until it reaches I at 

s¢S 
z = ?. (See note after theorem 3.) Observe that in the exponential 
case the ordering 

C l ( y l ,  y2, - . .  YS) 2 C2(yl ,  y2 . . . .  YS) ~ ' ' '  ~ C s ( y l ,  y2 . . . .  YS) 

never changes during this process. 

Let then m be the number of states, which are insured in the 
optimal solution of B (number of variables ~s different from o 
in (25)). 
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From (2I) we have  

Ifv(~) = X =;e - ~ v , =  K('~) X qj + X =; 
j L ] = l  ] , ' , l J +  1 

and hence from the corol lary of theorem 3 

I = qJ + K ( ? )  , . . . .  rc 

1 o l  

i - - Z  qj 
I t , t  

S s<(~) x =; 
J m + I 

therefore  (recall I((~) ~;  = - -  e -=v. for s = I, 2, . . .  m) 
qs 

o~y s = log rot + log 
q, g(?) 

m 

log ~; + l o g ( I - -  V q j ) - - l o g  X ~2 

Am 

for s _< m. 

(26) 

The opti lnal  m is found as the first  index for which 

~ n + l  I - -  X qj , 
J , , t  '~m+t 

< I or equiva len t ly  log - -  + Am _< o 

J ,m+ l  

(27) 

I t  is easily checked, tha t  this condit ion also applies if m = o. 

Numer ica l  Examples  (113 all examples  the exponent  = = IO-2) 

F i r s t e x a m p l e  

S I 2 3 4 5 

y; I000 I00 50 I0 5 

% 0.i  0.2 0.3 0.2 0.2 

qs 0.3 0.3 0.3 0.3 0.3 
~ 2202-65 -544 0.495 o.221 o.21o 

- -  7342.16 1.813 1.65 0.737 0.7 
qs 
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m - i  

i - -  .._, qj i 0.7 
J - , 1  

6 

E r:~ 22o4.12 1.47o 

check  (27) 3.33 o.863 

H e n c e  only  s ta te  I is insured  a nd  f rom (26) .~, = 815.95 

qly ,  = 244.78. 

Second example 

I n s u r a n c e  becomes  " h o r r i b l y  expens ive"  for s = I,  o therwise  
same  as in first  example .  

s I 2 

y; I 0 0 O  I O O  

rrs o. I 0.2 

q8 ~r 0. 3 
roy 2202.65 

- -  22o2.65 
q8 

S 

X rc~ 2204.12 
) , , #  

check  (27) < 2- 

Hence  now no insurance  is b o u g h t  at  all! 

3 4 5 

50 lO 5 
0. 3 0.2 0.2 

0.3 0.3 0.3 
0.544 0.495 o.221 o.21o 

1.813 1.65 0.737 0.7 

Third example 

The  " i n s u r a n c e  n e e d "  is e l imina ted  in s t a t e  s = I,  o therwise  
still the  same  as before.  

s 2 3 4 5 I 

y ;  lOO 50 IO 5 o 
re, 0.2 o.3 0.2 0.2 o . I  

q, 0.3 0.3 0.3 0.3 0.3 
r~ 0.544 o.495 o.221 o.21o o . I  

- -  1.813 1.65 0.737 0.7 0.333 
qs 
check  (27) 1.155 1.126 o.555 

H e n c e  in su rance  on s = 2 a nd  3 Y2 = 31.17 q 2 ~  = 9.35 
~ = 21.75 qa~a = 6.52 
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In this section 

Us(x) = o 4 x -  y, ) - -  

g;(~) = ~ + y ; ' -  

8.  Q U A D R A T I C  U T I L I T Y  

X **~2 
- - Y s  -"x--y~" < a  

2 

The condit ion corresponding to (22) in Section 7 is then 

~ ( ~ + y ; * - - y - - ~ s + ~ q j ~ j )  < ~ + y ; ' - - y - - ~ + X q j ~ j  (28) 
q8 ! I 

for all s, with strict inequal i ty  only allowed if ) s  = o 

Abbrevia t ions  

Redefine 

I 

+ y;* - -  y = y~ and you obtain 

q, {y; - ?, + ~, qj~j) 
< I (29) y ' - - ~ + x q j ~ j  - 

I 

for all s, with strict inequal i ty  only allowed if ~, = o 

Observe tha t  as long as the numera to r  of the left side in (29) is 
positive, we are in the region where U~ is positive. The number ing 
of the sides is defined in decreasing order  of 

T~8 'Y8 
C s --  hence C~ ~ C2 ~ . . .  ~ C s (3o) 

These quanti t ies  are the inital values at yz = 3'2 . . . . .  T S  = 0 

of the funct ions 

7~ 8 
q-7 ( y ; -  y, + x ~jyj) 

Cs(Yl, Y2 . . . .  Ys)  - -  y* - -  y + X qjy~ (31) 

We again gradual ly  increase z = _, qjyj  and for each z adap t  
J 

yl ,  yo . . . .  Ys  according to the solution of problem A; max Cs will 
e~:S 

then again monotonical ly  decrease to I, but  unfor tuna te ly  the 
ordering of the Cs(y~, y 2 , . . .  Ys) (for those s which are not  yet  
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insured) may  change! So while it is clear tha t  insurance, if any, 
must  always be bought  on s = I, we must  if necessary t ry  several 
combinat ions of other states to find out the opt imum. 

N~mer ica l  E x a m p l e s  

First  example  

s z 2 3 4 5 

y~ lOOO 1oo 50 lO 5 

x s 0 . I  0 .2  O. 3 0 .2  0 .2  

qs 0.3 0.3 0.3 0.3 0.3 

C s 2.4r5 0.483 0.362 0.048 0.024 

y = 138  

We try to insure state number  I only. If  this does achieve an 
op t imum we must  have 

I I0OO - -  yt + o.3 y~ 
C~(y,, o, o . . . .  o) = - 

3 I38 - -  o. i  yt + 0.3 yl 

from which we find 

yt = 45o.77 

qo'~ = x35.23 

I t  remains to be checked whether  C8(yl, o, o . . . .  o) _< I :for 
s > _ 2  

2 IOO + 135.23 
C2(yl, o, o . . . .  o) --  --  o.69 

3 228.15 

3 50 + 135.23 
C3(yl, o, o, . . .  o) --  --  o.81 (has surpassed C2!) 

3 228.15 

As states 4 and 5 have the same probabilities and premiums as 

state 2 their C-values must  be lower than that  of state 2 also. 
This shows tha t  just  insuring state z with the above amounts  is 
optimal. 

Second example  

If  we change in the first example only qt :from o. 3 to I (insurance 
on the state insured in the first example becomes "horr ibly  ex- 
pensive"), then all initial C-values drop below I which means that  
no insurance should be bought.  
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Th i rd  example  

" I n s u r a n c e  n e e d "  in s t a t e  i is e l i m i n a t e d  (i.e. y~. = o). O t h e r -  

wise s a m e  as  f i rs t  e x a m p l e .  

s 2 3 4 5 1 

y~ I00  50 IO 5 0 

~ ,  0.2 0.3 0.2 0.2 O.I 

qs 0.3 0.3 0.3 0.3 0.3 

C s 1.75 1.32 o . I8  0.09 o 

y* = 38 

I t  is o b v i o u s  t h a t  s o m e  i n s u r a n c e  m u s t  be b o u g h t ,  c e r t a i n l y  on 

s = 2 a n d  p r o b a b l y  a lso  on s o m e  o t h e r  s t a t e s ,  s = 3 be ing  a v e r y  

l i k e l y  c a n d i d a t e .  
W e  t r y  to  f ind  an  o p t i m a l  so lu t ion ,  w h e r e  y2 a n d  ya a re  d i f f e r en t  

f rom zero  

2 I o o - -  y2 + 0.3(52 + ya) 
Co,(y2, ya, o, . . .  o )  - -  - ~  I 

3 3 8 -  o . 2 y 2 -  o.3ya + 0. 3 (y2 "+ ya) 
or 8 6 o - -  z 4 yo. + 3 ya = o  

5 o - - y a  + o.3(y2 + ya) 

C3(y2, ya, o, . . .  o) = 38 - -  o.2y2 - -  o.3ya + o.3(y2 + ya) -~ I 

o r  1 2 0 - - 7  ya + 2y2 ~ 0 

y2 = 69.35 ya = 36.96 

qey2 = 20.80 qaya = IZ.O9 t o t a l  p r e m i u m  31.89 

W e  m u s t  c h e c k  t h a t  C4(y2, ya, o, o, o) < I .  Th is  check  suff ices  s ince  

'7~ 8 7~4 
- -  < - -  for s = 5, I (C5 a n d  C1 will  t hen  a u t o m a t i c a l l y  be be low I).  
q8 - -  q4 

2 IO + 31.89 
C h e c k :  C4(y% ya, o, o, o) - -  = o.62, 

3 3 8 -  24.96 + 31.89 
which  p r o v e s  o p t i m a l i t y .  
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P A R E T O - O P T I M A L  R I S K  E X C H A N G E S  A N D  
R E L A T E D  D E C I S I O N  P R O B L E M S  

HANS U. GERBEI( 

I .  SUMMARY 

In var ious  b r an ch es  of apphed  m a t h e m a t i c s  the  p rob l e m anse~ of m a k n l g  
decis ions to reconcile c o n f h c t m g  cri teria.  One e x a m p l e  is the  c lassmal  
s ta t i s t i ca l  problem,  where  a type  i error c a n n o t  be a rb i t r a r i ly  reduced  
w i t h o u t  increas ing  the  prol)abfl l ty for a t ype  ~ error. A n o t h e r  example ,  
q m t e  f a m l h a r  to ac tua rms ,  ~s g r a d u a t i o n ,  where a c o m p r o m i s e  be tween  
s m o o t h n e s s  and  fit has to be reached  This  m o t w a t c s  the  concep t  of Pare to-  
op t ima l  demsions ,  which is ehscussed m set . tmn 2 There  is a s tmple  m e t h o d ,  
maxm~lz ing  a w m g h t e d  ave rage  of the  scores, to ob ta in  cer ta in  Pa re to -  
o p t m m l  decisions.  In ~ection 3 a condi t ion  Iq given,  which ~s sa t is f ied m 
m o s t  app[ ica tmns ,  t h a t  g u a r a n t e e s  t h a t  all the  Pa re to -op t ima l  decis ions 
can be found  b y  t lns  m e t h o d  Tins  is a p p h e d  m sect ion 4, where  the  p rob lem 
of risk e x c h a n g e  be tween  n i n su rance  COnlpames ~s considered.  The  original 
model  of ]3orch is generahzcd"  it  is a s s u m e d  t h a t  some  of the  c o m p a m e s  
are not  wi lhng  to c o n m b u t e  more  t h a n  'a cer ta in  f ixed a m o u n t  t ow a rds  
the  agg rega t e  loss of the  o the r  c o m p a n i e s  The  t heo re m in sect ion 4 gives 
a c h a r a c t e r J z a t m n  of all t he  P a r e t o - o p t m m l  risk e x c h a n g e s  Because of the  
res t r ic t ions ,  those  r isk e x c h a n g e s  do no t  j u s t  depend  on the c ombine d  su rp lu s  
(whmh would a m o u n t  to poohng)  in general ,  and  ~.an be found  by  an algo- 
r i t hm.  One  benef i t  of t ins  g e n e r a h z a t m n  of Bo rch ' s  T h e o r e m  is t h a t  two 
seeming ly  unre la t ed  resul ts  ( o p t m m l i t y  of a s top  loss con t rac t ,  and  o p t i m a h t y  
of cer ta in  d iv idend  fo rmu la s  in g roup  insurance)  follow f rom it as specml 
cases.  

2. EVALUATION OF DECISIONS UNDER CONFLICTING VIEW POINTS 

Often one is faced with the s i tuat ion  where  a decision has to be 
m a d e  in tile presence of several  criteria. Mathemat ica l ly ,  the prob- 

lem can be formulated  as fol lows.  
Let  D be the set of all possible  decisions.  We  are given n real- 

va lued funct ions  sl(d) . . . . .  s~(d), d ~ D. If d,, de e D and si(d,) > 
si(de), this means  that  decis ion dl is betler than (o1" at least as g o o d  
as) decision d2 with respect lo criterion i. Let 

.qd) = (s , (d)  . . . . .  s . ( d )  ), d ~ D (~) 

and 

S : { x / x =  s(d) for some  d ~ D }  (2) 

denote  the  range of the "score funct ion" s(") : D --+ R n. A decis ion 
d~ is said to be strictly better than a decis ion de, if sd& ) > st(do) 
for z, = I . . . . .  n, and if at least one of these  inequal i t ies  is strict, 
A decision d is called Pareto-opltmal, if there is not  a decision that 


